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Abstract

When materials are fabricated at the nanoscale, properties such as thermodynamic quan-
tities can drastically deviate from bulk properties. Thereby, the embedding environment
has a strong impact on the behavior of the nanostructured material and thus provides
a handle to engineer the properties as desired. In this work, the vibrational behavior
of embedded thin tin films is probed and engineered in order to tune the photon-nuclei
interaction in nuclear resonance scattering.

The fabrication of tin films is typically affected by tin clustering. Here, they are pre-
pared by combining magnetron sputter deposition with vacuum quenching resulting in
B-Sn films with roughnesses of below one nanometer. By employing nuclear resonance
scattering at the 23.88keV resonance of '?Sn, not only a deviating tin hyperfine struc-
ture is found at the interface to the embedding material, but also indications for a strong
distortion of thermodynamic properties in the interface region. Thus, nuclear inelastic
scattering is performed to access the phonon density of states of the tin films. A shift
of the phonon modes to higher energy is measured reflecting an increase of the rigid-
ness of the tin atoms. This results in an enhancement by up to a factor of eight of the
Lamb-Mossbauer factor, a quantity describing the probability of an elastic nuclear res-
onant scattering process. In addition to tin films, also embedded thin films of stannic
oxide are investigated for nuclear quantum optics. Embedded in magnesium oxide, the
stannic oxide films exhibit a nearly ideal two-level quantum system independent of the
layer thickness. Collective quantum optics effects such as the collective Lamb shift and
superradiance are measured as a function of the tin dioxide layer thickness.

The obtained results pave the way for applying thin tin films to probe spin structures in
paramagnetic materials and to extend nuclear quantum optics to the resonance energy of

1981 by employing stannic oxide films with their nearly unperturbed hyperfine structure.






Zusammenfassung

Wenn Materialien auf der Nanometerskala hergestellt werden, konnen Materialeigen-
schaften wie zum Beispiel thermodynamische Grofien sich drastisch é&ndern. Dabei hat
die einbettende Umgebung einen groflen Einfluss auf das Verhalten des nanostrukturierten
Materials und ist damit ein Stellhebel, um die Materialeigenschaften gezielt zu verédndern.
In dieser Arbeit wird das gezielte Andern der Schwingungseigenschaften von eingebetteten
Zinndinnfilmen untersucht, um die Photon-Kern Wechselwirkung in Kernresonanzstreu-
prozessen zu manipulieren.

Die Herstellung von Zinndiinnfilmen ist typischerweise beeintréachtigt durch Bildung
von Zinn-Clustern. Hier werden die Diinnfilme durch einen Magnetron Sputterprozess auf
gekiithlten Substraten hergestellt, was zu §-Sn Filmen mit Rauigkeiten von unter einem
Nanometer fiihrt. Durch die Anwendung von Kernresonanzstreuung an der 23.88 keV Re-
sonanz von 19Sn kann nicht nur eine Verinderung der Hyperfeinstruktur von Zinn an der
Grenzfliche zum umgebenden Material festgestellt werden, sondern auch eine Verformung
der thermodynamischen Eigenschaften in der Grenzflichenregion. Daher wird mittels un-
elastischer Kernstreuung die Phononenzustandsdichte in den Zinndinnfilmen vermessen.
Die Messungen ergeben eine Verschiebung der Phononenzustande zu hoheren Energien,
was einer erhohten Starrheit der Zinnatome entspricht. Dies resultiert in eine Erhohung
des Lamb-Mossbauer Faktors bis zum achtfachen, welcher die Wahrscheinlichkeit eines
elastischen Kernstreuprozesses beschreibt. Zuséatzlich zu den Zinndiinnfilmen werden
eingebettete Zinndioxidfilme fiir die Nutzung in der Kernquantenoptik untersucht. Wenn
Zinndioxid eingebettet wird in Magnesiumoxid, weisen die Filme ein nahezu ideales Zwei-
Level Quantensystem unabhangig von der Schichtdicke auf. Kollektive quantenoptische
Effekte wie die kollektive Lamb Verschiebung und die Superradianz werden vermessen als
Funktion der Schichtdicke.

Die Ergebnisse ebnen einen Weg um mittels Zinndinnfilmen Spinstrukturen in para-
magnetischen Materialien auflésen zu kénnen und um Kernquantenoptik mittels der na-
hezu ungestorten Hyperfeinstruktur von Zinndioxidfilmen durch die Resonanzenergie von

198y, erweitern zu konnen.
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1. Introduction

Vibrational properties of metals are drastically modified on the nanoscale. The spatial
confinement breaks the symmetries of the metallic crystal structures. This affects nearly
all important material properties, such as the electrical, vibrational, optical and mag-
netic properties. Phonons, defined as quanta of the collective vibrational excitations in
crystals, are especially affected by the crystal symmetry. Therefore, control over phonons
is achieved by breaking the crystal symmetries on purpose, i.e. by nanostructuring the
material. Since the confinement is on the nanometer scale, mainly phonons with short
wavelengths, A ~ 10~ m, are affected. Engineering of phonons aims to control the thermal
properties, such as heat transfer. For example, nanostructures are designed to drastically
reduce the thermal conductivity in thermoelectric materials [Bis12] or to transfer the
heat along a designed pathway, so called heat waveguides [Mall3]. Although considerable
progress has been made, the exact behavior of phonons in nanostructures is still poorly
understood [Boz16].

Apart from technical applications of controlling the heat properties, phonons play an
important role for X-ray scattering techniques. Due to thermal motions of the atoms,
elastic X-ray scattering is attenuated in crystals. A special case occurs in nuclear resonant
scattering where characteristic scattering times are longer than the lifetime of phonons.
An X-ray pulse excites a nuclear resonance and the coherent decay is measured in a
temporally resolved manner. The energies of nuclear resonances are typically in the order
of a few keV, however the nuclear resonance linewidth is only about 107%eV to 107 eV.
Thus, the requirement of momentum conservation in the nuclear absorption process leads
to a recoil energy which is much bigger than the resonance linewidth in the case of
an unbound atom. In crystals, the recoil energy can be either absorbed by the whole
crystal in an approximately recoilless process or by the excitation of atomic vibrations,
i.e. phonons. Since only the recoilless process contributes to the elastically scattered

signal, the increased likelihood of phonon excitations in soft materials lead to a strong



1. Introduction

decrease of the coherent scattering intensity. The Lamb-Mossbauer factor quantifies the
probability of recoilless absorption and therefore captures the thermodynamic material
properties in the nuclear resonant scattering technique.

Most nuclear resonance scattering experiments are performed using the nuclear reso-
nance at 14.41keV of >"Fe. Iron and most of its common intermetallic compounds have
Lamb-Maossbauer factors of about 80%. Thus, even studies in nanostructures are feasible.
For example, by embedding ultrathin layers of the resonant isotope inside a magnetic
nanostructure, the internal magnetic spin structure can be unraveled [R6h02|. The same
principle is applicable to resolve electric field gradients by measuring the interaction with
the quadrupole moment of the nucleus, which was done with atomic resolution |[PJ0§].
Thin films in combination with nuclear resonant scattering also led to the emerging re-
search field of hard X-ray quantum optics. The nuclear system with its extremely sharp
resonance resembles a prototypical two-level quantum system. In thin films, the coupling
strength of the nuclei with the X-rays can be tuned by the design of the layer system in
which they are embedded |[Roh10]. For example, thin film systems which act as a cavity
for the X-rays render the measurement of the collective Lamb shift [R6h10], electromag-
netically induced transparency [Roh10], subluminal X-ray propagation [Heel5] and Rabi
oscillations between two nuclei ensembles [Hab17] possible.

For nuclear quantum optics, the nuclear system should resemble a two-level quantum
state as close as possible. However, since metallic iron is ferromagnetic, the interaction
of the magnetic moment of the nucleus with the magnetic field generated by the spin
polarized electrons of the atomic shell leads to a level splitting of the nuclear hyperfine
structure. Even if employing paramagnetic ultrathin iron films (thickness below one
nanometer) or a paramagnetic compound such as stainless steel, a non-zero electric field
gradient is often observed in thin films [R6h10; Sah11]. Thus, the interaction with the
quadrupole moment of the nucleus leads to a splitting of the excited nuclear level. A
thin film system with unsplit nuclear levels that can be considered as a perfect two-level
system has yet to be found.

A promising candidate is tin with the 23.88 keV nuclear resonance of the isotope ?Sn.
Since tin in its metallic 5-Sn form is paramagnetic, there is no net magnetic field at the
nucleus. The presence of a weak electric field gradient results only in a hyperfine splitting
of less than the resonance linewidth [Soa73|. Additionally, X-rays at the higher resonance

energy are less affected by electronic scattering in the thin films which lead to higher



radiation intensities inside the film. Apart from applications for nuclear quantum optics,
tin is more sensitive to probe magnetic nanostructures since the nuclear magnetic moment
of 1'¥Sn is by a factor of ten bigger than the moment of °"Fe [R604]. While the benefits
of tin are obvious, the major disadvantage is the low Lamb-Mossbauer factor of only 0.04
in metallic tin. Therefore, nanostructure studies on tin can only be conducted at low
temperatures, where the thermal vibrations are reduced [Houl7]. The low temperatures,
however, are impractical for most nanostructure studies from an experimental point of
view.

This work aims to probe and engineer the vibrational behavior of thin tin films in
order to tune the coupling of the Mossbauer isotope 19Sn with X-rays. Thereby, the
Lamb-Mossbauer factor of embedded thin tin films was found to be strongly affected
by the thermal properties of the embedding material. This paves a way to change the
vibrational behavior of tin films in order to render nuclear resonant scattering of tin
effectively. Thus, thin film studies are feasible for nuclear quantum optics at higher X-
ray energies and for probing magnetic nanostructures, e.g. spin polarizations and spin
currents in paramagnets. Not only tin films are investigated, but also tin dioxide films,
since the nearly unsplit hyperfine structure in combination with a Lamb-Mdossbauer factor
of 59% is promising for the investigation of relatively thick films (~ 10nm) for nuclear
quantum optics.

The work is structured as follows. In chapter 2 the theoretical background is laid out,
where common properties of tin and the isotope ''”Sn are described, as well as gen-
eral features of the hyperfine interactions, Mossbauer spectroscopy and nuclear resonant
scattering in the elastic and inelastic regime. The following chapter 3 focuses on the ex-
perimental methods used to prepare, characterize and measure the thin films properties.
The results are presented in three chapters. Chapter 4 focuses on the structural prop-
erties of the deposited tin films, such as smoothness, crystal phase and crystal growth.
Also, the hyperfine structure of tin films is addressed with a special focus on the mag-
netic properties. In chapter 5, the dynamical behavior of thin tin films are investigated in
terms of the film thickness and the embedding material. Tuning capabilities are discussed.
Chapter 6 deals with the properties of tin dioxide films and the application to nuclear
quantum optics experiments. The collective Lamb shift in tin dioxide films is measured.
Finally, chapter 7 concludes with the results and an outlook is given on possible future

experiments, which become possible based on the results presented in this work.






2. Theoretical background

Nuclear resonant scattering of synchrotron radiation is based on the Mdssbauer effect.
Therefore, many similarities between the theoretical descriptions of conventional Moss-
bauer spectroscopy and nuclear resonance scattering of synchrotron radiation can be
found. However, while the first technique probes the energy dependent absorption of
the Mossbauer isotope, the latter investigates the time-dependent scattering intensity of
the Mossbauer resonance. With both techniques, the hyperfine structure of the nuclei can
be revealed. Additionally, nuclear resonance absorption at synchrotrons can be applied
to perform inelastic scattering, which gives access to the thermodynamical properties of
Mossbauer isotopes inside a crystal lattice.

In the following, this chapter will provide a brief theoretical overview whereby the focus
is set on the Méssbauer isotope ''YSn and the element tin. In the first section, general
properties of tin and its isotope 1Sn are given. Especially the nuclear level structure of
1981 with the important Mossbauer resonance at 23.88keV is described in more detail.
Then, the origin of the nuclear hyperfine structure is sketched out. It is followed by
a description of the Mossbauer effect and the Lamb-Mossbauer factor. Conventional
Mossbauer spectroscopy is briefly explained. The ensuing section provides details about
nuclear resonance scattering of synchrotron radiation. The section is divided into coherent
and incoherent scattering processes. They describe the nuclear resonance scattering (NRS)

and nuclear inelastic scattering (NIS) techniques at synchrotrons, respectively.

2.1. Properties of tin and its isotope 1°Sn

Tin (Sn) is an element of the group IV of the periodic table, which includes for example
carbon and silicon as well. It has the atomic number 50, which is a magic number for the
protons in the nucleus, meaning it is especially stable. Tin occurs therefore in a variety

of stable isotopes with mass numbers ranging from 114 to 120, with 118.71 in its natural
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(@)

a-Sn

Figure 2.1.: (a) Cubic crystal lattice of a-Sn with a = 6.4892(1)A ([The54]) and (b)
tetragonal crystal lattice of 5-Sn with a = 5.8308(2) A and ¢ = 3.1810(2) A ([Wot81]). For
crystal visualizations, the software VESTA was used [Mom11].

composition. The electronic configuration of the valence electrons is 4d'°5s25p?, whereby
the exact occupation of the s and p orbital varies with the crystal structure.

One of the interesting physical properties of tin is its low melting point temperature
of 231.93°C, one of the lowest melting points of metals. Combined with its mechanical
softness, tin is easy to work, and therefore it was historically an important metal. Pure tin
exists in two allotropic crystalline modifications at atmospheric pressure, a-Sn (gray tin)
and [-Sn (white tin) with a transition temperature of 13.2°C. «-Sn is stable below the
transition temperature, and has a diamond crystal structure, which is typical for group IV
elements. It is shown in Fig. 2.1[(a). The valence electrons are covalently bonded and it is
non-conductive. With a band gap of 0.1eV, a-Sn is a semiconductor with a diamagnetic
behavior. On the opposite, £-Sn, the stable crystal phase at room temperature, has a
tetragonal crystal structure, as shown in Fig. [2.1(b), where the valence electrons are
delocalized over the crystal. It is a soft, paramagnetic metal.

Within the scope of this work, the oxide compounds of tin, namely SnO (stannous oxide)
and SnOs (stannic oxide), play an important role. Stannic oxide is naturally formed and
is a diamagnetic material with a white appearance in its amorphous powder form. Doped
with other compounds, it becomes transparent and electrically conducting, which makes
it valuable for optical devices, e.g. LCD technology. On the other hand, SnO is a black
powder.

As previously discussed, tin has various stable isotopes. The most interesting for Moss-

bauer applications is 1'?Sn, which has a natural abundance of 8.58%. The nuclear ground



2.1. Properties of tin and its isotope 119Sn

state and the first excited state have total angular momenta of 1/2 and 3/2, respectively.
They are separated by 23.8795(5) ke\/ﬂ Both nuclear energy states have even parity. In
these systems, the transition cannot be of electric dipole nature, since an electric dipole
transition must involve a change of parity. Therefore, the nuclei can only couple via their
magnetic dipole moment (M1) to the incident radiation or via their electrical quadrupole
moment (E2). However, since the E2 contribution is smaller than 0.1% ([Boc68|), the
1981 nuclear resonance is treated as a pure M1 transition in the following. The excited
state has a natural lifetime 79 = 26.0(1) ns, which corresponds to a natural linewidth I'g of
25.3(1)neV via I'g = i /79 with & being the reduced Planck constant. With synchrotron
radiation providing a high flux (7 x 10* photons/s/T" OEI) of pulsed X-ray photons at the res-
onance energy and allowing time-resolved measurements up until 190 ns after excitation,
the isotope is well suited for time-resolved nuclear resonant scattering experiments.

After excitation, the nucleus can undergo a non-radiative decay process, the internal
conversion process, instead of a photon decay. In the internal conversion process, the
energy is transmitted to an electron from the atomic shell, mostly to an s-electron since
they have a non-zero probability to penetrate the nucleus and therefore can interact
with the excited nuclear state. Subsequently, an electron is emitted due to the internal
conversion process. The ratio of the emission of internal conversion electrons to a photon
decay is given by the internal conversion factor . For 19Sn « is 5.22, which means
after excitation the ratio of photon decay to internal conversion electrons is 1:5.22. Thus,
the photon decay contributes only about 1/(1+4«) = 16% to the total emission intensity.
About 67%E| of the internal conversion process leads to the emission of L-shell electrons at
energies of about 19.8 keV. K-shell electrons cannot be emitted since their binding energy
of 29.2keV is higher than the nuclear resonance energy. The subsequent L-shell vacancy
results in the emission of 3keV Auger electrons (= 93% probabilityEI) or Lo/Lg X-rays
(= 7%) at about 3.5keV.

The next higher excited state of '9Sn is the 11/2-state with an excitation energy of
89.53(1) keV. It decays solely into the 3/2-state with a natural lifetime of 423(1) days. The

ITransition energies, natural lifetimes and conversion factors are taken from the database provided by
the Mossbauer Effect Data Center, [MED|, and, if missing, by the Nuclear Data Service, [NDSJ.

2Flux and pulse separation are taken exemplary from beamline PO1 at PETRA III in the timing mode

3The probability is given by o /(1+«), describing how many L-shell electrons, ar, are emitted due
to internal conversion in relation to one photon decay and « internal conversion electrons. Here
ar =4.09 and o = 5.06, both taken from the same source, [NDS|

4An estimated fluorescence yield of 0.07 was used ([CXR]).
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decay is dominated by the internal conversion process with a = 5000. This metastable
state is also called M97Sn, and is important for conventional Méssbauer spectroscopy,

since it is the radiation source in those experiments.

2.2. Probing the nuclear hyperfine structure

The nuclear transition energies can be shifted or split into multiple transitions due to
electromagnetic interactions with the environment of the nucleus. The changes are in the
sub-peV scale, thus relatively small if compared to the transition energies which are in
the order of keV. The exact level structure of the nucleus, resulting from the interaction
with its environment, is called hyperfine structure. By detecting the nuclear hyperfine
structure, it is possible to draw conclusions about the electronic and magnetic state of
the nucleus and its environment. The exceptional small linewidth I'y of a few neV of most
of the nuclear transitions makes this detection possible.

Two major interactions are important: The electrostatic interaction of the atomic elec-
tron density with the electric quadrupole moment of the nucleus and the magnetostatic
interaction of the nuclear magnetic moment with an external or internal magnetic field.
The contributions and experimental techniques to probe them are explained in the fol-

lowing.

2.2.1. Hyperfine structure of the nucleus

The interaction, which governs the hyperfine structure, is of electromagnetic nature. The
Hamiltonian of the system H is described by a electrostatic part H.s and a magnetostatic

part H,,s. Both can be expressed with a multipole expansion indexed by the order [ by

H: Hes + Hms (21)
= XA o HR, (22)
l l
1 l (1) 0 l l !
- —ympt) Qi 4 K0 —ymph 2.3
4760;7%;1( ) Qi 4W;Zl:m§l( )" B i My (2.3)

whereby €y and pg are the vacuum permittivity and permeability and i describes the

spacial components z,y and z. E® and BO are tensor operators describing the electric
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and magnetic fields generated by the electronic system at the site of the nucleus. The
quantities Q(l) and MW" are the operators of the electric and magnetic multipole mo-
ments of the nucleus. Since the nucleus has a well defined parity, inversion symmetry
reasons can be used to exclude multipole moments with an odd parity from the Hamilto-
nian. Consequently, all electric (magnetic) multipole moments with an odd (even) order
[ must be zero. For example, this includes the electric dipole moment and the magnetic
quadrupole moment. Therefore, the leading terms of the Hamiltonian, besides an electro-
static monopole term, which only gives a constant global energy shift, are the electrostatic
quadrupole and the magnetostatic dipole interaction. The evaluation of the quadrupole
term ’Hg) leads to a contribution HéQ), which results in a measurable energy shift between
nuclei in different chemical environments, the so called isomer shift. With this term ex-
plicitly written out, "Hg) = 7—[(()2) +’Hg), and neglecting all orders [ > 2, the Hamiltonian
now reads

=1 +HD + 4l (2.4)

qs

A brief description of each contribution is provided in the following.

Isomer shift

The isomer shift appears in the electrostatic quadrupole interaction term since the nucleus
cannot be described by a point charge but as a spatially extended charge density. It
eventually leads to a shift of the transition energy as shown in Fig. (a) of about 10" —
102 neV.

Since s-electrons have a finite probability to be at the position of the nucleus, the elec-
trostatic coupling energy slightly changes when the spatially extended charge distribution

of the nucleus is considered. The energy contribution is given by [Wer64]

2) 2w 2
EP = T2 |belr=0) R, (2.5)
where Z is the atomic number, 1. (r) the electronic wave function in space representation
and R the nucleus radius. Since the energy shift originates from the quadrupole interac-
tion, the R? appears. When the nucleus is excited to a higher energy state, the charge

distribution of the nucleus changes and thus its radius. Therefore, the transition energy
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Figure 2.2.: Exemplary hyperfine structure for 119Sn for three cases. (a) When no electric

field gradient or magnetic hyperfine field is present, the transition Ey is shifted by the
(2)

constant E02 , which depends on the chemical state of the material. (b) In the presence
of an electric field gradient, quadrupole interaction leads to a splitting of the excited state
into two states in respect to I2. (c) If a magnetic hyperfine field is present but no electric
field gradient, the energy states are split into six states in respect to I,.

is shifted by the energy shift AFEj

2
ABy = By, — Byyy = =26 [ue(r = 0)* (R2, — RY). (2.6)

whereby the indices “e” and “g” label the excited and ground state. With R? — Rg =

2R(R. — Ry) and the mean radius R = Re’;Rg, one gets

AEy = T 26 B2 |y (r = 0) 2 <6R> , (2.7)
5 R
with 6 R = R, — Ry. For example, Méssbauer experiments showed that the nuclear radius
of the 3/2-state of 19Sn is 14-3.3 x 10~*larger than its ground state [Boc66.

Crucially, equation shows that the energy shift depends also on the electronic state
described by ., which means, that the shift is affected by its chemical environment. If
two nuclei are present in different chemical environments, e.g. 19Sn0O and '”SnO; there
is a difference between the energy shifts, AEy(1?Sn0) — AEy(11?Sn0Oy). This difference
is called the isomer shift. It is an important quantity to measure, since it can be used to

identify the chemical state of a material.

10



2.2. Probing the nuclear hyperfine structure

Quadrupole interaction

The quadrupole interaction describes the interaction of the quadrupole moment of the
nucleus () with an electric field gradient at the position of the sample, V;; = —0;F;, with
E being the electric field at the nucleus and (4,j) describing spatial coordinates. Only
nuclear states with a spin > 1/2 have a quadrupole moment. Thus, for ''?Sn, only the
excited states with I = 3/2 can interact with the electric field gradient.

Analytical solutions of the eigenvalue problem for the nuclear Hamiltonian with quadrupole
interaction and magnetic interaction exist only for a few special cases |[R604]. A discus-
sion about general solutions of this system is provided in [Mat62]. A simple analytical
solution is found in the case of pure quadrupole interaction with an electric field gradient
exhibiting axial symmetry. In this case, the electric field gradient can be described by a
single quantity, V.., when the system coordinates are transformed into the electric field
gradient system. A spin 3/2-state is shifted by [R604]

- i) , (2.8)

in this scenario with I, being the z-component of the nuclear spin I. The state is therefore
split into two states with I? = (+1/2)? and I? = (£3/2)%. A transition between a spin
1/2-state and a 3/2-state, as for 11981 is therefore split into two possible transitions, as
shown in Fig. (b) For 198n with an exemplary total splitting of eV.Q/2 = 50neV and
an assumed quadrupole moment of 0.09 barn of the excited 3/2 11°Sn state ([MED]), the
magnitude of the electric field gradient is about 5 x 10%! V/m?. Atomic electrical fields
are extremely strong, which renders a tuning of the direction or strength of the electric
field gradient impossible in an experiment. Thus, only the total quadrupole splitting is
experimentally accessible if the quadrupole moment of the energy state is unknown.

For non-axial systems, the magnitude of the energy shift is altered, commonly pa-
rameterized by an asymmetry factor n. The splitting into two states, however, remains
unchanged.

The electric field gradient is typically generated by crystal distortions, for example due
to Jahn-Teller distortions in single crystals [Nakl15], but also due to lattice mismatches
at interfaces or crystal defects. In this work, films with thicknesses of less than 20 nm are

investigated. These systems are often formed by nanometer small crystallites. Because

11



2. Theoretical background

of a high amount of interfaces and grain boundaries, as well as imperfect crystal lattices,
electric field gradients can be expected in such thin films, even though an absence is
predicted for the bulk material. This is the case, for example, in stainless steel thin films,
where no quadrupole interaction occurs in the bulk material, however, in nanometer thick
films, a quadrupole splitting was measured [Sah11].

In thin films, the orientation of the electric field gradient is mostly not defined, since
the orientation of the crystallites is random. In the case of single atomic layers, however,
which are epitaxially grown on a specific substrate, a directed orientation of the field
gradient was found (|[PJ0§]).

Magnetic dipole interaction

If an external magnetic field is present or the atomic electron system generates a magnetic
field at the nucleus, the nucleus interacts with the field due to its magnetic moment fi,.
If no electrical quadrupole interaction is present, and the quantization direction of the
nuclear spin [/ is parallel to the magnetic field direction, the magnetic dipole interaction
leads to an energy shift AFE,,; of the nuclear energy state defined by the spin [ and its
z-component I,. The energy shift is given by [R604]

AEpq = — LBy /I, (2.9)

with the magnetic hyperfine field By y, which is a summation of all internal and external
fields. Subsequently, nuclear levels are split in respect to I,. For example for 119Sn, the
ground state is split into two states with 7, = +1/2 and the excited state into four states
with I, = +3/2,+1/2 as shown in Fig. [2.2)(c). Since the magnetic moments of the ground
state and excited state of 119Sn have opposite signs, the splitting order in respect to I, is
reversed.

The magnetic hyperfine field can be generated by internal or external sources. Internal
fields are produced by the electron spin or the orbital moments of not completely filled
atomic shells, or by spin-polarized s-electrons, which have a finite probability density of
being inside the nucleus. The latter contribution dominates in magnetic materials and
is called Fermi contact interaction. It can lead to strong magnetic fields at the nucleus.
In Fe, for example, it generates a magnetic hyperfine field of about 33'T. The s-electrons

are polarized by an intra-atomic interaction with the spin-polarized valence d-electrons.
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2.2. Probing the nuclear hyperfine structure

Not only for magnetic materials, the Fermi contact interaction is important, but also for
paramagnets, where an external magnetic field leads to a magnetization of the material.
The subsequent polarization of inner s-electrons leads to a magnetic field at the position
of the nucleus in addition to the external field. The energy shift of the nuclear levels due
to the additional magnetic field is called Knight shift. A comprehensive review about

magnetic hyperfine field contributions can be found, e.g. in |Fre65] or [Por65].

2.2.2. Conventional Mossbauer spectroscopy

Mossbauer spectroscopy aims to probe the hyperfine structure of materials containing iso-
topes with suitable nuclear resonances. The technique is based on re-absorption of v-rays
emitted from a radioactive isotope. For example, the eventual y-decay of the metastable
state 119Sn leads to the emission of a 23.88 keV photon, which subsequently can be
absorbed by another '9Sn nucleus. This principle, however, should be forbidden for nu-
clear transitions. Due to the extreme narrow linewidth of the nuclear resonances in the
neV-regime, momentum and energy conservation of the photon emission and absorption
process play an important role. For a photon emission/absorption process, an unbound

nucleus has to absorb a recoil energy Er of

E2
Ep=—"
R 2my,c2’

(2.10)

with Fy the transition energy, m,, the nuclear mass and ¢ the speed of light. For '?Sn,
for example, the recoil energy is about 2.6 meV, which is much bigger than the natural
linewidth (I, = 25neV) and any hyperfine splitting (about 10" — 102 neV). The subsequent
Doppler shift of the moving nucleus leads to a significant red-shift of the emitted photon.
Therefore, the emission and re-absorption is not possible for an unbound nucleus.

If the nucleus is bound, however, for example in a crystal, the situation changes. In
crystals, the recoil energy is transported by collective vibrations, i.e. phonons. Based on
the theory developed by Lamb for resonant absorption of slow neutrons [LJ39], Rudolf
Mossbauer proved theoretically and experimentally that there is a non-zero probability
that no phonon is excited when the photon is emitted or absorbed [M6s58|. Instead, the
whole crystal absorbs the recoil energy and the emitting/absorbing nucleus experiences

no Doppler shift. This zero-phonon probability factor is called Lamb-Mdossbauer factor

13



2. Theoretical background

or recoilless fraction. Multiple subsequent theoretical work, e.g. conducted by [Sin60)]
and [Lip60], showed, that the Lamb-Mdossbauer factor is given by the ratio of elastically
to inelastically scattered photons in the incoherent scattering intensity. Additionally, the
resonant photon absorption cross section is proportional to this recoilless fraction. With
the knowledge of the phonon density of states g(E) of the crystal, the Lamb-Mossbauer
factor fras can be calculated by [Sin60]

frar = exp (—ZER/OOO g(EE) (; + <n(E,T)>) dE) . (2.11)

The average occupation number (n(E,T)) of the energy state E at temperature 7' is given
by the Bose-Einstein statistic due to the bosonic character of phonons with (n(E£,T)) =
1/(exp(BE)—1), where 8 =1/(kgT) with the Boltzmann constant kg = 1.381 x 10723 J /K.
Missing in the equation is the momentum transfer of the scattering event due to the
incoherent nature. This is the major difference to the Debye-Waller factor known from
typical X-ray scattering experiments.

Equation shows that the Lamb-Mossbauer factor depends on the recoil energy Fr
and consequently on the transition energy FEj. Therefore, for increasing transition en-
ergies, the Lamb-Mossbauer factor decreases, and Mossbauer experiments becoming less
effective. Moreover, equation relates the Lamb-Mossbauer factor with crystal prop-
erties. With setting the temperature to zero kelvin, thus (n(E,T)) ~0 , the exponential
is equal to —2E'R/(hwgy) with an average vibrational energy of the crystal hwg,, which is
given by 1/hwg, = [dE g(E)/E (|Lip60]). Soft materials with a low average vibrational
energy have therefore a small Lamb-Mossbauer factor. For example, '”Sn nuclei in the
soft B-Sn crystal phase have a recoilless fraction of about 0.04. However, in the oxide
compound ¥Sn0sy, where atoms are stronger bound in the crystal, the Lamb-Mossbauer
factor is about 0.6. This comparison points out that the Lamb-Mossbauer factor is not
only determined by the nuclear isotope, but also by the crystal properties of the material.
Additionally, the assumption, which was implicitly taken in the discussion above, of an
isotropic Lamb-Mossbauer factor is only valid for a cubic crystal. In general, the recoil-
less fraction depends on the crystal direction, and thus, is anisotropic. For example, in a
single crystal of -Sn, which has a tetragonal crystal lattice, the Lamb-Md&ssbauer factors
differs along its two major crystal directions by a factor of ~ 1.5 at room temperature

[Sha64]. In polycrystalline materials, the Lamb-Mossbauer factor is averaged over all pos-
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2.2. Probing the nuclear hyperfine structure

Table 2.1.: Isomer shift (relative to SnOz2), quadrupole splitting (= eQV,,/2) and Lamb-
Mossbauer factor at room temperature of typical tin crystal phases and tin oxide com-
pounds. For energy conversion: 1mm/s=79.6neV.

Material Isomer shift (mm/s) Quadrupole splitting (mm/s) Lamb-Méssbauer factor

SnO2 0.0 0.57[Sva97| 0.63[Stu99a]
a-Sn 2.02|Sva97] 0.0[Sva97] 0.16[Cue01]
[-Sn 2.54[Sva97| 0.23[Soa73] 0.04[Bar00]
Sno 2.64[Sva97| 1.33[Sva97] 0.32[Stu99a]

sible directions. The (average) Lamb-Mdossbauer factor at room temperature of common
tin crystal phases and tin oxide compounds are given in Tab.

In Mossbauer spectroscopy, a radioactive source provides the v radiation, which is used
to excite the corresponding nuclei in a target material. Both, target and source, must
have a significant high recoilless fraction in order to record a measurement. By moving
the source, or target, the energy detuning between both of them can be adjusted. the
Doppler velocity v corresponds to an energy detuning AFE via the relation,

AE v

Fy = (2.12)
The natural linewidth of the ''9Sn transition, I'g = 25.3n6V, is equivalent to a Doppler
shift of 0.318 mm/s. In a typical Méssbauer experiment, the transmission of the v radia-
tion is measured while tuning the source velocity, e.g. by £5mm/s. Thus, the energeti-
cally detuned ~-rays probe the absorption spectrum, i.e. the hyperfine structure, of the
target material. The resolution is given by the resonance linewidth of the source, which
for an ideal source is equal to the natural linewidth of the nuclear transition. An example
for 198n is given in Fig. . The simulated transmission intensity of a 1jum (-Sn foil
enriched in the isotope '9Sn is depicted as a function of the Doppler drive velocity or
accordingly of the corresponding energy detuning. Three cases are shown. In Fig. (a),
the target material has an isomer shift of 1 mm/s (= 80neV) relative to the source. This
means, the chemical states differ of the source and target. In Fig. [2.3(b), the hyperfine
structure of the target material exhibits a quadrupole splitting. As discussed in the pre-
vious section, the presence of an electric field gradient leads to a splitting of the hyperfine
structure and thus to two possible nuclear transitions, see Fig. [2.2(b). Therefore, the
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Figure 2.3.: Simulated transmission intensity of a Mdssbauer spectroscopy experiment on
a 1pm S-1Sn foil. The energy of the emitted photons from the source are detuned by a
Doppler drive over a range of 25mm/s. The detuning in peV is given by the upper z axis.
Three cases are presented: (a) An isomer shift relative to the source by 1 mm/s (= 80neV),
(b) a pure quadrupole splitting of 0.6 mm/s (~ 50neV) and (c) a pure magnetic splitting
with a magnetic hyperfine field of 4T.

Méssbauer transmission spectrum has two dips. In the last case, shown in Fig. [2.3(c), a
magnetic hyperfine field of 4T is present. In a magnetic field, the nuclear ground state is
split into two states and the excited state into four states, see Fig. 2.2(c). In theory, there
should be eight possible transitions. However, since this is a magnetic dipole transition,
the dipole transition rules apply which means that the z-component of the nuclear spin
can only change by M = £1,0. Thus only six possible dipole transitions are allowed.
Therefore, the transmission spectrum has six dips in Fig. [2.3(c). The dipole transition
rules also lead to a varying weight of the six transition intensities. It depends on the
orientation of the magnetic hyperfine field and the polarization of the incoming ~-rays
[R604]. The relative weight of the transmission dips therefore reveals the orientation of
the magnetic hyperfine field, if the incoming ~-rays are polarized. Also for unpolarized
~-rays a differentiation is possible between a magnetic field which is oriented parallel
to the wave vector of the vy-rays and a field oriented perpendicular to the wavevector.
The spectrum shown in Fig. [2.3(c) is calculated for unpolarized 7-rays and a random
magnetization orientation.

In Moéssbauer spectroscopy, the aim is to determine the hyperfine structure of the target
material and thus reveal the chemical and magnetic states of the material. Parameters

for common tin crystal phases and tin oxide compounds are given in Tab. 2.1}
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2.2. Probing the nuclear hyperfine structure

Conventional Mossbauer transmission experiments are only of limited use for materials
with a low amount of resonant material, e.g. for thin films, since the signal-to-background
ratio is too low. In these cases, conversion electron Mossbauer spectroscopy (CEMS) is
often employed. In this setup, the electrons generated from internal conversion after the
~-ray excitation are counted. The direct recording of nuclear decay products means that
the resulting electron emission spectrum has a much lower background noise in comparison
to conventional transmission measurements. This technique has a high surface sensitivity,
since the electrons first need to escape the material and their mean free path is only a few
nanometer long. Mossbauer studies on thin films are therefore often done with a CEMS

setup.

2.2.3. Nuclear resonance scattering

Conventional Mossbauer spectroscopy focuses mainly on the resonant absorption of nu-
clear transitions with energy resolving methods. It is an incoherent measurement tech-
nique since the radioactive source provides only incoherent radiation. At synchrotron fa-
cilities, however, the coherent nature of resonant scattering processes is employed. Here,
intense and highly polarized X-ray pulses are provided with a pulse duration below 1 ns.
Thus, the temporal decay after the X-ray pulse excited the nuclei can be directly measured.
The energetically broad X-ray pulse and the coherent nature of the nuclear excitation then
lead to an interference pattern in the time domain, visible by a beat pattern in the tempo-
ral decay intensity. Since synchrotron X-ray pulses are also highly focused, nanostructured
materials, such as thin films, can be measured within hours or even minutes. This leads
to drastically reduced measurement times in comparison to conventional CEMS studies.
Here, typical measurement times are days. In the following, a brief theoretical overview
of the coherent nuclear excitation and its role in nuclear resonance scattering experiments
is given.

The complex scattering amplitude in the energy domain f(F) for a single bound nucleus,
which is assumed to exhibit no hyperfine splittings, is given by a Lorentzian line shape

[Smi99)]
ko F()/Q

E)=—
f(E) 47TUOfLME—EO—iPO/2’

(2.13)

with ko the wave vector at the resonance energy, the Lamb-Mossbauer factor frar, Ep is
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Figure 2.4.: The complex scattering amplitude of a single nucleus without hyperfine split-
tings is depicted by its absolute value (a) and its complex phase (b) in the energy domain,
as well as its absolute value in the time domain (c). The energy is given in units of the
natural linewidth I'g around the resonant energy, £ — Ej, and the time is normalized by
the natural lifetime 7y of the nucleus.

the resonance energy and I'g the natural linewidth. The maximal resonant cross-section
oo contains nuclei-specific parameters: The spin of the excited state I, and ground state

I, and the internal conversion factor . It is defined by

2 1 2L +1
k142l +1

00 (2.14)
To give an example, the resonant nuclear cross-section for 1?Sn is 1379.6 kbarn, which is
more than 500 times bigger than the cross section for electronic scattering. The absolute
value and the complex phase of the scattering factor are shown in Fig. [2.4{a) and (b),
respectively. The phase of the incident X-ray wave package gets shifted by —180° around
the resonance, with the spectral component at the exact resonance experiences a phase
shift of —90°. The weight variation of the spectral components around the resonance
leads to a dephasing of the scattered intensity with time [Smi99]. This corresponds to
the lifetime 79 = h /Ty of the excited state. A broader resonance means a faster dephasing
and thus a smaller lifetime. In Fig. [2.4(c) the absolute value of the scattering amplitude
in the time domain is shown. The intensity follows an exponential decay o exp(—t/9).
In an ensemble of nuclei, the coherent character of the scattering becomes important.
This is the case, when the ground state of the nuclear ensemble after the scattering process

is unchanged. Changes, which lead to incoherent scattering, are, for example, excitations
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2.2. Probing the nuclear hyperfine structure

of phonons, meaning a recoil process, rearrangement of the electronic shell due to internal
conversion or a spin-flip in the ground state, e.g. from a previous I, = +1/2 state to a
I, = —1/2 state [R604]. If no change of the ground state occurs, the nuclei within the
ensemble are indistinguishable. Therefore, in the quantum mechanical picture, the single
photon creates a delocalized intermediate excited state shared by several nuclei [Smi99).
This state is also named nuclear exciton. It can be interpreted as a coherent superposition

of an excited state over all nuclei. The coherent state |¢.) is proportional to [Han89|

N
[e) o< YT Jeq) [Go(a)) (2.15)

where ¢ is the momentum transfer of the scattering event. Thus, the coherent state is
a sum over N possibly excited nuclei: The excitation of nucleus a at position 7, from
its ground state |gq) to the state |e,) is weighted by the spatial phase factor exp(iqry).
|Go(a)) describes all other nuclei, which are in their ground state |Go(a)) = [1a/£q |9ar)-

The spatial phase factor leads to diffraction properties. For example, if the nuclei
are ordered, nuclear Bragg reflections occur. In the case of randomly placed nuclei, the
sum over the spatial phase factor only provides a non-zero contribution in the forward
direction, ¢ = 0. Therefore, in nuclear resonance experiments, the temporal decay is
often recorded in a transmission setup, i.e. in the forward direction, for example if thin
foils are measured. In layered materials, where reflections occur at each interface, two
coherent channels are possible if the incident angle is much smaller than one, i.e. ¢~ 0:
transmission and reflection. Thin films are mostly measured under a grazing incidence
angle, since it enhances the effective X-ray path through the material. The resonantly
scattered intensity is then measured in the reflection channel.

In the case of the transmission through thin foils, whereby the thickness is characterized
by the unit-less effective thickness, Tog = 0o fr.arBpnd with § the isotope abundance of the
resonant nucleus, p, the number density and d the thickness of the resonant material, the
delocalized excitation can be described by a macroscopic dipole moment [Smi99], radiating
proportional to the number of nuclei N. Thus, the radiation intensity is proportional to
N2. In Fig. (a), the time integrated emitted intensity of the decaying nuclei in forward
direction is shown as a function of the effective thickness. The double logarithmic plot
shows the quadratic dependence for thin foils. For thicker foils, Teg ~ 1, this changes

into a linear relation. For very thick foils, Ty > 10, the electronic absorption starts to
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Figure 2.5.: (a) The time integrated intensity of the forward scattering signal is shown
as a function of the effective thickness in a double logarithmic plot. In time domain (b),
the forward scattering intensity is shown as a function of time over natural lifetime 7
for different effective thicknesses. In comparison, the intensity in the energy domain (c)
is plotted versus the energy relative to the transition energy FEj in units of the natural
linewidth I'p. In (b) and (c) the intensities are normalized to their maximum values for a
better comparison.

dominate and the intensity eventually decreases.

Due to energy conservation, the emission of N nuclei must be N-times shorter. Thus,
the temporal decay is accelerated, the so called superradiant decay [Gro82]. The temporal
Ep ()|, is
shown in Fig. [2.5(b) for different effective thicknesses. For Teg = 0.1 (red), the decay

shows the same exponential decay as a single nucleus. This changes for an effective

evolution of the electric field intensity in the forward scattering direction,

thickness of Tog =1 (blue) and even more for a thick layer with Teg = 10 (violet). Besides
a faster decay, the latter example shows an additional beat feature in the decay. While for
Ter = 0.1 the forward scattering signal can be described by a scattering event with a single
nucleus, the decays for T,g = 1 and especially for Tog = 10 are impacted by the coherence
nature of the nuclear exciton. In thicker foils, an excitation of nuclei at one point of the
foil impacts the excitation probability of nuclei further along in the beam path. Thus, the
nuclei along the beam path experience different radiation fields. An interplay between
the nuclei ensemble and the radiation field inside the layer arises [Smi99]. It corresponds
to multiple scattering of the photons with the resonant material. This interplay is visible
as an aperiodic modulation of the temporal decay pattern, and is called dynamical beat.
In Fig. 2.5, the dynamical beat is visible for the foil with T,g = 10. The variation of the
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Figure 2.6.: Exemplary temporal decay pattern for 1'”Sn for three cases: (a) no splitting,
(b) a quadrupole splitting of 0.6 mm/s, which is equal to a beat period of about 87 ns,
and (c) a magnetic splitting in a 4T field. For both, (b) and (c), random orientation of
the respective field was assumed.

excitation probability along the beam path is also reflected in the energy spectrum of the
scattered electric field in forward direction, Et¢(E). In Fig. [2.5(c), the intensity is shown
as a function of energy in units of the natural linewidth, I'g, relative to the resonance
energy, F'— Ey. While the resonance linewidth for the foil with Teg = 0.1 is equal to one
I'g, the resonance of foil with T, = 1 is slightly broadened, which corresponds to the
speed-up effect in the time domain. For the thick foil with T, = 10, however, a double
peak feature emerges. The coherent excitation of different nuclei along the beam path
leads to an eventual deconstructive interference at exact resonance, and thus to a dip at
E = Ej in the energy spectrum of the electric field in forward direction [Smi99].

The dynamical beat also appears in thin films in a grazing incidence setup. Here,
the effective X-ray path through the material can be tuned via the internal reflections
in the layered structure, and thus in some cases, the same dynamical effect can appear.
The example of the dynamical beat shows that by tuning the material structure, e.g.
the thickness in foils or the layer alignment in layered structures, the interaction between
photons and nuclei can be tuned. This is an important tool in the field of nuclear quantum
optics [Roh10].

So far, each nucleus is characterized by a single resonance without any hyperfine split-
tings. However, if an electric field gradient and/or a magnetic hyperfine field are present,
the ground and excited state of each nucleus can be split. This means, that in Eq.

an additional sum is required which accounts for all possible ground and excited states of
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nucleus a. Thus, the hyperfine structure is part of the coherent summation over all nuclei
and therefore leads to additional interference patterns in the time domain. Three exem-
plary temporal decays at the resonance energy of '9Sn are shown in Fig. to illustrate
the interference effects of quadrupole and magnetic splittings. The calculation was done
for thin foils so that no dynamical effects occur. In the simplest case where no electric field
gradient or magnetic hyperfine field is present, the temporal decay is exponential, see Fig.
2.6{a). The chemical state of the foil can therefore not be measured, in contrast to the
always present isomer shift between source and target in Mossbauer spectroscopy. Only if
two types of chemical states are present in the foil, for example, if the material is partially
oxidized, the two energetically shifted transitions are visible by an interference beat in
the time domain corresponding to the isomer shift between both chemical states. If an
electric field gradient is present, the excited states is split and two transitions are possible.
This quadrupole splitting is shown in Fig. [2.6(b) with a simulated splitting of the energy
levels of 0.6 mm/s The two transition frequencies lead to a beat pattern in the temporal
decay. The period of the beat is given by Ty = 2nh/Eys = 2nh/(AEys2 — AEys 1), where
AFEys1 and AE 2 are given by Eq. for the transitions £1/2(1, 4) = £1/2(1, ) and
+1/2(1.,4) — £3/2(1. ), respectively. Thus, for a quadrupole splitting of 0.6 mm/s, the
beat period is about 87ns long, as indicated in the plot. In case of the presence of a
magnetic hyperfine field, ground state and excited state are both split up into multiple
states. The possible six dipole transitions lead to more complicated beat pattern in the
time domain as shown in Fig. [2.6(c). As in the Méssbauer transmission spectrum, the
relative weight of the different dipole transitions are a function of the magnetic hyperfine
field orientation and the polarization of the incident X-ray pulse. Since the synchrotron
X-ray pulse is highly polarized, the orientation of the magnetic hyperfine field can often
be precisely determined via the temporal decay. Nuclear resonance scattering at syn-
chrotrons therefore allows to measure not only the magnetic field strengths but also the
field orientation inside nanostructured materials at the position of the resonant nuclei
relative to the wave vector of the incident photon.

Not only the orientation of the magnetic field, but also of the electric field gradient has
an effect on the temporal decay pattern for polarized photons. Since a directed electric
field gradient is typically only present in single crystals, this influence on the temporal
decay does not play a role in this work. An overview over various polarization effects in

the magnetic and electric field gradient cases is presented in [R604].
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2.2. Probing the nuclear hyperfine structure

In summary, nuclear resonance scattering of synchrotron radiations allows to measure
the hyperfine structure in the time domain. The coherent nature of the scattering leads
to an incorporation of interference effects, i.e. phase relations between the possible tran-
sitions play an important role. In combination with the intense, highly polarized and
focused X-ray pulse, the hyperfine structure can be precisely investigated even in nanos-

tructured materials, such as thin films.

2.2.4. Nuclear inelastic scattering

The Mossbauer effect relies on the recoilless absorption and emission of y-rays, or X-rays
in the case of synchrotron radiation. If, however, an absorption event is not recoilless,
the recoil energy is transferred to crystal vibrations, i.e. phonons are created. Thus, even
though in typical Méssbauer experiments unwanted, the recoil process provides informa-
tion about the vibrational properties of a material. To specifically investigate the recoil
effect, the energy transfer from the incident radiation to the material must be controlled.
For this purpose, the incident radiation is energetically detuned so that it can only reso-
nantly interact with the nuclei, if a phonon with an energy equal to the detuning energy
is created or annihilated. Therefore the energy detuning must be in the range of typical
phonon energies, thus in the milli electronvolt regime. Essentially, the energy dependent
nuclear incoherent absorption cross-section is measured, which gives access to the phonon
density of states of the material [Sin60]. While the measurement can be performed by
employing conventional Mdssbauer spectroscopy, the low signal strengths lead to unreal-
istic long measurement times [Sin60]. Therefore, as the incoherent counterpart to nuclear
resonant scattering, nuclear inelastic scattering can be performed at synchrotrons using
the intense X-ray pulses. The X-rays get energetically detuned around the nuclear reso-
nance and the resonantly incoherently delayed scattered intensity is detected in the time
domain. The obtained incoherent spectrum gives direct access to the phonon density of
states of the resonant material. The theoretical principles of this technique are briefly
explained in the following.

Incoherent resonant scattering can occur via two effects: Nuclear fluorescence or internal
conversion. If a nucleus decays via internal conversion, the decaying nucleus is “tagged”,
which means that the nuclei are not indistinguishable anymore. The coherence is therefore

destroyed. The direction of subsequent emission of decay products, such as Auger electrons
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or atomic fluorescence radiation, must be therefore independent of the momentum transfer
of the scattering event and is isotropic. The nuclear fluorescence occurs when the nucleus
decays via the “normal” radiative channel, but the eventual ground state of the nuclear
ensemble differs from the ground state before excitation, for example when the vibrational
state of the crystal changes after a recoil process. Then, the nucleus is again “tagged”
and the coherence is destroyed.

In general, the measurement of the incoherent intensity is preferred via atomic fluo-
rescence following the internal conversion process, not only because the mechanism is
inherently incoherent, but also since the internal conversion process is for most isotopes
the dominant decay channel, i.e. « > 1 with « being the internal conversion factor.
However, for some Mossbauer isotopes, such as 19Sn, this is not feasible. As described
in section , the internal conversion process of a decaying ?Sn nucleus leads to the
emission of atomic fluorescence photons with energies < 4keV, which is too low to be
effectively detected. Therefore, the 23.88keV nuclear fluorescence radiation is typically
used for recording the incoherent scattered intensity.

To detect the nuclear fluorescence, the detector needs to be placed where coherent
scattering is forbidden. For example, in thin film experiments, which are done in a grazing
incidence setup, coherent scattering occurs along the reflection and transmission channel.
Thus, the incoherent detector is typically placed above the sample. The measurement in
the time domain is convenient since it allows an easy separation of the fast non-resonant
(< 1ns) and the slow resonant incoherent scattering. Also a possible coherent scattering
with phonons, called coherent inelastic scattering, happens in the fast time regime since
it is limited by the phonon lifetime, which is about 107!%s to 107125 [R604].

The incoherently scattered intensity is proportional to the total absorption cross sec-
tion of Mossbauer resonances [Stu99b|. Therefore, the theory developed for conventional
Méssbauer spectroscopy can be applied for nuclear inelastic scattering. [Sin60] derived

the absorption cross section o, from the neutron scattering theory, which results in

WUQFO

oa(FE) 5

S(E), (2.16)
with o¢ the maximum resonant absorption cross section, as defined in Eq. [2.14] and the

normalized energy dependent probability of absorption per unit energy S. In general, the

probability S depends also on the direction of the incidence X-rays, I;O, for anisotropic
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Figure 2.7.: Simulated nuclear inelastic scattering experiment for a material with a Debye
vibrational behavior (fras = 0.26) at different analysis steps: (a) Incoherently scattered
intensity as a function of the photon energy detuned around resonance, (b) the inelastic
absorption probability per energy, frasSin, after subtraction of the elastic peak, (c) ex-
traction of the multi-phonon contributions, frsSy, and (d) the phonon density of states.

crystals [Chu97].

In nuclear inelastic scattering experiments, the absorption cross-section, and thus the
absorption probability, see Eq. is directly measured by exciting the nuclei with an
energetically detuned X-ray pulse. The energy detuning range is typical £100meV. The
emitted photons which are incoherently scattered from the sample are counted and thus,
an incoherent spectrum is obtained. A simulated spectrum is shown in Fig. 2.7|(a) for a
material with a Debye vibrational behavior and a phonon cut-off energy of 17 meV (corre-

sponds to a Lamb-Méssbauer factor of 0.26). In the negative part of the spectrum, F < Ey,
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2. Theoretical background

the incoming photons have not enough energy to excite the nuclei directly. Therefore, the
resonant scattering is accompanied by the annihilation of phonons. In the positive part,
E > Ejy, the interaction is connected with the creation of phonons. At exact resonance,
E = Ej, the photons resonantly excite the nuclei without any energy transfer, meaning an
elastic process. The “elastic peak” occurs in the incoherent spectrum through incoherent
spin-flip processes of the ground state, for example.

From the incoherent spectrum, the absorption probability S can be calculated via
Eq. [2.16 The absorption probability is a sum of the elastic contribution, which is of
delta-function-like shape at E = Ej, and the inelastic contribution .S;,, which carries the

interesting vibrational information of the resonant material. It is [R604]
S(E) = fomd(E) + fLy Sin- (2.17)

The spectral weight of the elastic contribution is equal to the Lamb-Mossbauer factor,
while the spectral weight of the inelastic contribution is equal to 1 — fras [Sin60].

The calculated inelastic absorption probability frsSin is shown in Fig. 2.7(b). The
inelastic absorption probability shows distinct regions, which are perfectly sharp in the
simulation due to the assumed Debye-like phonon behavior. The reason is that not only
one phonon can be created or annihilated but also multiple phonon interactions can
occur. The inelastic absorption probability is a sum over the different probabilities that
n phonons take part in the scattering process, thus S;, =3, Sn. The statistical weight
of each multi-phonon contribution can be expressed with the Lamb-Mossbauer factor,
wp, = (—1In frar)™/n! |R604]. Thus, for a high Lamb-Méssbauer factor like f75r = 0.8, the
one-phonon contribution outweighs higher multi-phonon contributions by w; /w1 ~ 8.
The opposite is the case for a small Lamb-Mdssbauer factor of 0.04 as found in [-Sn.
Here, multi-phonon processes dominate, wi/wy>1 =~ 0.15. In Fig. [2.7(c), the multi-
phonon contributions to the total inelastic absorption probability are shown up to the
order of four.

Finally, the one-phonon contribution, S, gives access to the phonon density of states

g(E) of the resonant material, given by, [Sin60],

Erg(|E|)

)= B — ey

(2.18)
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2.2. Probing the nuclear hyperfine structure

with 38 = 1/kgT, where kp is the Boltzmann constant (= 1.381 x 10723J/K) and T the
temperature in Kelvin. It is insightful to rewrite Eq. [2.18 explicitly for negative energies

and for positive energies, which results in

Erg(|E]) 1 for E < 0
Sl<E) = |E] eBIEl 1 or

. (2.19)
ERggED (1+ eBElq) for >0

The factor 1/(exp5|E|—1) is equal to the Boson-Einstein statistic. The negative part
describes the probability to annihilate a phonon, whereas the positive part describes the
probability for a phonon creation. The ratio of both parts is given by S1(F > 0)/S1(E <
0) = exp(B|E|). Thus, incident photons with energies above the resonance have a higher
chance to scatter inelastically than photons with lesser energy. This asymmetry can be
seen in the spectrum shown in Fig. [2.7(a).

In Fig. [2.7(d) the Debye phonon density of states is shown, which was used for the
simulation. The Debye model is characterized by the cut-off energy FE.u = kgTp, where
Tp is the material dependent Debye temperature. The Debye temperature is connected
with the Lamb-Mossbauer factor via Eq. [2.1T1] The Debye phonon density of states is
given by

B for E < kpTp

g(E) = { k:sTp)?

. (2.20)
0 for £ > kBTD

The phonon density of states used for the above described simulation has a Debye tem-
perature of 200 K, which corresponds to fras = 0.26. The subsequent cut-off energy is
here at 17 meV.

The above described procedure is valid for isotropic crystals, such as cubic lattices,
or for systems, where an average over all crystal directions is probed, as for example in
polycrystalline samples. In anisotropic cases, phonons are weighted by their projections
along the direction of the incidence wave vector, o |p" E0|, with the phonon polarization p.
Therefore, in general, the inelastic scattering intensity gives access to a projected phonon
density of states.

The obtained knowledge of the phonon density of states is highly valuable, as it de-
termines the thermodynamical properties of the material. Within the harmonic approx-

imation, e.g. the vibrational contribution to the internal energy per atom U, the mean
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2. Theoretical background

force constant per atom F' or the vibrational entropy per atom Sys;p, can be calculated via

[Chu99)

U:3/Ooog(E)E <;+(n(E,T)>> dE, (2.21a)
F= %/{)mg(E)Esz and (2.21b)
Svib = 3kB /Ooog(E) (BE (; + <n(E,T)>> —In (eﬁE/2 — e_ﬁE/2>> dE, (2.21c)

with = 1/kgT, the Bose-Einstein statistic (n(F,T)) =1/(expSE —1) and the mass of
the resonant nucleus M. Additionally, the Lamb-Md&ssbauer factor can be calculated via
Eq. 2.11], as well as several other thermodynamic quantities, such as the heat capacity or
the sound velocity [Chu99]. In temperature dependent studies, also anharmonic deviations
can be investigated.

Since nuclear inelastic scattering is only sensitive to the resonant material, or more
specific to the resonant isotope, the thermodynamic properties of a non-resonant material
can be spatially resolved probed by measuring the phonons of the resonant material at the
desired location inside the non-resonant material. This also works, if two different isotopes
within the same material are used, e.g. “Fe inside of ®Fe. In thin film experiments, for
example, this spatially resolved method allows to investigate the vibrational behavior of
single atomic layers [Sta07]. The same principle is applied to investigate the vibrational
properties of tin films embedded in materials with very different vibrational properties,

which will be later presented in this work.
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3. Experimental methods

A variety of thin film samples with layer thicknesses ranging from 1nm to 20 nm were
fabricated to probe nanolayers of "?Sn with synchrotron radiation. They were prepared
by magnetron sputter deposition, whereby special care needs to be taken for tin films due
to its low melting temperature. To check the smoothness and crystal structure of the
layers, X-ray reflectometry and X-ray diffraction were employed. The synchrotron-based
experiments were conducted at PETRA III in Hamburg (Germany) and at the Advanced
Photon Source (APS) in Argonne (in Illinois, USA). In the following a description of the
sample preparation and characterization techniques as well as of the methods used at the
synchrotron facilities, namely nuclear resonance scattering and nuclear inelastic scattering

is provided.

3.1. Thin film preparation with magnetron sputter
deposition

Magnetron sputter deposition is a plasma-based physical vapor deposition technique. The
desired atomic species to be deposited are sputtered from a target by ion bombardment.
On a substrate close to the target, the vaporized atoms or clusters of atoms will condense
and eventually form thin films. The desired thickness is controlled by the process time.
A wide range of metals and also insulators can be used as target materials. The sputter
process and important sputter parameters will be briefly explained in the following.

The sputter process is carried out in a high-vacuum environment, reducing the possi-
bility of unwanted contamination in the films. A picture of a sputter chamber, which was
used in this work, is shown in Fig. [3.1[(a). A sketch of the process is shown in Fig. 3.1|(b).
In the plasma-based technique, the vacuum chamber is filled with a working gas of high

purity, most commonly argon.
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Figure 3.1.: (a) Picture of the high vacuum sputter chamber with up to five sputter guns.
A standard 1.5inch sputter gun is shown in the inset. (b) A sketch of the sputter process.
The movement of the electrons towards the anode is not indicated for visual reasons.

To ignite a plasma, a negative DC voltage is applied on the target, also called source,
whereby the rest of the chamber, including the substrate, is grounded. Positively charged
argon atoms, which were ionized by cosmic rays for example, get accelerated towards the
source, see Fig. [3.1{(b). If the voltage is above a certain breakdown value, the ions can
get fast enough to ionize more atoms. This results in an avalanche which produces ions
and electrons and the plasma is ignited. An electrical current is now transported by the
discharge. The argon ions eventually collide with the target material. The collision leads

to an emission of atoms of the target material. The kinetic energy of the sputtered atoms
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3.1. Thin film preparation with magnetron sputter deposition

is a function of the kinetic energy of the argon ions prior to the collision, i.e. of the applied
voltage.

In addition to the emission of target atoms, electrons are emitted as well. These sec-
ondary electrons are accelerated by the applied voltage away from the cathode and, after
they collect enough energy, they can ionize even more argon atoms. The secondary elec-
trons therefore “feed” the plasma with more argon ions. This is an important process,
since it makes the plasma self-sustaining. In a magnetron setup, the secondary electrons
are trapped by a magnetic field generated by an array of magnets placed behind the tar-
get. The field forces the electrons to gyrate in front of the target, thus, increasing the
collision rate with argon atoms. In the magnetron configuration, the discharge becomes
more efficient and therefore enhances the performance of the sputter process.

The radial distribution of the sputtered atoms is cosine-like, assuming that the ions hit
the target under normal incidence. Therefore, the substrate is often placed straight under
the target. Besides the deposition rate, the distance determines how homogeneous the
substrate is coated. The atoms, once on the substrate, can form compact layers, islands
or a mixture of both. This is affected by substrate temperature, energy of the incoming
atoms and the type of materials chosen for substrate and target. The parameters have
also an impact on the crystal growth of the layer, meaning if either a polycrystalline or an
amorphous structure is preferred. It will be explained in more detail in the next section.

Sputtering with a DC voltage works for conducting target materials. However, for
insulators, the deposited charge from the argon ions on the target surface cannot be
transported. This leads to an undesired arching and eventually to a break-down of the
plasma. To avoid that, a radio-frequency (RF, typically at 13.56 MHz) electrical potential
is applied instead of a DC voltage. Thus, the target is positively charged during one half
RF period, so that the now attracted electrons remove any positive charge which was
built up on the target surface. Because the electrons are much lighter than the ions,
more negative charge is net deposited on the target during the positive half of the RF
period than positive charge during the negative half. Since charge neutrality at both
electrodes needs to be fulfilled, the RF potential gets shifted to negative voltages so that
the electrodes are longer negatively charged. This “bias” voltage builds up between the
target and the plasma. Thus, even in the RF case, a net electric force accelerates the
heavy argon ions towards the target, which allows a deposition of the insulating target

material. In general, this effect occurs also at the other electrode, which is typically
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3. Experimental methods

the sputter chamber including the substrate. Since the chamber is much bigger than the
target, however, the respective bias voltage at this electrode is much smaller. Nevertheless,
this can lead to a sputtering off the substrate. For insulating targets, the bias voltage
is especially high, since the target acts as an additional capacitor. Still, RF sputtering
is also applicable to metal targets, although the deposition is not as effective as for DC
sputtering. However, in some cases, the metal layer quality, such as smoothness or density,
is improved when a RF voltage is used.

By adding other gases to argon, chemical reactions can be enforced, adding one more
dimension to the sputter technique. This method is called “reactive” sputtering. A
common used gas is oxygen to produce oxide layers. The oxygen reacts with the sputtered
target atoms in scattering events or directly on the substrate or target. By tuning the ratio
of argon to oxygen, different oxidation states of the deposited species can be reached. The
eventual formation of oxide layers on the target surface, however, leads to a considerable
low deposition rate, since oxide layers tend to have stronger binding energies than their
metal counterpart. This “target poising effect” results in an unstable sputter condition,
where small changes in the oxygen flow strongly affects the deposition rate. An overview
can be found in [Depl0].

Many materials, especially metals, have known sputter parameters to produce films
with the desired smoothness. However, some materials are more challenging, with one of
those being tin. Since this work is based on tin films, the sputter deposition of metallic
tin is explained in detail in the next section.

Besides metallic tin, also SnOs films were prepared. They are fabricated in the sputter
chamber shown in Fig. (a) by reactive sputtering in a Ar-O atmosphere. The base
pressure achievable here is about 2 x 10~"mbar. Previous tin oxide studies, e.g. by
Isidorsson et al. [Isi96} [si98], suggest that the minimal oxygen partial pressure to fabricate
tin dioxide films is in the range from 20% to 40% of the total Ar-O pressure. A lower
oxygen partial pressure leads to a contamination of the tin dioxide film with tin monoxide.
In this work, a partial oxygen pressure of 3.5 x 1073 mbar is used at a total pressure of
1.3 x 10~2 mbar, thus, a 27% oxygen content. It is a balance between the highest possible

oxygen pressure with a reasonable deposition rate.
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3.2. Aspects of metallic tin thin film preparation

PRESSURE
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Figure 3.2.: The structure zone model initially proposed by Thornton (|[Tho74]) provides
a qualitative picture for the layer growth for magnetron sputtering in dependence of the
substrate temperature, normalized by the materials melting Temperature 7,,,, and the
working gas pressure (here Argon). Image taken from ||

3.2. Aspects of metallic tin thin film preparation

Metals with a low melting temperature, like tin, tend to form island structures instead of
compact layers when they are deposited. Indeed, thin film studies on S-Sn were mostly
focused on self-organized tin nanoislands or on films which were needed to be
grown epitaxially [Hou20]. For this work, however, it is crucial to have films with a
smooth interface. To understand the relation between substrate temperature and melting
temperature, the “structure zone model” initially proposed by Thornton , shown
in Fig. 3.2 will be described in the following.

The zone model incorporates the interplay between the diffusion ability of adatoms on
the substrate and the energy of the incoming sputtered atoms. Both properties are con-
trollable by the substrate temperature and the pressure of the working gas. In the model,
the structural film growth is divided into three zones with an additional “Zone T” existing
for sputter deposition. In “Zone 1”7 at low substrate temperatures relative to the melting
temperature, the adatoms have no energy to self-organize on the substrate. A fine porous
column structure is created with an amorphous crystal structure. Higher working gas
pressure enhances this effect since an increase in collisions between the sputtered atoms

and the gas atoms leads to a decrease of the kinetic energy of the atoms (thermalization).
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At lower pressure, however, collisions become more rare, and the sputter process results
essentially in a particle bombardment on the substrate at an enhanced energy. Subse-
quently, the surface of the film gets flattened and the columns become wider. This region
is called “Zone T7. Still, the diffusion energy of the adatoms is too low to produce any
crystallization, thus, the structure stays amorphous. This changes in “Zone 2”. A higher
substrate temperature leads to higher surface mobility of the adatoms. Crystallization
takes place and the thin film properties become similar to their bulk counterpart. Due to
the highly increased diffusion, the influence of the working gas pressure, or more specific,
of the kinetic energy of the incoming atoms, is reduced. For sputter deposition, the film
growth processes of “Zone T” or “Zone 2”7 are typically desired. They provide compact
layers with flat surfaces and material properties similar to bulk. If the substrate is exposed
to an even higher temperature, “Zone 3” will be reached. The diffusion energy becomes
high enough to form macroscopically big crystallites which creates rough surfaces. For
example, islands are assembled. In “Zone 3", the film surface gets typically so rough that
material properties, e.g. the electrical resistance or optical properties, change.

The structure zone model is a qualitative description of the sputter process. However,
an exact prediction of the zone borders requires to take into account additional effects,
such as the mass of the sputtered atoms or the binding energies between adatoms.

Regarding the sputter process of tin, the low melting temperature of 232°C leads to
a ratio of substrate temperature to melting temperature of 0.59 at room temperature.
Islands with lateral scales in the um range and heights of several tens to hundreds of
nanometers are formed, as shown e.g. by Houben et al. [Houl7|. The layer growth
is therefore presumably in the region between zones two and three. Thus, to enforce a
smooth film growth for low melting point materials, a cooling of the substrate is required.
This technique is called vacuum-quenching and is often used with thermal evaporation.
The substrate is cooled with liquid helium or nitrogen to diminish any diffusion energy of
the adatoms. Accordingly, the layer growth is moved into “Zone 1”. Buckel et al. [Buc52]
employed this technique to investigate highly disordered tin films, which are typical for
layers grown in “Zone 1"

In this work, vacuum-quenching was combined with magnetron sputter deposition.
Therefore, not only “Zone 17, but also “Zone T” can be reached. The sputter chamber,
in which the tin films are prepared, is shown in Fig. 3.3l In the chamber, the substrate

is mounted on a small copper cone, which has two drilled holes, allowing a flow of liquid
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3.2. Aspects of metallic tin thin film preparation

Figure 3.3.: A picture of the sputter chamber with an incorporated sample cooling system.
The inset shows a view on the sample holder, with the liquid nitrogen flow indicated by
the arrow.

nitrogen through the cone. The nitrogen flow is indicated by the arrow in the inset of
Fig. 3.3l Since the sample holder is also a cold-trap for the residual gas, the substrate
surface can be potentially contaminated during the cooling process. Therefore the cham-
ber allows an ultra high vacuum base pressure of 4 x 1078 mbar to 2 x 10~ mbar. Once
the necessary base pressure is reached, the copper cone is cooled down to 87K within
10min. Grease in between substrate and sample holder ensures that the substrate is as
cold as the copper cone. With the cooled sample, the sputter process is started, whereby
all materials, not just tin, are sputtered on the cooled substrate. The reason is to prevent
any potential contamination on interfaces which might appear during the cooling process.
The subsequent heating process to room temperature takes up to three hours.

The above described procedure leads to the ratio of substrate temperature to melting
temperature of 0.17. The zone structure model predicts a film growth governed by “Zone
T”. Hence, a smooth and amorphous layer is expected. Due to the warming up process
to room temperature, however, a recrystallization process is likely. Therefore a charac-
terization of not only the layer thickness, but also layer roughness and crystal structure

is required. The characterization methods are explained in the following.
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3.3. X-ray thin film characterization

X-ray analysis methods are employed for controlling the quality of the prepared samples.
The crystal structure is investigated by X-ray diffraction and the layer properties, such as
thickness, roughness and density, is checked by X-ray reflectometry. For both methods, an
X-ray tube is used which produces Cu-Ka X-rays at the wavelength of 1.54 A (= 8.04keV).
A description of both methods is provided in the following.

3.3.1. X-ray reflectometry

In X-ray reflectometry, the specular reflection from a sample of an incoming X-ray beam
is measured for different incidence angles. The reflected intensity is thereby modified by
the sample structure due to internal refraction and reflection at interfaces. The measured
angle dependency is a footprint of the electron density distribution in the sample and,
thus, gives insight into thickness, density and roughness of the individual layers.

The photon propagation in a material is governed by its complex refractive index n,

which can be described by the scattering factors f; and fs by

n=n+iK (3.1)
A2 ,
= 1—%pn7"e(fl+’lf2)a (32)

with n the (real) refractive index, k the extinction coefficient, A the X-ray wavelength,
pr the number density of the atom species and 7. = 2.818 x 1071 m the classical electron
radius. Away from any absorption edges, the real part, fi scales with the atomic number 7
and the imaginary part is connected with the total photoabsorption opy, by 2Are fo = opp,.
The scattering factors can be looked up in databases such as of the CXRO [CXR].

If the complex refractive index is rewritten by n:=1— 447, the quantities 6 and v are
a measure of how close n is to 1, the refractive index of vacuum. In the hard X-ray regime
(approximately 10keV to 30keV), § ranges from 107> to 1075 and ~ ranges from 107 to
10~7. Thus, the refractive index for materials are extremely close but smaller than one in
the X-ray regime. Thus, refraction and reflection are weak in the X-ray regime. The fact,
however, that the refractive index is smaller than one implies the strange conclusion that

vacuum is the optically denser medium. The phase velocity of X-rays inside the material is
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Figure 3.4.: (a) A sketch of a N-layer system with the electric fields in reflection and
transmission direction indicated. (b) Simulated reflectivity of a 15 nm tin film on a silicon
substrate without (red) and with roughness (blue). In the latter case, a roughness of 15 A
and 5 A is assumed for the tin layer and silicon substrate, respectively.

therefore bigger than in vacuum. Accordingly, total reflection must occur below a certain

critical angle ¥.. With Snell’s law (cost¥. =n), and assuming that v < 0, it can be written

2
9, = | Porelt (3.3)
s

It follows that the critical angle scales with the density and atomic number Z of the mate-

for small angles as

rials. Typical values are in between 0.1°-0.5°. Below the critical angle, only an evanescent
wave penetrates a few nanometer into the sample. When the incidence angle equals the
critical value, a wave propagates along the surface which constructively interferes with
the incoming wave forming a standing wave.

When the incidence angle is bigger than 9., the X-rays propagate through the sample.
At each interface, the continuity of the tangential component of the electric field and the
magnetic field has to be ensured. This is imposed by Maxwell’s equations. Based on
this, a recursive formula can be derived, known as Parratt’s formalism, to calculate the
total reflection coefficient [Par54]. Another method, but based on the same principle, is
the transfer matrix method. In this formalism, each layer is described by a (2x2)-matrix.
The matrix product of all layer matrices is the “transfer matrix”, which connects the
incident and reflected electric field above the sample, (EZ, Ef), with the transmitted and

the potential incoming electric field from below the last layer, (E}G, E]]\%,), as indicated for
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an exemplary N-layer system in Fig. [3.4)(a). Thus, it is,

L\ (5
(EN> M (E) / o

with M being the transfer matrix. With an incident electric field of Ef = Ej and the
assumption that there is no incoming electric field from the backside of the sample (E]I\{, =
0), the reflectivity R, i.e. the intensity of the reflected electric field, is calculated via the
matrix elements M;; of M by

2
Eg'

2
R=|r|":= o

M 2
:‘— 21 (3.5)

Moo

This method is also applicable for calculations of the electric field amplitude within the
sample.

Since layers are never perfectly smooth, a roughness model has to be included in the
transfer matrix method. Typically, the deviation from a perfect interface is assumed to
be Gaussian-like. The roughness values given throughout this work are therefore the
standard deviation o of this Gaussian distribution.

The reflectivity R is measured in X-ray reflectometry experiments. A simulated reflec-
tivity is shown in Fig. [3.4[(b). The simulated sample consists of a 15 nm tin film on a silicon
substrate. If no roughness is assumed the interferences within the sample are visible by a
beat pattern. The length of the beat period reflects the layer thickness. When roughness
is included, the reflection intensity decreases strongly with increasing angles and the beat
pattern becomes washed out. In this work, the software GenX (genx.sourceforge.io) is
used to fit the above described model to experimental reflectivity data. Layer thicknesses,

roughnesses and densities are obtained.

3.3.2. X-ray diffraction

The X-ray reflectometry measurements are done at incident angles up to ~5°. At higher

reflection angles, the X-rays can probe the crystal structure of the sample. If the reflection
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Figure 3.5.: (a) Sketch of two possible XRD geometries: The standard -2 geometry,
where incidence and reflection angle are equal, and the grazing incidence XRD (GIXRD)
where the incidence angle is set to a small angle w and only the reflection angle 29 is
scanned. Exemplary XRD spectra of a 4-Sn film with randomly orientated crystallites of
sizes 5nm (purple), 10nm (blue) and 20nm (red) are depicted in (b). The spectra are
normalized to 0.33 and the zero positions are offset for the middle and upper spectra by
0.33 and 0.67 for visual reasons.

angle fulfills the Bragg condition
iAdehleinﬁB, i:1,2,3,... (3.6)

constructive interference from X-rays scattered at the crystal plane (defined by the Miller
indices hkl) with the inter-plane distance dpj; occurs. The angle is then called Bragg
angle ¥p. The diffraction measurement, thus, probes the reciprocal crystal lattice of the
sample. With that, not only crystalline phases of the thin films can be identified, but also
crystallite size, microscopic strain and other crystal parameters.

There are multiple measurement geometries, two of them are depicted in Fig. [3.5(a). In
the standard ¥ — 29 geometry, the incidence angle on the sample is ¥ and the detector is
positioned at 21 in respect to the incidence beam. The momentum transfer ¢= ]Zout — /Zin is
therefore normal to the sample surface. In this geometry, crystal planes, which are parallel
to the surface, are probed. For thin films, however, this geometry is disadvantageous,
since at high incidence angles, the effective X-ray path through the thin film is extremely

short. That means, the signal strength is drastically reduced. Therefore for thin films,
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the incidence angle is kept at a small angle w, typically between 0.5° and 3°; and only the
detector angle 29 is scanned. This is called grazing incidence X-ray diffraction (GIXRD).
However, while only scanning the detector angle, the momentum transfer direction is
changing as well, i.e. ¢ is a function of 2¢9. The probed crystal planes are therefore
not parallel to the sample surface anymore. Typically in thin films, the crystallites and
therefore the crystal planes within the film are randomly oriented, so that the momentum
transfer orientation does not play a role. Thus, both measurement geometries obtain the
same result. This changes, when the crystallites have a preferred orientation or in the
extreme case of single crystals.

In addition to the crystal identification, the XRD pattern provides information, for
example, about internal strain and crystallite sizes. Both influence the width of the
Bragg peak, where a high strain and/or small crystallite size lead to a broadening of the
Bragg peak. The Scherrer equation relates the crystallite size L to the peak width Adp
of a Bragg peak at the incidence angle ¥ by [Smi09]

K\

L —
AVp-cosip’

(3.7)
where A is the wavelength of the X-rays. The peak width Adp is equal to the full width
at half maximum (FWHM) of the Bragg peak. The Scherrer constant K reflects the
assumed geometry of the crystallite and its crystal structure and it ranges from 0.8 — 1.0.
As a good approximation, especially for cubic or platelet shapes, a value of K ~ 0.9
is typically assumed [Lan78; [Smi09|, which is why this value is used in this work. In
Fig. (b), a simulated XRD pattern for a tin film in the S crystal phase is shown for
the crystallite sizes 5nm (purple), 10nm (blue) and 20nm (red). As the crystallites get
smaller, double peaks merge together and become harder to identify. In near-amorphous
films with crystallite sizes of below 1nm, only very broad peaks can be measured.

For this work, GIXRD was extensively used to pre-characterize tin films in their growth

behavior.

3.4. Thin film cavity design

The electric field inside a layered structure is strongly impacted by the refraction and

reflection at each interface, as described in section [3.3.1] By properly adjusting each layer
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Figure 3.6.: (a) Reflectivity of 20nm B4C layer sandwiched between 15nm (below) and
3.4nm (above) Pt on a silicon substrate. The critical angles of B4C and Pt are indicated.
Due to a coupling of the evanescent wave into the B4C layer, standing waves are formed
inside the minima labeled in (a). The electric field inside the layer, (b), is highly enhanced
inside the modes.

thickness and choosing the proper materials, the reflections at each interface can lead to
a constructive interference of the electric field inside the layered structure, and thus to a
field enhancement. This field enhancement is an essential criterion for the design of thin
film cavities.

By sandwiching an optically thin layer (low Z and/or low density) in between two
optically dense layers (high Z and/or high density), a cavity structure can be build. The
critical angle of the low density layer, also called guiding layer, is lower than of the high
density layers, called mirror layers. That means, there exists an angular range, where
the mirror layers are totally reflecting, but the guiding layer allows wave propagation. If
the thicknesses of the top mirror layer and the guiding layer are adjusted properly, the
evanescent wave travels through the mirror layer, and forms a standing wave in the guiding
layer. In an ideal thin film cavity, the field is “trapped” in between the mirror layers
until the field finally couples out at the lateral borders of the sample. This “waveguide”
mode is therefore visible as a sharp and deep minimum in the reflectivity. An exemplary
reflectivity is shown in Fig. [3.6(a) for a 20nm boron carbide layer (p(B4C) = 2.3g/cm?)
sandwiched between a 3.4nm thick Pt layer on top and a 15nm thick Pt layer below
(p(Pt) =21.45¢g/cm3). The boron carbide layer is thick enough to allow also higher order
standing waves at higher angles. The depth dependence of the electric field intensity
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inside the sample is shown in Fig. [3.6(b). The field intensities at the maxima of the
standing waves are highly enhanced, in the first minimum by more than a factor of 30.
The field enhancement of the thin film cavity allows the generation of a strong electric
field at a specific position inside the guiding layer. In the case of nuclear resonance
scattering, for example, it provides a useful tool to tune the interaction between the X-
ray pulse and the nuclei, which is important for nuclear quantum optics, e.g. [Roh10;
Hab17|. Additionally, the increased field results in an increased interaction probability, if
the material of interest is placed at the position of the electric field maximum. Thus, a

higher signal strength is expected.

3.5. Synchrotron based experiments: NRS / NIS

The main experimental part of this work was conducted at synchrotron facilities. Instead
of accelerating particles as in synchrotrons for high energy physics, these synchrotrons are
designed to store as many particles as possible at a certain energy. Hence, the facilities
are also called storage rings. They provide highly polarized, intense and focused X-ray
pulses, which are necessary to investigate nuclear resonances in thin film samples. In
the following, the experimental setup used to probe elastic (NRS) and inelastic (NIS)
properties are described. The theoretical background for both techniques are provided in
the previous sections [2.2.3 and [2.2.4]

A sketch of a storage ring with a beamline set up for nuclear resonance scattering is
shown in Fig. 3.7|(a). The depicted setup is based on the beamline P01 at PETRA IIL. At
storage rings, the X-ray pulses are produced by electron bunches which are forced into a
trajectory following the circumference of the ring (at PETRA III: 2.3km, APS: 1.1km).

Dipole, quadrupole and sextupole magnets keep the electron bunches inside the ring and

focus them as tight as possible. The electron energy hereby is a few GeV, periodically
injected by pre-accelerators.

Every time an electron bunch is bent by a dipole magnet, light is tangentially emitted.
The opening angle is proportional to the inverse of the Lorentz-factor v =1/4/1—v2/c2.
Due to this relativistic effect, the light is strongly collimated. The resulting X-ray pulse is
highly intense, however, energetically broad (~10*eV). For the purpose of this work, the
light must be as monochromatic and intense as possible, since the nuclear resonance has

an extremely narrow energy linewidth in the sub-peV range. A narrower energy spectrum
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Figure 3.7.: A sketch of the beamline layout at P01 at PETRA III. The X-ray pulse
generated in the undulator is monochromized first by a double crystal monochromator
(DCM) and then by a high-resolution monochromator (HRM). A beryllium compound
refractive lens (CRL) focuses the pulse on the sample. The delayed signal is measured by
canted avalanche photon diodes (APD).

............................

is provided by undulators.

An undulator consists of a periodic array of magnets, as indicated in the sketch in Fig.
3.7(a), forcing the electrons into a sinusoidal motion. By tuning the undulator parameters
correctly (e.g. period length and magnetic field strength), the wavy motion leads to a
constructive interference of the light emission. The light is therefore even more collimated,
intense and energetically narrower (~10%eV). At the beamline PO1 at PETRA III, for

0% photons per second

example, where two undulators are employed, this leads to about 1
in a 10eV bandwidth when a center energy of 10keV is chosen.

At the beamline, the energy linewidth gets reduced by first a double crystal monochro-
mator (DCM) and finally by a high-resolution monochromator (HRM), specifically de-
signed for the nuclear resonance energy. Both monochromators use well-defined Bragg
peaks of single crystals, mostly silicon. At P01, the HRM is realized by a four-crystal
setup, as sketched in Fig. [3.7(a). An even more sophisticated six-reflection HRM is
available at the APS at beamline 30-ID where the center crystals are cooled by liquid
nitrogen. The cooling adds stability to the reflections, which allows a higher photon flux
through the HRM. The monochromator setups lead eventually to an energy linewidth
of about 1.3meV to 0.6 meV. Additionally, the HRMs are tunable by about +£100meV,
which covers the energy range needed for nuclear inelastic experiments.

If needed, focusing of the X-ray pulse is possible by multiple beryllium lenses, called
compound refractive lens (CRL). As previously stated, refraction is weak in the X-ray
regime, therefore multiple lenses are needed. For grazing incidence experiments, the

vertical focus is mostly important since the footprint of the beam is large at small incidence
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angles of about 0.1°. Here, a focus of about 10 pm to 20 pm is possible. The horizontal
focus is only needed, if the sample has lateral structures with dimensions below 2 mm. A
description of the sample environment and the detection for experiments using nuclear

resonance scattering and nuclear inelastic scattering is provided in the following.

3.5.1. Nuclear Resonant Scattering

In a nuclear resonant scattering experiment, a sample consisting of a resonant material
gets excited by an X-ray pulse and the coherently elastically scattered photons are de-
tected together with their arrival time relative to the moment of the pulse excitation,
i.e. the time delay. In the sketch of Fig. [3.7(a), the sample is mounted in the forward
scattering geometry, meaning that the time delayed response is measured in the coherent
forward scattering channel. The nuclear response after the X-ray excitation is detected
by avalanche photon diodes (APD). When photons are absorbed in the absorption region
of the APD, charge carriers in the semiconductor are generated. In the gain region, an
avalanche effect starts, which eventually results in the electronic detection of the event.
To optimize the photon absorption probability without increasing the absorption region
thickness, which would lead to a reduction of the temporal resolution, multiple and canted
diodes are used. The subsequent electronics detect single photon events in a temporal
relation to the exciting synchrotron X-ray pulse, given by the time delay ¢pelay. Therefore,
the maximum time range is given by the time between two electron bunches, tgynch, 192 ns
at PETRA III and 153 ns at the APS in their timing bunch filling. The time resolution
is limited by the electron bunch length, the APD absorption region thickness and the
electronics, and is approximately 0.5ns. An overview about the detection scheme can be
found in [R604].

In this work, the coherent signal for thin film samples is measured in a 9 — 21 geometry
with grazing incidence angles of about 0.1° — 1°. In Fig. [3.8) a picture of a typical
experimental setup is shown. The X-ray pulse, indicated by the arrow, hits the sample,
which is tilted by ¥ relative to the beam direction. The detector, which is here an assembly
of four canted APDs, is tilted by 29 relative to the beam. The setup further contains a
Mossbauer drive installed in the reflected beam path. With a reference absorber mounted
on the drive, information about the energy spectrum of the resonantly scattered photons

from the sample can be gathered. The setup with the Mdssbauer drive is used to measure

44



3.5. Synchrotron based experiments: NRS / NIS

Figure 3.8.: Photo of the experimental setup for measuring the collective Lamb shift. The
X-ray pulse (blue arrow), hits the by ¥ tilted sample and the reflected time delayed signal
is measured by four APDs, which are tilted by 2¢. An additional Mossbauer drive is
placed in the reflected beam path to gather additional energy information of the time
delayed photons.

the collective Lamb shift and will be explained in section [3.5.2

In the nuclear resonance scattering setup, two signals are measured: The prompt signal
and the delayed signal. The prompt signal is collected without any time delay. Therefore
it probes the fast, meaning < 1ns, electronic interactions of the X-ray pulse with the
sample, which were described in section [3.3.1] Consequently, X-ray reflectivity curves are
obtained in a ¥-2¢ scan. The delayed signal is measured after a certain time window
after the prompt, the veto. The veto is necessary for the electronics to recover after
the prompt signal was measured, which is several orders of magnitude stronger than the
delayed signal. Typical veto times are in the region of 10 ns after the prompt signal. If this
time is set too short, the delayed signal will be altered by the prompt, especially at early
times. By time integrating the delayed signal for each angle in a -2 scan, a reflectivity
curve of only the nuclear response is obtained. The nuclear reflectivity contains valuable
spatial information about the resonant layer.

At a fixed incidence angle, the nuclear response after excitation can be measured in a
time resolved manner. As explained in the theoretical sections, the temporal nuclear decay

pattern provides information about the hyperfine structure of the resonant nuclei. The
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incident angle determines the X-ray radiation field strength within the thin film sample.
Consequently, different parts of the thin film sample can be investigated by choosing
the correct angle. At the critical angle, for example, only the surface layer, and a few
nanometers below, is probed.

The obtained data are analyzed by employing the software CONUSS developed by W.
Sturhahn [CON| and the python package pynuss (version 1.0.0) developed and provided
by J. Evers and K. P. Heeg[l]

3.5.2. Energy-time-domain interferometry

In nuclear resonance scattering, the coherent nature of the nuclear excitation is measured
in the time domain. Since only intensities are recorded, a Fourier transformation of the
results into the energy domain cannot be directly done. Especially a shift in the energy
cannot be determined by the Fourier transformation. One way to obtain information
about the energy spectrum is by drawing conclusion from the hyperfine parameters ob-
tained from the temporal decay. With the knowledge of the hyperfine parameters, the
layer thickness and the incidence angle the energy spectrum of a sample can be modeled.
However, this method is subject to many uncertainties arising from measurement errors
for each parameter.

A direct measurement of the energy spectrum can be obtained by measuring the com-
bined temporal response of the sample and a reference absorber. In this interferometric
approach, the reference absorber is mounted on a Mossbauer drive, as shown in Fig.
.8 so that an energy-time-domain measurement can be performed. The experimental
setup was for example used by Rohlsberger et al. to investigate the collective Lamb shift
with nuclear resonances [Roh10]. The resonant photons scattered from the sample can
again resonantly interact with the reference foil. Energy information about the sample is
gained since the reference absorber is energetically detuned by the Mdssbauer drive similar
to conventional Mossbauer spectroscopy. However, in contrast to the conventional tech-
nique, the coherent scattering can be measured and thus the interferences of the combined
sample-reference absorber system. The interference pattern is recorded as a function of
the delay time of the photons measured in the APDs and the Mossbauer drive velocity,

i.e. the energy detuning, of the reference absorber.

Max-Planck-Institut fiir Kernphysik, 69117 Heidelberg, Germany.
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In this work, the reference foil consists of non-enriched SnO2 powder, which is firmly
attached between two Kapton foils. The Doppler drive in the experiment is driven in the
constant acceleration mode, i.e. the voltage driving the coils of the drive follows a periodic
triangular function. The periodicity of the triangular function matches the resonance
frequency of the Doppler drive setup. If a delayed signal is measured by the APD, the
corresponding voltage of the Doppler drive is recorded. The voltage is proportional to
the current velocity of the drive, which is the quantity of interest. Therefore, a voltage-
to-velocity calibration has to be done.

For the experiments conducted in this work, the velocity calibration was done by using
the isomer shift between different tin compounds: A SnOs powder and a [3-Sn foil, which
were placed at the sample position of the setup. Together with the SnO9 reference ab-
sorber on the Doppler drive, the zero velocity position is determined (SnO2 powder) and
the position at 2.56 mm/s (isomer shift between $-Sn and SnO3).

In total, a two dimensional histogram is measured, where the delayed events are counted
as a function of the Doppler drive velocity and time delay after excitation. The resulting
two dimensional plot is then the combined response of sample and reference foil after
X-ray excitation. If an event is measured, four possible interaction pathways are possible.
First, the X-ray pulse does not interact at all, i.e. neither with the reference foil nor the
sample. The X-ray pulse is therefore just the prompt signal, so it can be removed by only
counting events from a certain time delay on, typically > 10ns. The other interaction
pathways include the interaction with either the reference foil or the sample or with both.
Events originating from one of these three interaction pathways have a time delay, so
they will be all counted. The measured intensity for an event with a delay time ¢ and
a detuning Fp is related to the complex reflectivity coefficient of the sample r(E) and
the complex transmission coefficient of the Doppler shifted reference foil ¢(F — Ep), by
[Roh10]

I(Ep.t) = |F[r(BY(E - Ep)) (1), (3.8)

where F denotes the Fourier transformation. The quantity of interest, r(E), can be
indirectly determined with a comparison of the measurement data and with simulations,
for which 7(E) is assumed and the intensity is calculated by Eq. 3.8

A direct determination of |r(E)[? is also possible for certain conditions. For that, it is

helpful to look closer at the reflectivity coefficient of the combined response, r.(E,Ep) =
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r(E)t(E — Ep). Both, the reflectivity coefficient of the sample and the transmission
coefficient of the reference absorber, can be separated into a constant electronic and
an energy dependent nuclear coefficient, e.g. 7(E) =r.+ry(F). Thus, the combined

reflectivity coefficient can be written as,

re(E,Ep) = (re+rn(E))(te+tn(E—ED)) (3.9)
re(E,Ep) =rete+retn(E — Ep)+tern(E)+ry(E)tn(E — Ep). (3.10)

The expansion made in the last step reflects the four possible interaction pathways. The
Fourier transformation into the time domain leads to the temporal response of the com-

bined setup, 7.(t, Ep), given by,
Fe(t, Ep) = reted(t) +redn ()eFPY 4t iy (£) + Flrn (B)tn (E — Ep)](t), (3.11)

where {y and 7y are the transmission and reflection coefficients of the resonance ab-
sorber and sample in the time domain for ¢ > 0. The first term of Eq. reflects the
interaction pathway without resonant scattering. Therefore, the temporal response is a
delta function, §(t), which is the prompt in the measurement. It can be neglected, if only
events with delay times bigger than the temporal pulse width of the prompt are counted.
The second term reflects the interaction pathway where only the reference absorber reso-
nantly interacts. However, the electronic reflection is strongly suppressed in a waveguide
minimum. Therefore, the constant electronic coefficient r, is very small in relation to
the nuclear coefficient rp. Thus, also the second term of Eq. can be neglected and
consequently, only the last two terms are contributing at delay times bigger than the
temporal prompt pulse width.

The last term of Eq. corresponds to the interaction pathway, where the X-ray
pulse interacts with sample and reference absorber, and is the most interesting term.
If the sample is a thin film cavity excited in a waveguide minimum, the resonance is
superradiantly broadened. This will be later discussed in section |6.1. The superradiant
broadening means that the resonance linewidth is much bigger than the natural linewidth.
The resonance linewidth of the reference absorber, on the other side, is of the order of
the natural linewidth. Therefore, the resonance linewidth of the sample is much bigger

than the resonance linewidth of the reference absorber. The reflection coefficient can
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thus be assumed to be constant over the resonance width of the transmission coefficient,
ie. r(E)t(E — Ep) ~r(Ep)t(F— Ep). The temporal response of the combined setup is
therefore,

Fo(t, Ep) ~ tefn (t) +1n (Ep)in () Ert/T. (3.12)

If now only events with late delay times are measured, where the temporal response of
the sample died out due to the fast superradiant decay in contrast to the slow natural
decay of the reference absorber, only the last term of Eq. gives a contribution to 7.
Then, the measurement of the quantity I(¢1,t2, Ep), given by |[Roh10]

to
I(t1,t2, Ep) :/t 7 (t, Ep)|2 dt, (3.13)
1

which is the time integrated intensity from time ¢; to t2, is proportional to |r(E D)\Q. The
time ¢1 has to be chosen to be late enough so that the nuclear response of the sample died
out. t9 is limited by the experimental condition, i.e. the temporal separation between two
X-ray pulses. Thus, the energy spectrum of the sample can be directly measured with

the Mdossbauer drive setup in the case of a thin film cavity.

3.5.3. Nuclear Inelastic Scattering

For measurements of the inelastic channel, an APD is placed above the sample. Since the
incoherent signal is isotropically distributed, the detector is placed as close as possible
to the sample to obtain maximal intensity. A scan of the sample angle ¥ provides an
incoherent nuclear reflectivity curve. The maximum signal is obtained when the electric
field is maximal at the position of the resonant layer, so for example at the critical angle.
Due to the incoherent nature, however, the intensity scales only linearly with the electric
field enhancement, instead of quadratically as in the case of coherent scattering. For a
fixed incidence angle, the incoherent signal is measured as a function of the incoming
beam energy by scanning over an energy range of, e.g. Fp4 100meV, relative to the
transition energy FEj.

The general idea for the analysis is given in section [2.2.4 In the experiment, the in-
coming beam energy is described by an energy distribution function around the center
energy, which is called the instrumental function. Its width is determined by the high

resolution monochromator, which has an energy bandwidth of typically 1 meV. The mea-
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sured incoherent signal is therefore given by the incoherent spectrum convoluted with the
instrumental function. Most prominently, the effect is visible at the elastic peak. The-
oretically, the elastic peak is extremely sharp given by the natural nuclear linewidth. It
can be therefore approximated by a delta-function in comparison to the much broader
instrumental function. Thus, the convolution of the elastic peak with the instrumental
function is equal to the instrumental function.

For the data analysis, the elastic peak has to be removed from the incoherent spectrum.
Since the elastic peak is equal to the instrumental function, the simplest solution is to
use the instrumental function for the removal procedure. However, it should be noted
that the removal procedure is subjective because the relative contribution of inelastic
and elastic scattering in the region of the elastic peak is a-priori unknown. Therefore
there is no correct solution. Thus, the incoherent scattered intensity in the energy region
of the elastic peak, normally below 1meV or 2meV, will be strongly influenced by the
elastic peak removal procedure. For measuring the instrumental function, the incoherent
channel is not recommended, since the spectrum around E = FEj is affected by multi-
phonon contributions. Instead, the instrumental function is typically measured in the
coherent channel while scanning the energy. In the case of thin films, incoherent and
coherent channels can be measured at the same time by placing additional APDs in the
reflected beam direction.

After the elastic peak removal, the inelastic spectrum needs to be properly normalized
in order to get the inelastic absorption probability frasSin, as given in Eq. .17 It was
derived by Lipkin that the average energy, which the nuclei absorb, must be equal to the
recoil energy of a free atom [Lip60; |Lip95]. This relation between the inelastic absorption

probability and the recoil energy can be written as |[Chu99),
/ EfrarSim(E)E = Ep, (3.14)

with Ep being the recoil energy, which for the ''”Sn resonance is 2.6 meV. Since the
inelastic spectrum is proportional to the inelastic absorption probability, relation [3.14]
can be used to correctly normalize the inelastic spectrum. Eq. is one out of multiple
sum rules derived by Lipkin, where the others connect the inelastic absorption probability
to thermodynamic properties such as the mean kinetic energy or the mean force constant.

With the inelastic absorption probability determined, the multi phonon contributions
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can be calculated, and finally the phonon density of states. The phonon density of states
allows to calculate thermodynamic properties of the resonant materials. A comparison
with the thermodynamic properties derived from Lipkin’s sum rules is a convenient quality
check of the analysis.

The data analysis is conducted by employing the software PHOENIX developed by W.
Sturhahn [PHO|] and nisdos developed and provided by 1. Sergeevﬂ

2Deutsches Elektronen-Synchrotron, 22607 Hamburg, Germany
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4. Structural properties and hyperfine

interactions in thin tin films

Employing thin tin films for probing photon-nuclei interactions requires a detailed knowl-
edge of the structural and nuclear properties of the films. In this chapter, film properties
such as smoothness and crystal structure are investigated for tin films, which are prepared
by a combination of sputter deposition and vacuum quenching, as explained in section
3.2l The results of X-ray reflectometry and X-ray diffraction measurements are presented
and discussed.

With the acquired structural knowledge, nuclear resonance scattering on the tin films
are performed and the results are presented with the goal to obtain insight into the
nuclear properties of tin films. Thereby, the influence of a magnetic environment on the
hyperfine structure of a tin film is probed by an external magnetic field. Additionally, due
to the depth sensitivity of nuclear resonance scattering in a grazing incidence setup, the

hyperfine structure of the interface to the surrounding material of the tin film is revealed.

4.1. Preparation of smooth tin films

During sputter deposition, tin atoms are forming big clusters on the substrate, when the
temperature of the substrate, T, is kept at room temperature. In the upper panel of Fig.
4.1|(a), the height profile of these clusters is measured by atomic force microscopy. An
atomic force microscope scans the surface of a sample with a vibrating tip. Due to forces,
such as van der Waals forces in between tip and the sample surface, the vibration frequency
changes as a function of distance between tip and surface. Based on this principle, the
topology of the surface is revealed. In Fig. (a), clusters of tin with lateral dimensions of
several hundreds of nanometers and heights up to 80 nm are visible. This island formation

is reported in the literature [Houl7]. However, the situation changes drastically, if the tin
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Figure 4.1.: Measurements showing the effect of the substrate temperature during sput-
tering on the roughness of tin films. (a) Comparison of atomic force microscopy measure-
ments on tin films prepared at room temperature and at —185°C. (b) X-ray reflectivity
measurements of tin films prepared at various substrate temperatures. The critical angle
Y. of [-tin is indicated. The graphs are offset by a factor of three to each other.

is sputtered on a cooled substrate. In the lower picture of Fig. {4.1|(a), the height profile
of a tin film is shown which was prepared by using the same preparation parameters, e.g.
same deposition time, but on a substrate cooled down to Ty = —185°C. Here, the height
profile shows a flat surface over an area of several um. A rms roughness of 0.7nm is
obtained. The flat surface is a striking difference to the tin film shown in the top part of
Fig. 4.1|(a).

The change of smoothness can also be seen in the X-ray reflectometry measurements, as
shown in Fig. |4.1{(b). The growth of the tin film prepared at T's = —50°C is still dominated
by the island formation. The reflectivity shows no pronounced thickness beats, since
the clusters suppress any coherent reflections from interfaces which could constructively
interfere. Moreover, the critical angle is lower than expected. Using Eq. with f1 ~
Z =50, an X-ray wavelength of 1.54 A and the expected density of -Sn of 7.27g/cm?,
the critical angle should be at 9. = 0.36°, as indicated in Fig. [4.1{(b). The lower critical
angle, therefore, indicates a lower film density. It is likely a consequence of the cluster
formation which leads to a lower average density similar to a sponge. Thus, tin deposited
on a substrate at T > —50°C does not form a compact film. With decreasing substrate

temperature, however, the behavior gradually changes. With T = —70°C, the critical
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Figure 4.2.: Diffracted intensity of a 20 nm tin film embedded between tantalum prepared
on a substrate cooled down to —110K at a fixed incidence angle of 3°. A 2D PILATUS
detector counted the diffracted X-ray photons (a) and the resulting count statistic was
integrated over the azimuthal angle (b). The X-ray energy was set to 14.41keV. The
theoretical positions of 8-Sn Bragg peaks along with the corresponding Miller-indices are
indicated. Additionally, Bragg peaks belonging to a-Ta are marked. Peaks, which could
not be identified are marked by *.

angle increases and a weak thickness beat pattern appears. For tin films prepared on a
substrate at T's = —100°C, the critical angle finally matches the expected value and the
thickness beat pattern is clearly visible. The fit with the software GenX provides a film
density of 7.27g/cm? and a roughness of 1.2nm. The tin film has therefore the same
density as (5-Sn, but has still an increased roughness. At the lowest possible substrate
temperature, T = —185°C, the roughness decreases further to 0.7 nm, which is the same
result as obtained from the atomic force microscope measurement. The tin film is 22 nm
thick, therefore, the relative roughness is about 3%. This result renders the preparation
of more complex layered structures possible which will be used for the nuclear resonance
scattering studies.

The results from above confirm that the preparation method leads to smooth tin films.
As a next step, the crystal structure is characterized. In Fig. a GIWAXS (grazing

incidence wide angle X-ray scattering) measurement is shown, conducted at beamline
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Table 4.1.: Peak position and the full width at half maximum (FWHM) resulting from
the fit of individuals peaks in the XRD measurement shown in Fig with a Gaussian
function. The crystallite size was calculated by the Scherrer equation.

hkl 20 FWHM Crystallite size
(200) 16.99(0)° 0.33(1)° 135(3) A
(101) 17.74(1)° 0.36(3)°  124(11)A
(211) 24.58(1)° 0.39(2)° 117(6) A
(301) 29.99(1)° 0.42(2)° 108(4) A
(112)  33.74(1)° 0.57(2)° 80(2) A

P01, PETRA III, at an X-ray energy of 14.41keV. The measurement is performed on a
20nm tin film prepared on a substrate cooled down to —110 K and embedded between
tantalum layers. The incidence angle was fixed at 3° and a 2D PILATUS detector was
used, which counts the diffracted intensity over a two dimensional space shown in Fig.
4.2(a). Thus, not only the diffracted intensity in the scattering plane is measured, but also
along the azimuthal angle. In Fig. [£.2b), the counts were integrated over the azimuthal
angle. The theoretical positions of the Bragg peaks for S-Sn (ICSDIH Collection Code:
252800), which are indicated with their corresponding Miller indices, match well with the
measured peaks. Therefore, the tin crystals in the film are unambiguously in the S tin
crystal structure.

For a quantitative description, the peak positions and widths must be extracted. A
Gaussian function was used as a fit function for the peak. In Tab. the position and
the full width at half maximum (FWHM) of the most prominent peaks are given. With
the FWHM given, the crystallite size can be calculated by using the Scherrer equation,
given in Eq. The result for each peak is listed in Tab. [£.1} As a result, the average
crystallite size is approximately 12(2)nm. The crystallite size is therefore in the same
order as the thickness. This contradicts the prediction of the structure zone model, which
is described in the previous chapter [3.2l The low substrate temperature is expected to
remove any diffusion energy of the tin atoms on the substrate. Hence, an amorphous
structure is predicted. However, since the tin film is heated up to room temperature after
preparation, recrystallization processes are possible [Bucb2|. These processes could lead

to the crystallites, which are visible in the diffraction measurement.

norganic Crystal Structures Database [ICS]
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A closer look in Tab. shows that the calculated crystallite size depends on the
angle 2. This is likely related to that fact, that other contributions to the FWHM,
such as internal strain and instrumental broadening, are not included. Since including
these effects in the calculation would lead to bigger crystal sizes, the given results must
be understood as the lower boundary for the crystallite size. The disentanglement of
different effects requires a high-resolution XRD measurement for multiple Bragg peaks,
which is not provided here.

In summary, the fabrication process of tin films using cooled substrates leads to the
desired growth of smooth tin films, which have the same density and crystal structure as
the 5-Sn crystal configuration. The amount of lattice defects cannot be derived from the
above measurements. However, since the tin films behave like desired, nuclear resonance
scattering experiments can be conducted to investigate the hyperfine structure of the tin

films.

4.2. Nuclear resonance scattering on tin films

As a starting point, a 20nm tin film in the natural isotopic composition is investigated
by nuclear resonance scattering of synchrotron radiation. Therefore, about 8.6% of the
tin nuclei are 9Sn. The film is embedded between two tantalum layers. The structure
was investigated in the grazing incidence geometry at the critical angle, which is at about
¥, =0.12° at the X-ray energy of 23.88keV. The temporal decay after excitation is shown
in Fig. (a). The linear behavior in the logarithmic scale shows that the decay is nearly
exponential. This corresponds to a single nuclear transitions, which means that almost
no hyperfine interactions are present. The temporal decay was modeled with a 18.6(2) nm
natural enriched tin film without any hyperfine splittings as shown in Fig. (a). The
thickness was confirmed by reflectivity measurements. The lack of a quadrupole splitting
is unexpected for an assumed [-Sn film, since bulk f-Sn has a quadrupole splitting of
0.28mm/s. When comparing the quadrupole splittings of common tin compounds and
crystal configurations, see Tab. only a-Sn has no quadrupole splitting. However,
since the X-ray reflectometry and X-ray diffraction measurements show only [-Sn-like
properties, such as density and crystal configuration, a-Sn can be excluded. Since the
quadrupole interaction is sensitive to tiny crystal variations, the tin crystals seem to

slightly differ from the £ configuration.

57



4. Structural properties and hyperfine interactions in thin tin films
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Figure 4.3.: (a) Temporal nuclear decay of a 20nm tin film with natural isotopic compo-
sition embedded in tantalum. The fit is shown red. (b) The same temporal decay with an
additional external magnetic field of about 275(25) mT applied. The fit is shown in red
together with an error of 220mT. Additionally, simulated temporal decays in a 250 mT
(green) and 200mT (violet) magnetic field are shown.

To probe the sensitivity of the tin films to magnetic environments, a magnetic field of
about 275(25) mT is applied to the film by a permanent magnet. The orientation of the
field is in the film plane and perpendicular to the X-ray pulse direction. The temporal
decay is shown in Fig. [1.3(b). A quantum beat at about 70 ns appears in the decay. The
magnetic field causes the hyperfine structure to split and the resulting total of six possible
dipole transitions results in a beat pattern in the temporal decay. In small magnetic fields,
the difference in transition frequencies is so small, that the decay pattern only shows one
effective beat. This is especially true for 1?Sn. The magnetic splitting of an energy state
is proportional to the g-factor, which is the ratio between the magnetic moment and the
angular momentum. For 'Sn nuclei, the g-factor of the ground state is five times higher
than of the excited state. Thus, in small magnetic fields, only the splitting of the ground
state into a doublet has a considerable impact on the temporal decay pattern.

The fit of the decay pattern yields a magnetic hyperfine field of 279(2) mT, which is
equal to the applied external magnetic field within the error bars. This leads to two
conclusions. Firstly, since metallic tin is paramagnetic, it can be concluded that the
paramagnetic contribution to the magnetic hyperfine field is smaller than the error of
the measurement, if present at all. A paramagnetic contribution arises from the spin

polarization of conduction electrons and the resulting polarization of s-type electrons,
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4.2. Nuclear resonance scattering on tin films

which have a finite probability density to be inside the nucleus.

The second conclusion is that the tin film can probe magnetic field strengths of about
250 mT or higher. Simulated nuclear decays in a 250 mT field and in a 200mT field are
shown in Fig. 4.3|(b) as well. The beat pattern in the 250 mT magnetic field is still clearly
visible. In the 200mT field however, the beat is not resolvable anymore. An increase in
the measurement time by a factor of four would be required to clearly measure the beat
pattern. Thus, the tin film can resolve about 250 mT magnetic fields within reasonable
measurement times (<2h). Even though this magnetic field was externally applied, the
same principle holds for internal magnetic fields via spin polarization, for example.

The fit procedure of the beat pattern results in an error of 2mT of the magnetic field
strength. By only looking at clear visual changes in the quantum beat, the error bar
is about 20mT, as indicated in Fig. [4.3(b). This gives valuable parameters to probe
magnetic environments. The magnetic environment should produce a magnetic hyperfine
field at the tin nuclei of > 250mT or it should impact an existing magnetic hyperfine
field by at least £20mT. These are valuable parameters for future experiments as will be
discussed in section [Tl

In Fig. 4.3(a), a small deviation from the exponential decay is visible which were not
further discussed so far. It indicates that a different tin compound is present, which might
be related to the interface to the tantalum layers. To investigate the interface effect, a
thinner tin layer with a thickness of 7nm was prepared, which was again embedded in
tantalum. To enhance the signal, an isotopically enriched '9Sn sputter target was used
with an enrichment of 97%. The nuclear resonance scattering experiment was set up in
the same way as for the previous tin film. The temporal decay of this thin tin layer is
shown in Fig. [4.4(a). As a comparison, the temporal decay of the 20 nm tin film is shown
in gray. The first observation is that the temporal decay is faster for the thin film than
for the thicker film. This is caused by the enrichment of '9Sn nuclei, which leads to
an increased effective thickness and therefore to a speed up effect. A second observation
is that the slight deviation from the exponential decay in the thick tin layer are more
pronounced in the thin film. The quantum beats do not fit with common tin structures
or compounds, such as oxides. To get more insight into the hyperfine structure in the thin
tin film, conversion electron Mossbauer spectroscopy (CEMS) was additionally conducted

on the same structure by V. Raghavendra Reddyﬂ. The measurement is shown in Fig.
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Figure 4.4.: (a) Temporal decay pattern of a 7nm tin film embedded in tantalum (black)
in a comparison to the temporal decay of a 20 nm tin film (gray). (b) Conversion electron
Moéssbauer spectroscopy measurement on the same 7nm tin film. Depicted is the intensity
relative to the background away from resonance versus the Mossbauer drive velocity. For
energy conversion: 1mm/s=79.6neV. Red curves in both graphs represent the fit using

CONUSS.

4.4[(b). The fit using the software CONUSS reveals that in addition to $-Sn with its
isomer shift around 2.6 mm/s and a smaller SnOg contribution at 0.0 mm/s, another tin
compound is present with an isomer shift of around 1.3 mm/s. The fit results are shown
in Tab. [4.2] This isomer shift does not belong to a common tin crystal phase or tin oxide
and is likely related to the interface to the tantalum layers.

However, the CEMS measurement has no information how the hyperfine structure is
distributed within the tin layer. This information is given by the temporal decay pattern
in Fig. (a) since it was obtained at grazing incidence. To fit the decay, the results of
the CEMS measurement were used and resonant interface layers are added between tin
and tantalum. While the center layer is assumed to be (5-Sn, the interface layers contain
all information of the unknown tin compound. Since the total thickness of the tin layer is
known by X-ray reflectometry, only the relative thicknesses of interface to center layer is
fitted to match the measured temporal decay. The fit result is given in Tab. and the
fitted temporal decay is plotted in Fig. (a). With an interface layer thickness of 8 A,
the temporal decay pattern can be well reproduced. Thus, about 1nm at each interface
is strongly affected by the adjacent tantalum. The negative isomer shift relative to 5-Sn

means that the probability of electrons being inside the nucleus, thus s-type electrons, is
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4.2. Nuclear resonance scattering on tin films

Table 4.2.: Fit parameters of the CEMS spectrum shown in Figlt.4(b). Values without
an error are fixed during the fit procedure and, if possible, taken from Tab.

Parameter Fit result
Weight £-Sn 65(2)%
Isomer shift 2.60(5) mm/s
Quadrupole splitting 0.23 mm/s
Weight Ta-Sn 18(2)%
Isomer shift 1.35(10) mm/s
Quadrupole splitting 0.0 mm/s
Weight SnOq 17(2)%
Isomer shift 0.0mm/s

Quadrupole splitting 0.57 mm/s

Table 4.3.: Fit parameters of the temporal decay pattern shown in Fig(a). Values
without an error are fixed during the fit procedure and, if possible, taken from Tab.

Parameter Fit result
Thickness center layer 5.3(1) nm
Isomer shift 2.60(5) mm/s
Quadrupole splitting 0.23mm/s
Thickness interface layer 0.8(1) nm
Weight Ta-Sn 73(3)%
Isomer shift 1.35(10) mm/s
Quadrupole splitting 0.0 mm/s
Weight SnO- 27(3)%
Isomer shift 0.0 mm/s
Quadrupole splitting 0.57mm/s
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4. Structural properties and hyperfine interactions in thin tin films

smaller in the tin-tantalum compound than in $-Sn. The contact to tantalum therefore
seems to lead to a rearrangement of the electronic structure of tin and/or a charge transfer
of the 5s valence electrons of tin to tantalum. Electronic configuration calculations in
combination with these results could resolve the chemical state of the interface layer.

In conclusion, the nuclear resonance scattering experiment shows that the center part
of the tin film inside tantalum behaves like 5-Sn, but at the interface, the electronic con-
figuration changes. This interface effect might also pave a way to engineer the vibrational
behavior of embedded thin tin films.

Moreover, with the absolute (250 mT) and relative (+20mT) detection limit for mag-
netic hyperfine fields in tin films found, a closer look into the detection of spin structures
employing thin tin films can be taken. The discussion in the following aims to answer
the question which conditions need to be fulfilled in order to render the detection of spin
polarizations in tin films possible. Thereby, the spin polarization can be either static or

time dependent in form of a spin current.

4.3. Probing spin currents with tin films

An obvious case study for tin films is to probe its magnetic environment due to its param-
agnetic property. Indeed, multiple studies on tin probing magnetic properties have been
conducted. They were mainly focused on tin atoms being diluted in magnetic materials
[Huf70], magnetic tin compounds [Gor94] or tin as a probe for external magnetic fields
[Tro16]. The question which immediately arises is, if tin films can be used to probe mag-
netic structures, especially nanostructures, to investigate also time dependent phenomena
such as spin currents. In combination with using different isotopic layers, such as 18Sn
and 198n, the spin currents could also be measured spatially resolved.

Due to a spin current, or spin polarization, a spin bias Ay is built up in tin measured
as the energy difference between the electronic density of states for the two different
spin directions. The spin bias can then impact the hyperfine structure of tin. Since the
electron shell of tin has no total angular momentum or spin, the only possible source for

a magnetic hyperfine field is the Fermi contact field contribution. It is given by [AlI76]

Beant = =015+ 3 (s (0,1)] = [0, ), (4.1
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4.3. Probing spin currents with tin films

with 19 = 1.257 x 1076 T'm /A being the vacuum permeability and pg = 9.274 x 10724 Am?
the Bohr magneton. The sum term describes the spin polarization at the position of the
nucleus summed over all s-shells, since only those have a non-zero probability density of
being inside the nucleus. [ins(0,1)| and |¢,s(0,])| are the probability density per unit
volume m~3 of the s-electron with the main quantum number n and spin 1 and | at
the position of the nucleus, r = 0. In general, the interaction between different electrons
inside the electron shell is complex and needs to be numerically calculated, e.g. via density
functional theory.

In the following, an estimation of the contact field is provided. A splitting Apu of the

spin density of states leads to a spin polarization per unit volume of,

(<nT>t_ <n¢>t) = Bug(Er), (4.2)

assuming that the spin density of states for both spin direction can be described by the
same function g(F) and Ap < Ep (e.g. for 3-Sn: Ep =10.2eV |Lid06] and Ay o< 1077 eV).
Furthermore, for a paramagnet, the magnetization M in an external magnetic field uoH
is given by M = xyH, with the magnetic susceptibility y. But the magnetization is also

given via the spin polarization per unit volume by

(M), = - (1), = (ma),) (43)

S p- Aug(Er). (4.4)

The spin splitting Ap can be expressed by a magnetic field B = ugH and by using the
relation of a magnetic dipole interaction with a magnetic dipole moment pu: Apy = pu- B,
where the sign was dropped, since only differences in energy are important. In a paramag-
net, which has no total angular momentum or total spin, only the delocalized conduction
electrons carry a magnetic moment, which is equal to ;= pup. These paramagnets are
called Pauli paramagnets. Thus, Ay is equal to Apy = pup-B = upuoH. Inserting this
expression into Eq. [4.4] yields,

(M), = ph9(Ep)po- H (4.5)
= xpH, (4.6)
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4. Structural properties and hyperfine interactions in thin tin films

with xyp = ,uo,uZB g(Er) called Pauli susceptibility. This result connects the spin density of
states, g(FEr), with the magnetic susceptibility, which can be found in tables for various
materials, if the material can be described as a Pauli paramagnet. This is the case for

B-Sn. With this relation found, the spin polarization of the valence electrons can be

((or) = mu),) = g o (47)

[0k

expressed by,

The spin polarization is given per unit volume m™3.

For the following discussion, the
spin polarization must be given per nucleus. Thus, equation [£.7] must be divided by the
number density py,.

In order to calculate the contact field contribution, the probability density of the spin
polarized electrons to be inside the nucleus has to be found. The isomer shift in Mossbauer
studies depends on a similar probability density, the contact density, which is the total
probability density of all atomic electrons to be inside the nucleus. Méssbauer experiments
and numerical studies were conducted in the past to calculate this contact density pc.
Osadebe et al. [Osa87| calculated the contact density of the core electrons of tin, meaning
of the 4d10 electron configuration, and the total contact density of 5-Sn. For the discussed
spin polarization case, the approximation that only the valence electrons are spin polarized
can be made. This neglects any spin polarization of core electrons for simplicity. With this
assumption, the difference of the total contact density of 5-Sn, p.(5 —Sn), and of the core
electrons, p.(4d'?) provides the important contact density of only the valence electrons:
pe(val) = pe(8 —Sn) — pe(4d'0) = 184053.0ag > — 183993.63ay > = 59.37ag ®, with the Bohr
radius ag = 5.292 x 107 m. The values are taken from Osadebe et al. [Osa87]. With the

spin polarization given in equation [£.7] the contact field can now finally be written as

Bt = =gpans (), = (o.),) o) (19
2 x
= _g,MBI;n Ap-pe(val). (4.9)

Thus, the magnetic hyperfine field can be estimated for a given spin splitting Ay.

A spin splitting can be generated, e.g. by spin pumping. When a ferromagnet/non-
magnetic metal bilayer, such as iron/tin, is resonantly excited at the ferromagnetic reso-
nance, a spin current flows into the non-magnet. This phenomenon is called spin pumping.

Depending on the material properties of the non-magnetic material, the spin current can
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4.3. Probing spin currents with tin films

travel through the material or a spin polarization is build up on the interface.
Due to spin pumping, a spin bias Ap is built up in the non-magnet measured. It is

given by [Bra02]
A= (), = (m),) 9(Er), (4.10)

The maximum spin bias, which can be built up, is equal to the ferromagnetic resonance
energy hwp = hfp [Bra02]. With typical ferromagnetic resonance frequencies in the low
GHz regime, the maximum spin bias is typically on the order of 10 peV.

Using Eq. with the magnetic susceptibility of yp =~ y = 2.4 x 1075 and the atomic
number density p, = 3.685 x 102¥m~3 for 3-Sn, a spin splitting of 10 peV leads to a Fermi
contact field of ~ 3mT. This field is below the absolute and relative measurement limit
of the nuclear resonance scattering method, as derived from the experiments in chapter
[l Therefore, a magnetic hyperfine field or a shift of the magnetic hyperfine field due to
spin pumping in tin cannot be measured in the discussed geometry.

It needs to be taken into account that only the valence electrons at the Fermi energy
are actually spin polarized. For (-Sn, the electrons at the Fermi level are mostly of p-
type character, which have a zero contact density. Therefore, the actual contact field
will be smaller. Not taken into account as well is the polarization of core electrons.
This polarization contribution depends heavily on the exact electronic configuration and
cannot be easily determined. However, it affects the contact field by factor in the regime
of 0.5 —2 [Fre65]. Therefore, the above obtained result should be a good estimation for
the magnitude of the magnetic hyperfine field generated via spin pumping.

The result from above can be compared with the Knight shift measured in nuclear
magnetic resonance measurements. In the nuclear magnetic resonance experiments, a
static magnetic field is applied to a sample and the resonance frequency of a certain
isotope, e.g. '?Sn, is probed, thus, the ground state splitting of the hyperfine structure
in the external magnetic field. In paramagnetic metals, the magnetic hyperfine field at the
nucleus can be different to the external field due to the above described spin polarization
of the atomic electrons. The Knight shift is defined as the shift in the magnetic hyperfine
field for a metal relative to the hyperfine field shift in an insulator. Thus, it probes the
effect of the spin polarization of the conduction electrons. For -Sn, a Knight shift of
about 0.76% was found [Blo53|.

To compare this with the result from above, the spin splitting Ap can be expressed
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4. Structural properties and hyperfine interactions in thin tin films

by a hypothetical external field by Ap = puppoHezt. With Ay = 101eV, an external field
of poHezt ~ 170mT is obtained. Using the Knight shift of |Blo53| et al., the shift of the
magnetic hyperfine field is therefore 0.76%-170mT ~ 1mT. It is thus of the same order
of magnitude as the above calculated contact field. Thus, the Knight shift is a good
estimation for the expected hyperfine field due to a spin polarization, at least for a Pauli
paramagnet such as tin.

The discussion above shows, that the expected hyperfine field generated by spin pump-
ing is about three orders of magnitude to small to be measured, assuming a lower absolute
measurement limit of 250 mT for nuclear resonance scattering derived from the tin film
experiments. In order to measure a spin polarization, either the sensitivity of the material
must be enhanced, meaning a higher Knight shift, or the spin splitting must be increased.
The first option is only limited possible, because typical Knight shift values are in the
region of 1%. Therefore, the only realistic possibility is to increase the spin polarization.
Spin polarization due to spin pumping is limited by the ferromagnetic resonance frequency
Ap < hfp. This resonance frequency fr is determined by the magnetic properties of the
material, however, typically about a few GHz.

Another possibility would be to directly inject a spin polarized current into the tin
by applying a voltage between the ferromagnet and the non-magnet. This effect was
measured with a copper film in contact with cobalt, where a current density j produced
a spin splitting in the copper of [Kuk15|

ap= 220 Dlgm%vNeZN 7 (4.11)
sfPe

1+4aF(1 —ozF)lF a
Sfpe

with the spin asymmetry parameter of the ferromagnetic material ap, the spin diffu-
sion length in the non-magnet /ferromagnet lé\} / lff, the electrical resistivity of the non-
magnet /ferromagnet, pév / pf and the elementary charge e = 1.602 x 10719 C. Follow-
ing the work of |[Kukl5| et al, in the case of the ferromagnetic cobalt the parame-
ters are: ap = 0.8, lff = 38nm and p!” =210Qnm. [-Sn has an electric resistivity of
pé\] = 115Qnm. The spin diffusion length is not known, but preliminary ferromagnetic
resonance measurements give a rough estimate of lé\} ~ 100(50)nm. Thus, a typical cur-
rent density of j =1 x 10" A /m? results in a spin splitting of about Ay ~0.7meV. Using
again Eq. [4.9] a Fermi contact field of 210 mT would be generated. This field is on the
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4.3. Probing spin currents with tin films

same order as the lower measurement limit of 250 mT for nuclear resonance scattering
on thin tin films. Thus, the directly injected spin current could be measured via nuclear
resonance scattering.

The discussion shows, that even though the detection of spin currents generated by
spin pumping might not be possible in tin films, spin currents in general can be very well
measured by tin films if the produced spin splitting is big enough. A point which was not
discussed yet, is that the tin film forms interface layers with its adjacent material. With
the exact electronic configuration at the interfaces being a-priori difficult to calculate, the
exact hyperfine field shift is hard to predict. Therefore, multiple ferromagnet/tin bilayer
systems need to be studied to find the best combination. The combination of permalloy
and tin, however, seems promising considering that in this system the Lamb-Mdossbauer
factor is drastically increased, which renders the measurement of the spin current in

ultrathin tin films possible. Thus, the spin current can be probed spatially resolved.
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5. Lattice dynamics of embedded thin

tin films

Interfaces in thin film structures have become important especially since the scaling down
of technical applications, such as electrical devices, to the nanometer scale. Due to a high
percentage of atoms being located at an interface, properties of thin films are strongly
influenced by the interface region. The effect of interfaces on the hyperfine structure was
already measured in the previous chapter for tin films embedded in tantalum. Here, the
interface to tantalum seemed to lead to a rearrangement of the electronic structure of the
tin atoms, which resulted in an altered isomer shift.

The results of the tantalum-tin layers raise the question, if also a magnetic influence
can be measured in the paramagnetic tin layer if the embedding material is magnetic.
A possible “magnetic proximity effect” [Manl14] plays an important role, if spin currents
inside the tin layer are aimed to be detected. To investigate the magnetic proximity effect,
a 3nm tin layer is prepared in between two 10 nm permalloy films as schematically shown
in Fig. (a). Permalloy is a ferromagnetic nickel-iron alloy, FeggNigg, with a relatively
strong saturation magnetization [Kru07|. Since permalloy films deposited by magnetron
sputtering are polycrystalline with each crystallite exhibiting only a weak magnetocrys-
talline anisotropy [Yin06], thin permalloy films have no net magnetocrystalline anisotropy
and are therefore considered as soft magnetic. This renders the material attractive for
magnetic nanostructures, e.g. for spin pumping applications [Mos10].

The temporal nuclear decay at three different incident angles is shown in Fig. (b)
The incident angles are tuned to the waveguide mode of the layer structure, slightly
detuned from the waveguide mode and to the critical angle. The fit of the nuclear decay
by the software CONUSS provides a quadrupole splitting of 1.12(5) mm/s. The hyperfine
structure will be discussed in more detail in the next section. More importantly, however,

a fit of the nuclear decay is only successful, if the Lamb-Mossbauer factor of the tin
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Figure 5.1.: (a) Schematic of the permalloy-tin layer structure with thicknesses provided

from reflectivity measurements. (b) Temporal nuclear decay of the embedded tin layer

at three different angles: Inside the waveguide mode of the layer system (0.141°), slightly

detuned from the waveguide mode (0.144°) and at the critical angle (0.187°). The decay

was fitted with an assumed Lamb-Mdssbauer factor of 0.04 (gray) and of 0.28 (red).

film is drastically increased: From 0.04 to 0.28. This can be seen by comparing the
temporal decay in the waveguide mode and at the critical angle. The beat pattern shifts
to earlier times when the incidence angle is tuned to the waveguide mode. This indicates
a dynamical beat feature in the temporal decay. However, if simulated with the Lamb
Méssbauer factor of bulk $-Sn of 0.04, as plotted in Fig. [5.1(b) (gray), no dynamical
beat should occur in this sample. Thus, the effective thickness of the tin layer must
be higher than expected. Since the thickness of the tin layer is confirmed by reflectivity
measurements, only an enhancement of the Lamb-Mdossbauer can reproduce this behavior.
The fit with an increased Lamb-Méssbauer factor of 0.28 is shown in Fig. [5.1[(b) (red).

While the magnetic proximity effect seems to be absent in the permalloy-tin layer
system, the increased Lamb-Mossbauer factor of the thin tin layer indicates that the
tin layer becomes “harder” inside permalloy. This result sparked an investigation of
the thermodynamic properties of embedded thin tin films with the goal to engineer the
vibrational properties to increase the Lamb-Mossbauer factor in the tin films.

In the following, systems containing tin films embedded in different materials are in-
vestigated by nuclear inelastic scattering. The aim is to probe the dynamical behavior of
the tin films. Two parameters are looked at in more detail: The tin layer thickness and

the embedding material. At first, the embedding material is kept constant and the tin
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Figure 5.2.: (a) Phonon density of states (PDOS) of permalloy. The partial PDOS of the
"Fe nuclei was measured in a bulk permalloy metal (black) and in a 10 nm permalloy film
capped by tantalum to prevent oxidation (blue). (b) PDOS of ''”Sn in the § tin crystal
structure.

layer thickness is varied. For the thickness dependency study, the permalloy-tin system is
employed since a high effect strength was already measured. Secondly, the tin layer is kept
at a thickness of 2nm, while the adjacent material was varied, namely gold, tantalum,

chromium, titanium, iron and boron carbide. The results of all system are then discussed.

5.1. Tin embedded in permalloy

Permalloy has the benefit to contain iron and therefore nuclear resonance experiments are
possible by using the ®"Fe resonance as well. For example, nuclear resonance scattering
experiments revealed that the iron in permalloy has a strongly split hyperfine structure
due to a magnetic hyperfine field of about 28 T [Boc15]. By nuclear inelastic scattering, the
phonon density of states (PDOS) of the 5"Fe nuclei inside of permalloy can be measured.
Measurements were conducted at P01 at PETRA III (Hamburg) at room temperature.
The resulting phonon density of states of iron in bulk permalloy is shown in Fig. (a).
Even though only the partial iron phonon density of states is accessible, it closely follows
the total phonon density of states of permalloy due to the chemical similarity between iron
and nickel [Lucl3|. Phonon states of up to &~ 38meV are visible. The distinct phonon peak

at 33meV is a “van Hove singularity” [VH53|. A van Hove singularity occurs where the
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5. Lattice dynamics of embedded thin tin films

phonon dispersion relation w(k) is flat since here are many phonon modes within a small
energy interval. A flat dispersion occurs typically at the zone boundaries of the Brillouin
zone. The phonon density of states was also measured in a 10 nm permalloy film, which
was capped by tantalum to prevent oxidation. This density of states is shown in Fig.
5.2(a) as well. Generally, the phonon density of states of the thin film follows the bulk
density of states. A damping of the phonon modes is visible by a general broadening of
the features and an increase of low and high energy phonon modes. This is typical for thin
films, e.g. shown by Rohlsberger et al. [R6h99], and is related to an increased scattering
rate of the phonons at interfaces and grain boundaries. The increased scattering rate
leads to a decreased phonon lifetime and hence to broader energy features. Additional
effects such as phonon confinement in thin films can also play a minor role in the shown
phonon density of states. Phonon confinement occurs, when the adjacent material has
a drastically different phonon density of states, which leads to a suppression of certain
phonon modes in the thin film, since they cannot propagate in the adjacent material.

Tin, on the other hand, has no phonons above 18 meV. The phonon density of states
of bulk $-Sn is shown in Fig. [5.2(b). The measurement was taken also at PETRA
IIT on a (-Sn foil at 110K by courtesy of Ilya Sergeev. The phonon density of states
has a cut-off energy at about 18 meV. It also shows two van Hove singularities for the
acoustical phonons around 5meV and optical phonons at 15meV. Optical phonons are
present due to the two-atomic base of the tetragonal $-Sn lattice, however, without a gap,
since the two atoms are chemically identical. The phonon modes in 5-Sn are at much
lower energies compared to iron, because the force constants are weaker in comparison to
permalloy or iron. The softness correlates with smaller elastic constants. For example, the
bulk modulus of 3-Sn is about 58 GPa [Nal0O| while a-Fe has a bulk modulus of 170 GPa
[Ada06]. B-Sn is therefore much softer.

5.1.1. Diluted tin in permalloy

In the permalloy-tin system the tin layer thickness is varied to investigate the effect of
the interface. Since tin is a much heavier atom than iron or nickel, it cannot be expected
that a infinitely thin tin layer vibrates in the same way as the surrounding atoms in
permalloy. To know the maximum effect permalloy can have on tin atoms, the lowest

possible thickness, which is equal to diluted tin atoms inside permalloy, is measured at
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5.1. Tin embedded in permalloy

first. Such a sample was prepared in the following way: A 110nm permalloy film was
prepared and every time when 10nm of permalloy material was sputtered, 'Sn was
co-sputtered with a nominal thickness of 0.1 nm. The procedure was repeated ten times
followed by a capping of 10 nm permalloy and a thin layer of tantalum. In total, 1 nm of
1981 was distributed in 110 nm permalloy, which makes an average dilution of 0.1 vol. %
tin in permalloy.

The nuclear inelastic scattering experiment was conducted at beamline 30-ID at the
APS at room temperature. The resulting phonon density of states of diluted '9Sn in
permalloy is shown in Fig. [5.3|a). The spectrum has a broad peak at around 15 meV and
a lesser pronounced plateau in the region around 30 meV. Phonon modes until 40 meV
are visible. When comparing the obtained phonon density of states to the spectrum of
£-Sn, not much similarity is recognizable. On the contrary, the tin atoms vibrate with
energies similar to those of permalloy, with a cut-off energy equal to the one in permalloy.
Still, the phonon density of states is also not directly comparable to the density of states
of permalloy. It is related to the fact that tin atoms are much heavier than iron or nickel
and the force-constant between tin and iron/nickel atoms might be different to the force
constant between atoms in permalloy.

The question of how impurities vibrate inside a host matrix led to the development of
multiple models |Gro78|. One of the most successful models was developed by Mannheim
et al. |Man68; [Man71; Man72] for cubic systems. The model assumes that a host atom is
substituted with an impurity atom. Thereby, the model considers only nearest-neighbor
central forces and pure harmonic lattice interactions. It was applied to a number of
vibrational studies in diluted systems, e.g. [Set00; |[Luc08; |[Dell5|. Based on the phonon
density of states of the host matrix gj,(w), the mass ratio of host to impurity atom, my, /m;
and the ratio of the force constants between host-host atoms and host-impurity atoms,
Ap_n/An—;, the phonon density of states of the impurity atom g; can be modeled by
[Set00]

()= ™ gn(w)
)= <<1+p<w>s<w>>2+<<w/2>wp<w>gh<w>>2
d(w—wr) )
p(w)2T (W) +myp,fm; — (1+p(w))* )

(5.1)

+
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Figure 5.3.: Phonon density of states (PDOS) of tin inside permalloy for (a) a diluted
system with an estimated 0.1 vol.% tin and (b-f) for a tin layer of varying thickness d(Sn)
embedded between two 10nm permalloy layers. The diluted system was fitted by the
impurity model of Mannheim et al. [Man71] with a force constant ratio Ap_p/Ap_; = 0.84.
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5.1. Tin embedded in permalloy

where,
@ L W= A /An)
plw) = 1+ M(Q) ; (5.2)
,P/OO w'’ gh o /’ (53)
T(w) = A 572(_de/, and (5.4)
wu(n) = /Ooocu"gh(w)dw. (5.5)

P denotes the principal value of the integral. Localized modes at the frequency wy, can
appear, if the frequency satisfy 14 p(wr)S(wr) =0 and wy, > wmax, With Awpayx describing
the cut-off energy of the phonon density of states of the host material. The localized modes
are modeled by a Dirac d-function here, however, in reality the modes should be broadened
by finite phonon lifetimes.

The impurity model was applied to the phonon density of states of the diluted tin-
permalloy system. The spectrum of the 10 nm permalloy film was used as the phonon
density of states of the host matrix, since it should come close to the vibrational spectrum
which the tin atoms experience. Because the mass ratio is known, only the force constant
ratio is used as a free parameter to find the best possible fit between model and experiment.
The result is shown in Fig. [5.3(a) with the force constant ratio Aj_p/Aj—; = 0.84. The
impurity model describes the experimental result well. First, it describes the low-energy
phonon part, meaning the suppression of the 5-Sn low-energy phonons. Second, it predicts
the high-energy phonons and the cut-off energy. Therefore, the vibrational properties of
the tin atoms are mostly determined by the permalloy host matrix. Some deviations are
visible in the energy part below the $-Sn cut-off energy of 18 meV. It indicates, that the
tin atoms are not completely diluted inside the host matrix but also tin clusters are likely
present which might be a result from the preparation procedure. The result shows that
in the limiting case of an ultrathin tin layer in permalloy the vibrational properties of tin

are dictated by the adjacent material.
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Figure 5.4.: (a) Normalized electronic reflectivity (in logarithmic scale, red) and reflectivity
of the delayed nuclear inelastic signal (in linear scale, blue) of the layered permalloy-tin
system. Fit of the electronic reflectivity is plotted in black (GenX software). (b) Schematic
of the layer structure with thicknesses provided by the fit of the electronic reflectivity of

(a).

5.1.2. Thickness dependent NIS study

To investigate the role of the interfaces for the vibrational properties, a series of sam-
ples with different tin thicknesses embedded between two 10nm permalloy layers were
prepared. A 15nm seed tantalum layer and a tantalum capping layer with a thickness
varying from 1nm to 3nm were used. The tantalum layers provide a cavity-like structure
which enhances the inelastic signal as discussed in section

The electronic reflectivity together with the delayed nuclear inelastic signal of a nominal
3nm thick tin layer inside permalloy is shown in Fig. |5.4(a). In the electronic reflectivity,
the waveguide minimum at 0.14° is clearly visible. Since here the X-ray pulse couples into
the waveguide structure, the wavefield is strongly enhanced in the center of the layered
structure, thus, at the position of the enriched tin layer. Therefore, also the inelastic
signal is increased. The fit of the electronic reflectivity by the software GenX provides a
tin layer thickness of 2.6 nm, which is slightly less than which was aimed for. A schematic
of the layered structure together with the results of the reflectivity fit is provided in Fig.
BA(b).

For all systems, the inelastic spectrum is measured at the incidence angle with the

highest delayed nuclear inelastic signal, which is typically at the angle where the radiation
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5.1. Tin embedded in permalloy

couples into the first-order waveguide mode. Besides an increase in signal, the waveguide
mode has the benefit that the X-ray wavefield is centered inside the tin layer. Therefore,
both tin-permalloy interfaces contribute equally to the scattered signal. Only for the
thickest tin layer of 20 nm, the critical angle provides a higher signal. Here, the waveguide
structure becomes ineffective due to the high photoabsorption of tin. From the measured
inelastic spectrum, the phonon density of states can be derived. The resulting phonon
density of states of all systems are shown in Fig. m with the tin layer thicknesses: (b)
Inm, (c¢) 2nm, (d) 3nm, (e) 6nm and (f) 20 nm.

For thin tin layers, meaning < 6nm, the phonon density of states resembles that of the
diluted system. A broad peak exists around 15meV and a plateau in the region around
30meV. The cut-off energy is about 37 meV to 40 meV. The described features are clearer
in these systems, since the drastically increased tin amount relative to the diluted system
leads to much better statistics in shorter measurement time. The findings are surprising,
since at these thicknesses, the tin atoms cannot be described as impurities anymore. The
presence of a continuous layer of tin between the two permalloy layers is confirmed by
the fit of the electronic reflectivity, as shown previously in Fig. [5.4(a). However, the
measured vibrational properties are still more resembling the impurity system than a tin
system.

In the 6 nm sample, a shift to lower energies is visible with high energy modes only
extending up to 30 meV. The broad peak shifts down to energies around 11 meV. Around
18 meV the density of states drops significantly. At 15meV a peak is visible, which
resembles the van Hove singularity of the optical phonons of 5-Sn. All these features
indicate that the tin layer gets softer and that some [-Sn-like crystal grains are present.

The trend gets more clearer in the case of the 20nm tin layer. The drop at 18 meV
is sharper and the broad peak forms a plateau from 10meV to 17meV. Above the (-
Sn cut-off is still a significant amount of phonon modes with energies up to 28 meV. It
reflects the fact that still about 15% of the tin nuclei are in an interface region, assuming
an interface thickness of 1.5nm. However, even with the consideration of the interface
contribution, the low-energy part of the phonon density of states lacks the typical low-
energy phonons of S-Sn around 5meV. It indicates that the tin crystal structure in the
layer differs significantly from the § crystal phase.

From the phonon density of states, a number of thermodynamic parameters can be
calculated by Egs. and the Lamb-Mossbauer factor by Eq. In Tab. the
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5. Lattice dynamics of embedded thin tin films

Table 5.1.: Lamb-Mossbauer factor, frps, inner energy, U, mean force constant F and
vibrational entropy, Syip, derived from the phonon density of states for embedded tin in
permalloy with varying tin layer thickness d. The diluted system is given by the nominal
tin layer thickness of 1 A. Also given are the parameters for a 5-Sn foil and a 10 nm *"Py
layer with the latter being measured at the ®"Fe resonance. As a comparison, literature
values for bulk §-Sn [Bar00] and for 5-Sn clusters with a crystallite size of 35(9)nm
[Houl7| are given. The force constant is given per atomic mass unit, which is in the case
of 1198n equal to 119 and for 5"Fe 57.

d (nm)  fry @296K U@OK (meV) F (Nmtamu™!) Sy, @ 35K(3kp)
0.1 0.52(1) 26(2) 1.5(1) 0.05(1)
1 0.33(1) 26.9(5) 1.47(4) 0.10(1)
2 0.28(1) 24.9(3) 1.28(3) 0.11(1)
3 0.28(1) 24.1(5) 1.18(4) 0.11(1)
6 0.19(1) 21.4(7) 0.92(6) 0.16(1)
20 0.21(1) 21.1(5) 0.85(4) 0.15(1)
3-Sn 0.420(3) (@110K) 18.2(3) 0.66(2) 0.22(1)
10nm Py 0.75(1) 39.9(1) 2.86(1) 0.02(1)
[Bar00]  0.042(6) (@296 K) - - _
[Houl7]  0.66(2) (@35K) - 0.55(5) 0.24(1)

derived thermodynamical parameters of all measured tin-permalloy systems are listed to-
gether with the results from bulk 5-Sn and from iron in a 10nm permalloy film. The
diluted system is labeled with its nominal tin layer thickness of 0.1 nm. While the Lamb-
Moéssbauer factor and the entropy are more sensitive to low energy phonons, the inner
energy and especially the force constants are strongly affected by the high-energy part,
where also the error of the derived phonon density of states is the highest. Therefore, a
cut-off energy of 40 meV was imposed on the derivations, since neither tin nor permalloy
have phonon modes above this energy. The inner energy is given for 0 K, because at this
temperature, the contribution of the high energy modes to the inner energy is the least
due to the Bose-Einstein statistics, see Eqs. [2.2I] The entropy is also given at a low
temperature of 35K, firstly, to reduce the weight of the high-energy modes as well and
secondly so that it can directly be compared to the measurements on tin nanoclusters
by Houben et al. [Houl7]. The results of Houben et al. are given in Tab. for their

smallest tin nanoclusters where the tin crystallites have a size of 35(9) nm [Houl7|. The
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5.1. Tin embedded in permalloy

Lamb-Mossbauer factor at room temperature for bulk £-Sn is taken from Barla et al.
[Bar00]. The derived Lamb-Mdssbauer factor of the measured $-Sn foil cannot be easily
extrapolated to room temperature since metallic tin has a considerable degree of anhar-
monicity and therefore, the phonon density of states of 5-Sn changes with temperature
[Bar00].

The derived thermodynamic parameters for the diluted system are drastically different
from bulk tin. Most prominent is the Lamb-Mossbauer factor, which is more than a
factor of 12 higher than bulk tin. The hardening is also visible by the increased mean
force constant. The reason becomes clear, when comparing the values to the much harder
permalloy reflected in a high Lamb-Mossbauer factor, a high inner energy and a higher
mean force constant. From the derived force constants, a force constant ratio of iron
and nickel atoms inside permalloy and of tin atoms inside the permalloy matrix can be
calculated by Ap,_p/Ap—; =2.86(1)/1.5(1)-57/119 = 0.91(6). It agrees well with the force
constant ratio predicted by the impurity model applied directly on the phonon density of
states, which provided a force constant ratio of 0.84. Thus, the result confirms that the
vibrational properties of the tin atoms can solely be described by the permalloy matrix
with only considering the differences in masses and force constants.

The 1nm tin film is also much harder than bulk tin. The Lamb-Mossbauer factor is
increased by a factor of eight. Although the phonon density of states looked similar to
the diluted system, the thermodynamic parameters differ in some aspects. Parameters
which depend more on low-energy phonons, such as Lamb-Mossbauer factor or vibrational
entropy, differ more substantially, while the force constant and the inner energy, which
depend stronger on high-energy phonons, are nearly the same within the error bars. Since
clustering of tin will likely lead to the formation of metallic tin and therefore to an increase
in low energy phonons, see phonon density of states of §-Sn in Fig. (b), the parameters
suggest that there is a certain amount of tin clusters.

The trend to a softer lattice is increased in the 2nm and 3nm tin films. Here, also
the force constant and inner energy differ stronger from the diluted system. However,
the Lamb-Mossbauer factor is still increased relative to bulk tin by a factor of seven.
Therefore, the thermodynamic properties of the tin films are mainly dictated by the
adjacent permalloy up to a layer thickness of 3nm.

From 6 nm on, the tin layer is substantially softer than the diluted system. The impact

of the interface seems to be decreased. Especially the high-energy part gets closer to
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5. Lattice dynamics of embedded thin tin films

bulk tin, which can be seen from the force constant. The mean force constant in the
20nm tin film is already close to the bulk film. Quantities which are sensitive to the
low-energy phonons, however, still differ significantly from bulk §-Sn as already noticed
from the phonon density of states. The inner energy is still increased by 16% and the
Lamb-Mossbauer factor by a factor of more than five. It is unlikely that the deviations of
the thermodynamic quantities from the values of bulk 5-Sn are caused by the interface,
since 20 nm tin corresponds to more than 40 atomic tin layers. These deviations are more

likely to be linked to the crystalline structure of the tin layer. This will be discussed later.

5.1.3. Structural characterization of the interface region

The results indicate that the thermodynamic properties of thin tin films can be tuned by
the interface up to a layer thickness of 3nm. To get more insight into the origin, conversion
electron Mossbauer spectroscopy (CEMS), X-ray diffraction (XRD) and nuclear resonance
scattering are conducted. In Fig. XRD, CEMS and nuclear resonance scattering
measurements are shown for the 3nm tin film inside permalloy. The XRD pattern exhibits
no diffraction peaks from the tin layer, but only from tantalum and permalloy. This is
not surprising since in such a thin film, the crystallite sizes are expected to be limited by
the layer thickness. Thus, if any tin crystallites are present, the small size will lead to
strongly broadened diffraction peaks. The diffraction peaks of the surrounding materials
are therefore likely to eclipse any possible diffraction peaks from the tin layer.

The CEMS spectrum, however, gives valuable information about the hyperfine structure
of the tin layer. The spectrum features a strong peak which appears to be split and a
lesser contribution around Omm/s. Therefore, the fit of the spectrum is based on the
assumption that two tin compounds are present: SnO2 and an unknown compound with
a quadrupole splitting. The fitted spectrum is plotted in Fig. (b) Based on the fit,
the unknown compound has an isomer shift of 2.16(1) mm/s and a quadrupole splitting
of 1.12(5) mm/s. SnOg contributes with a spectral weight of 13 % to the spectrum.

The splitting of the unknown compound can also be modeled with a small magnetic
hyperfine field, which might be present due to the previously discussed magnetic proximity
effect. The energy resolution of the CEMS measurement is not high enough to differentiate

between a small magnetic splitting or a small quadrupole splitting.
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Figure 5.5.: (a) X-ray diffraction measurement on the 3nm tin film embedded in permalloy.
Diffraction peaks are assigned to the crystal structure of a-Ta and (-Ta, as well as of
NisFe, the crystal structure of permalloy. (b) Conversion electron Méssbauer spectroscopy
measurement. The energy scale is relative to the isomer shift to SnO9 and for energy
conversion: 1mm/s=79.6neV. (c¢) Nuclear resonance scattering results. An external in-
plane magnetic field ﬁext was applied parallel and perpendicular to the X-ray direction,
EXray- The temporal decay are offset by a factor of 100. While the measurements show
no dependency, the simulations (red/blue) differ drastically.

In the time domain, however, the dependence of the decay pattern on the magnetic
hyperfine field orientation can be used to clarify the origin of the splitting. To influence
the orientation, an external magnetic field is used, which is strong enough to align the
magnetization of the permalloy layer and thus of the potential magnetic hyperfine field.
In the nuclear resonance scattering experiment, a 100 mT external field was used, which

is aligned in the plane of the layers.
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In Fig. (c), the temporal nuclear decay is shown for a parallel and a perpendicular
magnetic field orientation relative to the X-ray direction. Both temporal decays are
identical and thus, the temporal decay is independent on the magnetic field orientation.
In contrast, when simulating the case of a magnetic hyperfine field, the decay patterns
change drastically, when the orientation of the hyperfine field is varied. The temporal
decay therefore shows unambiguously that the splitting of the unknown compound is not
magnetic but due to the presence of an electric field gradient. Therefore, there is no
magnetic proximity effect.

The presence of a tin compound at the interface could mean that an intermetallic phase
between tin and iron and/or nickel was formed in the deposition process. Indeed, the
phase diagram of iron and tin possesses two intermetallic phases, FeSn and FeSno, which
are stable at room temperature [Kum96]. But not only with iron, also with nickel, tin
forms stable intermetallic phases at room temperature such as NigSn, NigSno and NizSny
[Nas85]. There are no intermetallic phases containing all three elements. However, if an
intermetallic phase of two of the elements is formed, e.g. iron and tin, the missing third
element, e.g. nickel, is able to form a solid solution with the other intermetallic compound
[Hual6].

Some of the nickel-tin/iron-tin intermetallic phases are paramagnetic and feature a sim-
ilar isomer shift and quadrupole splitting as the tin film inside permalloy. The hyperfine
parameters of theses intermetallic compounds are shown in Tab. While there is no
clear match, the similarity between the literature and experimental hyperfine parameters
strongly suggest that the unknown compound is an intermetallic compound. The isomer
shift increases towards the 3-Sn value of 2.56 mm/s with increasing tin amount. There-
fore, the measured 2.16 mm/s isomer shift indicates an intermetallic compound with a
high tin fraction. The hyperfine parameters of the amorphous Sn-Ni-Fe alloys are within
the same region as the one measured. Therefore, it can be concluded that the interface

of the tin-permalloy system consists of an amorphous Sn-Fe-Ni alloy.

5.1.4. °"Fe on tin

Since permalloy contains iron, the tin-permalloy interface can also be investigated by
using the °"Fe resonance. Thus, the vibrational properties of the “other side” of the

interface can be probed. Since vibrational properties of permalloy are reasonable close to
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5.1. Tin embedded in permalloy

Table 5.2.: Hyperfine parameters of paramagnetic Fe-Sn, Ni-Sn and Sn-Ni-Fe intermetallic
phases. The Sn-Ni-Fe compounds are all amorphous. For FeSn, only the paramagnetic
contribution is given, however, a magnetically split tin site is typically present as well
[Hag75]. The isomer shift is given relative to SnOs.

Compound Isomer shift (mm/s) Quadrupole splitting (mm/s) Reference

FeSn 1.87 1.60 [Hag75]
FeSny 2.18 0.89 [Chal3]
Ni3Sn 1.50 0.15 [Nai06]
Ni3Sny 1.78 1.18 [E1i73]
Ni3Sny 1.97 0.93 [Mi198]

Sn-Ni-Fe 2.35 1.13 [Szi10]
2.14 0.85 [Szi12]
1.75 1.03 [Szi12]
2.0(1) 1.18 [Lak13]
This work 2.16(1) 1.12(5) o

a-Fe, in the following a simple iron-tin interface is probed. This has the benefit to obtain
the direct phonon density of states of the interface on the iron side, in contrast to only a
partial density of state in the case of permalloy.

A nominal 0.3nm °“Fe layer was prepared on a 10 nm tin layer and capped with 8 nm
iron which was depleted of ®"Fe and tantalum to prevent oxidation. Using a different
isotopically enriched iron has the advantage to be sensitive to the first monolayer of iron
at the interface only, since a monolayer of iron has a nominal thickness of about 3 A.
The system was prepared as the previous tin samples, thus, on a cooled substrate. As
reference, a 10 nm °“Fe layer was measured which was prepared also on a cooled substrate.
The resulting phonon densities of states are shown in Fig. where the phonon density
of states of the 10 nm iron layer is shown in gray.

The reference sample has pronounced peaks at 22meV, 27meV and 34meV, which
are typically for a-Fe [Sta07|. Together with a cut-off energy of 38 meV the spectrum
has similar characteristics as permalloy as shown in Fig. [p.2(a). The interface phonon
density of states of iron looks drastically different. Besides a pronounced, broad peak
around 24 meV, there are several smaller features at 4 meV, 10 meV, 15meV and 34 meV.
In contrast to the tin phonon density of states, the iron spectrum cannot be explained

within an impurity model. The impurity model by Mannheim et al. only predicts phonon
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Figure 5.6.: Phonon density of states (PDOS) of a nominal 3 A thick 5"Fe layer on top
of 10nm tin and capped with a 8nm iron layer, which was depleted of °’Fe (red). A
reference phonon density of states of a 10nm °7Fe layer is shown in gray.

modes up to the cut-off energy of the host matrix, except for some distinct local modes.
Most of the iron phonon modes, however, lie above the cut-off energy of 5-Sn, which is
at 18 meV.

The thermodynamic parameters derived from the reference iron layer and the iron-
tin interface system are listed in Tab. [5.3] In contrast to the hardening of the tin
layers, the iron gets softer at the interface. The mean force constant is reduced by 12 %
relative to the reference iron layer. Although a softening of iron at the interface can be
expected, the drastic deviation of the phonon density of states from the reference sample is
untypical for iron at interfaces. For example, Keune et al. [Keul8| measured the interface
between iron and silver. Although silver has similar low-energy phonon modes like tin,

the measured phonon density of states of iron is only slightly shifted to lower energies. An

Table 5.3.: Lamb-Mossbauer factor, frar, inner energy, U, mean force constant F' and
vibrational entropy, Syip, derived from the phonon density of states for the Fe-Sn interface
and the 10nm iron layer. The force constant is given per atomic mass unit, which is in
the case of °"Fe equal to 57.

fry @296K U @O0K (meV) F (Nm~tamu~!) Sy, @ 35K(3kp)

Fe-Sn interface 0.66(1) 35.3(3) 2.31(4) 0.03(1)
10nm Fe 0.76(1) 37.6(1) 2.62(2) 0.02(1)
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Figure 5.7.: (a) X-ray diffraction measurement on 20 nm tin film embedded in permalloy.
Diffraction peaks are assigned to the crystal structure of a-Ta and (-Ta, as well as of
NisFe, the underlying crystal structure of permalloy. Unassigned peaks are marked by an
asterisk. Theoretical diffraction peak positions of 3-Sn are indicated in red (ICSD Col-
lection Code: 252800 [ICS]). (b) Conversion electron Mossbauer spectroscopy measure-

ment. The energy scale is relative to the isomer shift of SnOy and for energy conversion:
Imm/s=79.6neV.

important difference to the iron-tin interface is that the iron-silver phase diagram possesses
no intermetallic compounds |[Swa84]. Thus, there is less thermodynamic pressure at the
silver-iron interface for interlayer mixing.

The combined results of the measurements at the '?Sn resonance and at the ®"Fe
resonance strongly indicates that the interface of the tin-permalloy system consists of an
intermetallic compound. This intermetallic compound is presumably the reason why the
tin layer becomes harder. The effect is visible up to a tin layer thickness of 3nm. For
thicker layers, the softer tin behavior starts to dominate, presumable originating from tin
atoms in the center of the layer.

Even though an increase in softness is measurable in the thicker tin layers, the ther-
modynamic behavior of the 20 nm tin layer still differs from the expected 5-Sn behavior.
For example, the Lamb-Mossbauer factor is increased by a factor of five relative to (-
Sn. Therefore, additional XRD and CEMS measurements were conducted at this higher
thickness. The results are shown in Fig. [5.7 In contrast to the previously presented
tin-tantalum system, see Fig. , the XRD pattern in Fig. (a) exhibits no diffraction

peaks at the theoretical positions of the 5-Sn structure, as indicated in the figure. How-
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5. Lattice dynamics of embedded thin tin films

ever, there are diffraction peaks, marked by an asterisk, which have a similar pattern as
[B-Sn, especially the double-peak feature around 30°. The peaks could not been assigned
to any tin crystal structure, as well as to any tin oxide or intermetallic compound with
iron or nickel. Also a scaling of the lattice constants of 5-Sn did not reproduce the peak
positions. The origin is therefore not known, but due to the similarity to the 5-Sn diffrac-
tion peak pattern, a strongly distorted [5-Sn crystal lattice might be present. Also the
CEMS spectrum lacks a $-Sn contribution at 2.56 mm/s, while instead a tin compound
with an isomer shift of around 2.2mm/s is visible. The spectrum in Fig. [5.7(b) was fit-
ted with two tin compounds: The interface compound with the parameters as previously
derived, see Tab. and an unknown compound. With the parameters of the interface
compound fixed, for the unknown component an isomer shift of 2.22(2) mm/s and no
quadrupole splitting was obtained by the fit using the software CONUSS. The spectral
weight of the unknown compound is 94.3(4)%. Since these values do not match with any
nickel-tin or iron-tin intermetallic compound, see Tab. [5.2] and it seems unlikely that the
whole 20 nm tin layer formed one intermetallic compound layer with permalloy, the same
conclusion as from the XRD measurement can be drawn: The tin layer appears to be in a
highly disturbed crystalline structure. Moreover, the measured phonon density of states
of the 20nm tin film embedded in permalloy exhibits 5-Sn like features, e.g. the cut-off
energy, and strong deviations in the low-energy phonon regime, e.g. the missing van-Hove
singularity at 5meV. The lack of low energy phonons might be related to a small crystal-
lite size which imposes a maximum phonon wavelength, assuming that phonons cannot
propagate beyond a grain border.

The growth of small and strongly disturbed tin crystallites are common in layers pre-
pared at cryogenic temperatures [Buch2|. At the moment of deposition, the tin crystal
structure is expected to be amorphous and recrystallizes when the sample is brought
to room temperature. The recrystallization process of the tin layer is sensitive to the
roughness of the substrate and potential impurities [Bucb2]. Therefore, it is reasonable
to assume that the tin layer recrystallizes when embedded in the nanocrystalline tan-
talum, as seen in the previous chapter, while the recrystallization is suppressed in the
polycrystalline permalloy. However, the presented results do not allow an unambiguous

identification of the origin.
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Table 5.4.: Lamb-Mossbauer factor, frys, inner energy, U, mean force constant F' and
vibrational entropy, Syip, derived from the phonon density of states for embedded tin in
varying materials. The force constant is given per atomic mass unit, which is in the case
of 198n equal to 119 and for "Fe 57.

Material fry @ 296K U @ 0K (meV) F (Nm~tamu~!) Sy, @ 35K(3kp)

B4C 0.10(1) 18.7(5) 0.66(3) 0.21(1)
Au 0.12(1) 21.1(5) 0.82(3) 0.17(1)
Cr 0.13(2) 20(2) 1.0(2) 0.16(1)
Ta 0.14(1) 22.7(6) 0.94(4) 0.16(1)
Ti 0.18(1) 22.3(5) 0.95(4) 0.16(1)
Fe 0.24(1) 22.0(6) 1.04(5) 0.12(1)
Py 0.28(1) 24.9(3) 1.28(3) 0.11(1)

5.2. Variation of the embedding material

The results from tin films embedded in permalloy show that the thermodynamic behavior
of thin tin films are influenced by the interfaces to permalloy up to a tin layer thickness of
about 3nm. In the following, the thermodynamic properties of the surrounding material
will be varied in order to evaluate if the vibrational behavior of thin tin layers can be
changed on purpose.

For this study, 2nm tin layers are embedded inside materials, which cover a broad
range of thermodynamic properties. These trilayers are themselves sandwiched between
two tantalum layers. The chosen materials are boron carbide, gold, chromium, tantalum,
titanium and iron. The measured tin phonon density of states for each system is shown in
Fig. The derived thermodynamic parameters are listed in Tab. [5.4] In the following,

each system will be described in more detail.

Tin in boron carbide

In contrast to all other materials, boron carbide (B4C) is not a metal but a semiconductor,
where the atoms are covalently bonded. As typical for carbide systems, boron carbide is
extremely hard. For example, its bulk modulus is 247 GPa [Liu20], which is the highest
value of all investigated materials. The hardness is also reflected in its phonon density of

states.
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Figure 5.8.: Phonon density of states (PDOS) of a 2nm tin film inside of (a) boron
carbide, (b) gold, (¢) chromium, (d) tantalum, (e) titanium and (f) iron. For comparison,
the PDOS of bulk 8-Sn is plotted in (a) and the PDOS of 2 nm tin in permalloy is plotted
in (f) (both in gray). The derived Lamb-Mossbauer factor fi,, is given for each system.
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5.2. Variation of the embedding material

The phonon density of states was for example calculated by Liu et al. [Liu20] using
density functional theory. Neglecting the high energy modes at about 200 meV, the cut-off
energy is at 140 meV. Since most phonon modes are at these high energies, the number of
phonon modes below 20 meV is tiny. Therefore, the overlap with phonon modes of 5-Sn
is nearly zero.

In Fig. [5.§(a), the phonon density of states of the 2nm tin film embedded in boron
carbide is shown together with the density of states of bulk $-Sn (gray). Except of some
smaller deviations, the shape of the spectrum is similar to $-Sn. The hardness of boron
carbide seems to have no effect on the tin layer. Most of the deviations are likely to be
caused by the thin layer thickness than by the contact to boron carbide. The suppression
of the phonon peaks at 5meV and 15meV and the slight increase in low-energy phonons
below 5meV are typical features of nanocrystalline materials [R6h99]. Only the high
energy phonon modes might be caused by the vicinity to boron carbide. Parshin et
al. |Parl2] investigated a similar system with tin inside of porous glass. The resulting
phonon density of states has the same features as the tin/boron carbide system. A possible
bonding between tin atoms and boron carbide could lead to an increase in high energy
phonon modes.

In general however, the thin tin film is not affected by the boron carbide surrounding
and behaves like $-Sn, contrary to the tin-permalloy system. Therefore, the tin-boron
carbide interface appears to be not impacted by mixing or the formation of tin compounds.
The Lamb-Mossbauer factor in the tin film is 0.10(1) and, thus, is less increased relative
to bulk S-Sn than in the tin films embedded in permalloy.

Tin in gold

In contrast to boron carbide, gold has a phonon density of states in an energy range very
close to the energy range of the phonon density of states of 5-Sn. Additionally, gold and
tin form intermetallic compounds |Liu03| and therefore, the phonons of the tin layer are
expected to be influenced.

The phonon density of states of the thin tin layer inside gold is shown in Fig. [5.8(b).
While the acoustical 5-Sn phonon peak at 5meV is visible, the strong peak at 17 meV
indicates that the tin is heavily affected by the surrounding gold. The phonon density of
states of bulk gold in its fcc crystal structure is shown in Fig. [Sch81]. The spectrum
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Figure 5.9.: Phonon density of states (PDOS) of a 2nm tin film inside of gold. Theoretical
calculated PDOS of bulk Au is shown in gray (dotted line). The experimental PDOS was
fitted according to the Mannheim model [Man71] with a force constant ratio of 1.168 and
40.6% bulk tin. The fit is shown in red.

lies nearly completely within the spectrum of bulk S-Sn with just a slightly larger cut-off
energy at 19 meV.

The obtained phonon density of states can be modeled by a linear combination of the
phonon density of states of bulk £-Sn, gg,, and of tin as an impurity inside of the gold
matrix, gimp. The latter contribution is again calculated by using Mannheim’s impurity
model. Since both phonon density of states are based on bulk materials, an additional
damping needs to be included to describe the nanocrystalline system correctly. Phonon
damping inside nanocrystals can be modeled by a damped harmonic oscillator [Full0].
In this model, the original phonon density of states gg gets convoluted by an energy
distribution D(E’, E) of a damped harmonic oscillator parameterized by a quality factor

(). The damped phonon density of states gg is then calculated by, [R6h99)

9a(E) = /0 " D(E,E')go(E')dE', with (5.6)
1 1
TQE (EJE —E'JEZ+1/Q%

D(E,E') = (5.7)

The quality factor is assumed to be constant over the range of phonon energies. The
model was successfully applied to reproduce the phonon density of states of nanocrystals

in a number of studies, e.g. |R6h99; Sta07; [Houl7|. It is based on the description of
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5.2. Variation of the embedding material

the dynamical structure factor in inelastic neutron scattering to incorporate anharmonic
phonon interactions [Fak97].

The experimental phonon density of states gex, was modeled to,

Jexp = WSn * 9d,Sn + Wimp * Gd,imp- (58)

with the factors ws, and wim, to weight the individual contributions of 3-Sn and the
impurity phonon density of states. The weight factors, the quality factors for both damped
oscillators, Qgy and Qimp, and the force constant ratio for the impurity density of states
were used as fit parameters. The result is shown in Fig. (black line). The resulting
fit parameters are: wgy = 40.5%, Qsn = 100, Wimp = 59.5%, Qimp = 10.5 and the force
constant ratio Ay_p/Ap_; = 1.17. The model matches the experimental data well. The
fact that more than 50 % of the tin atoms behave like impurity atoms in gold indicates
that a substantial amount of tin diffused into gold. Moreover, the presence of pure 5-Sn
clusters indicate that either a tin recrystallization process after deposition occurs or that
the diffusion is so strong that tin clusters segregate along the diffusion paths. Overall
it can be concluded that gold has a strong impact on phonons in the thin tin layer.
However, since the thermodynamic properties of both metals are similar, the hardness
of the tin layer is only slightly changed. This can be seen in the moderately increased
Lamb-Méssbauer factor of 0.12(1) in the tin film.

Tin in chromium, tantalum and titanium

The previous two cases featured a material with a vastly different thermodynamic behavior
(boron carbide) and a material with a similar behavior compared to $-Sn (gold). In the
following, three metal materials are looked at in more detail, chromium, tantalum and
titanium, whose thermodynamic behaviors lie in between gold and permalloy.

The bulk phonon density of states of bce-chromium, bec-tantalum and hep-titanium
are shown in Fig. [5.10] All three metals have a higher cut-off energy than S-Sn with
tantalum at 21 meV, chromium at 40 meV and titanium at 38 meV.

In Fig. [5.8 the obtained phonon densities of states of 2nm tin layer embedded in
chromium (c), tantalum (d) and titanium (e) are shown. All three spectra exhibit a broad
phonon peak around 10 meV (tantalum), 12meV (chromium) and 13meV (titanium). In

chromium there is an additional small feature at 14 meV.
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Figure 5.10.: Calculated phonon density of states (PDOS) of (a) bce-chromium and (b)
bee-tantalum by using literature force constants [Sch81]. (c¢) Reprinted PDOS of hcp-
titanium with permission from Rudin et al. [Rud04] (Copyright (2004) by the American
Physical Society). For unit conversion: 4.1meV = h-1THz with h being the Planck
constant.

The cut-off energy of the tin phonons seems not to correlate with the cut-off energy
of the adjacent material (20 meV in chromium, 28 meV in tantalum and about 30 meV in
titanium).

Especially in chromium, where the cut-off energy is similar to permalloy, no tin phonon
modes are visible above 20 meV. This indicates that tin and chromium do not mix at

the interface. Indeed, no intermetallic compound between chromium and tin is reported
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5.2. Variation of the embedding material

in the literature. Still, the measured phonon density of states differs strongly from (-
Sn, except from some smaller features, e.g. at 14meV. As already previously seen in
permalloy, this might be caused by a distorted crystal structure in the tin film of only
2nm thickness. The two effects combined, no mixing and distorted crystal structure,
leads to a Lamb-Mossbauer factor of 0.13(2).

In tantalum and titanium, on the other side, the increased cut-off energy of the tin
phonons corresponds better to the cut-off energy of the phonons in tantalum and titanium.
Tin in tantalum even provides phonon energies above the theoretical cut-off energy of
tantalum phonons. This is likely related to the nanocrystalline structure of tantalum,
which leads to an increased damping, and a possible presence of the metastable tetragonal
tantalum phase. Tetragonal tantalum can be even the dominant crystal phase in thin
tantalum films and is thermodynamical harder than bec tantalum [Abal9]. The high
energy phonon modes indicate the presence of tin-tantalum intermetallic compounds,
such as TagSn or TagSng [Marl7]. Even though tantalum and tin seem to mix at the
interface, the tin layer hardness is only moderately increased with a Lamb-Mossbauer
factor of 0.14(1) since tantalum does not provide high energy phonons.

The tin-titanium phase diagram provides a variety of stable tin-titanium intermetal-
lic crystal phases [Okal(]. Accordingly, the tin layer has phonon modes up to 30 meV.
However, most of the spectral weight in the tin phonon density of states is located be-
low 20meV. Thus, contrary to the previous cases, the possibility to form intermetallic
compounds does not lead to a strong increase in high energy phonon modes in the tin
layer. Nevertheless, the additional lack of low-energy phonon modes results in a Lamb-
Méssbauer factor of 0.18(1).

Tin in iron

To complete the material study, also the tin-iron system is investigated. The tin phonon
density of states is shown in Fig. (f) In the previous section, this system was discussed
already in detail. In comparison to permalloy, shown in gray in the figure, the iron-
tin system behaves similarly with a small spectral weight shift to lower energies. This
might indicate less mixing at the interface in relation to the permalloy-tin interface.
However, overall, the phonon density of states behaves like in the permalloy system,

which is expected due to the chemical and thermodynamical similarity between iron and
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5. Lattice dynamics of embedded thin tin films

permalloy. The Lamb-Mossbauer factor in this system is 0.24(1) and thus slightly smaller
than in the permalloy-tin system, which also is visible by comparing the force constants
in Tab. [5.4] The mean force constant of tin in iron is about 20% smaller than of tin in

permalloy.

5.3. Discussion

In summary, the results show that the vibrational behavior of thin tin films is influenced
by the thermodynamic properties of the adjacent material, the mixing at the interface
and the crystalline structure of the tin layer. The obtained tin phonon density of states
varies from a near $-Sn system in boron carbide to a strongly distorted phonon spectrum
with modes much higher than the 5-Sn cut-off energy in permalloy.

Interfaces between thin films are known to be highly complex. Especially interdiffusion
plays an important role in the mixing of two adjacent materials. At room temperature,
diffusion in thin films is mainly dominated by diffusion along grain boundaries [Poa&1].
Here, the highly disturbed crystal lattice leads to a high atomic mobility [Sut96]. There-
fore, grain boundaries act as short-circuit paths for diffusion. Diffusion inside grains,
meaning lattice diffusion, is typically many orders of magnitude slower than grain bound-
ary diffusion at room temperature. However, an indirect lattice diffusion can occur, if the
grain boundaries migrate: If the grain size changes, previously diffused atoms along the
grain boundary will be integrated inside the grain [Sut96]. This “migration” of the grain
boundaries occurs, for example, during an annealing process.

The exact diffusion mechanism differs strongly from system to system and simple pre-
dictions can hardly be made. Singh et al. |Sin84] investigated self-diffusion of tin in films
with thicknesses of a couple of hundred nanometers. The films were prepared via thermal
evaporation on either a water-cooled substrate or a cryogenically-cooled substrate (liquid
nitrogen). While in both systems the grain boundary diffusion is several orders of mag-
nitude higher than lattice diffusion at room temperature, the films which were prepared
on the cryogenically-cooled substrate showed significantly enhanced diffusion dynamics.
The deposition on a cryogenically cooled substrate leads to smaller crystallites size in the
thin film and therefore to more grain boundaries. As a consequence, the grain boundary
diffusion is enhanced. While this study was focused on tin films, the influence of the

cooling deposition method on other metal films is likely to be similar. Thus, the applied
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preparation method increases the interdiffusion and therefore renders engineering of the
thermodynamic properties of tin layers possible.

The driving force for the grain boundary diffusion is generated by chemical potential
differences. Especially when intermetallic compounds can be formed, there is a strong
desire by the materials to mix [Poa81]. In the above described inelastic measurements,
the systems, where tin forms intermetallic compounds with its adjacent material, showed
a strongly distorted phonon density of states with phonon modes above the cut-off energy
of 8-Sn. On the other side, in systems, where tin does not form intermetallic compounds,
i.e. in boron carbide and chromium, the measured phonon density of states features
predominantly low energy phonons in the region expected for $-Sn. Especially in boron
carbide, which has covalently bonded atoms and an amorphous film structure, mixing
at the interface, and therefore diffusion, appears not to be present at all. Amorphous
materials are homogeneously disordered, meaning there is no long distance order and also
no grains. Therefore, there are no grain boundaries, which would provide a short circuit
diffusion path. Due to the lack of mixing, the tin re-crystallizes upon annealing to room
temperature and therefore vibrational behavior of 5-Sn can be measured.

The tin-chromium system provides a different case. Even though, no intermetallic
compounds can be formed, chromium is likely to be in a nanocrystalline crystal form.
That means, that the film structure is inhomogeneously disordered, because it consists
of nanometer sized crystalline grains between which the chromium is strongly disordered.
Therefore, there are short circuit diffusion paths in contrast to the amorphous boron
carbide films. Thus, at the tin chromium interface, diffusion to a small extend is possi-
ble. Since the tin film is only 2nm thick, which are about five atomic layers, chromium
impurities can lead to a suppression of the re-crystallization process of tin [Bucb2|. Sub-
sequently, although tin only mixes up to a small amount with chromium, the suppression
of crystallization could lead to the still distorted phonon density of state measured in the
tin chromium system.

In contrast to the cases of chromium and boron carbide, the tin-gold system forms mul-
tiple intermetallic compounds. Additionally, gold is known to strongly interdiffuse with
its surrounding material [Poa81]. Thus, not only intermetallic compounds are formed at
the interface but also a tin segregation along the grain boundaries can be expected. This
is confirmed by a high resolution transmission electron microscopy (HR-TEM) measure-

ment which was combined with energy dispersive X-ray spectroscopy (EDX) to allow for
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Figure 5.11.: (a) Schematic of the gold-tin layer structure. (b) High resolution trans-
mission electron microscopy measurement combined with energy dispersive X-ray spec-
troscopy. The chemical elements are color coded: Silicon (red), gold (blue) and tin (green).

element detectionlﬂ The measurement was performed on a gold-tin layer system which
was not capped by tantalum. A schematic of the sample is shown in Fig. |5.11j(a). The
result of the EDX HR-TEM measurement is shown in Fig. [5.11(b). Even though the
preparation method ensures that tin was only deposited between both gold films, tin
is found below and above gold. Thus, tin diffusion in gold must be so strong that tin
atoms diffused through the gold layer and segregated on the surface. This mechanism was
enhanced in this particular layer system since no tantalum was deposited on top of the
sample. Therefore, there is a thermodynamical pressure on tin to diffuse to the surface
in order to oxidize. This phenomenon can also be found in gold-titanium systems, for
example [Poa81|. Thus, the gold-tin system is affected by strong interdiffusion, leading
to the formation of gold-tin intermetallic compounds and segregation of tin.

In conclusion, the thermodynamic properties of a thin tin film can be tuned by em-
bedding it in an appropriate metal. The requirement is interdiffusion at the metal-tin
interface, which can be achieved by choosing a material which forms intermetallic com-
pounds with tin. The phonon density of states of the tin film is then strongly influenced
by the phonons of the adjacent material. The influence can be simulated within an im-
purity model, even though not in all cases, e.g. not in tantalum or titanium. With a
thickness above 3nm the tin layer behaves increasingly like tin, since the influence of the
interface influence decreases.

In the investigated systems, the thin tin layer embedded in permalloy has the most

increased hardness. The Lamb-Méssbauer factor in the 1 nm tin film is 0.33(1). Therefore,

Leconducted by Eurofins Material Science Netherlands B.V.
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Figure 5.12.: Temporal nuclear decay of 2nm tin embedded between two 10 nm titanium
layers. The fit is shown in red.

the nuclear resonance scattering cross-section is increased by a factor of more than eight
relative to bulk 5-Sn. From a nuclear quantum optics perspective, the tin-titanium system
offers the most with an increased Lamb-Maossbauer factor of 0.18 and a material (titanium)
with a low density (4.5g/cm3). However, to employ thin tin films in nuclear quantum
optics, the Lamb-Maossbauer factor is only one aspect. A second important aspect is
the hyperfine structure of the tin film. An unperturbed hyperfine structure is desired in
order to have an ideal two-level quantum system. Therefore, nuclear resonance scattering
was conducted on the tin film embedded in titanium. The nuclear decay recorded at an
incidence angle of 0.242° is shown in Fig. [5.12] The decay exhibits multiple beats which
indicates already a splitted hyperfine structure. A fit was produced by assuming a [5-Sn
site with the theoretical values for isomer shift and quadrupole splitting, see Tab. [2.1]
and an unknown tin compound. By using the software CONUSS, the unknown compound
contributes to the hyperfine structure by 46(1)%, is isomer shifted relative to 5-Sn by
0.89(1) mm/s and has a quadrupole splitting of 0.67(1) mm/s. These values are close to
TigSn: Isomer shift relative to §-Sn of 0.78 mm/s and quadrupole splitting of 0.99 mm/s
[O’B03|. Thus, even though the thermodynamic properties might allow to use tin films
inside titanium for nuclear quantum optics, due to the perturbed hyperfine structure, the
tin films provide no benefit over typical iron thin films. Also tin inside permalloy has,
as shown in Fig. 5.5 a complex hyperfine structure. Thus, while the goal of engineering

the thermodynamic properties to increase the Lamb-Mossbauer factor of thin tin films
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was achieved, the enhancement of the crystal rigidness came so far at the expense of an
increasingly perturbed hyperfine structure. Therefore, for the following nuclear quantum
optics experiments, tin dioxide layers are prepared, since stannic oxide has in its bulk
form a high Lamb-Mossbauer factor.

Apart from nuclear resonance scattering, the ability to engineer the phonon density of
states in thin tin films allows tune the thermal conductivity for thermoelectrical appli-
cations or the design of phonon-photon cavities for the investigation of acousto-optical

interactions.
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In nuclear quantum optics, the fundamental aspects of photon-matter interaction in the
X-ray regime are investigated by the excitation of nuclear resonances. Thereby, the nu-
cleus with its extremely narrow resonance linewidth combined with an ideally unsplit
hyperfine structure models a prototypical two-level quantum state system. Due to the co-
herent nature of the nuclear excitation, also collective effects of an ensemble of nuclei are
accessible. An important requisite of nuclear quantum optics studies is the thin film cav-
ity. The design of a thin film cavity was described in section[3.4] A strong enhancement of
the excitation field can be achieved inside the thin film cavity, and thus an enhancement
of the interaction strength between nuclei and X-rays. By different designs of the thin
film cavity, quantum optical effects were measured in the X-ray regime, e.g. the collec-
tive Lamb shift [Roh10], electromagnetically induced transparency [Roh12|, subluminal
propagation of the X-ray pulse [Heel5| or the observation of Rabi oscillation between two
resonant layers [Hab17].

While the design of the thin film cavities were varied, all studies so far employed the
nuclear resonance of °’Fe at 14.41keV. °"Fe has some advantages in comparison to other
isotopes, however also some disadvantages. The nuclear properties of °’Fe in comparison
to the 119Sn resonance are listed in Tab. [6.1l The resonance linewidth is even narrower
in 57Fe than in ''”Sn with a natural linewidth being five times smaller than the linewidth
of 119Sn. Additionally, the nuclear resonance absorption cross section is nearly twice as
high at the iron resonance. But, more importantly than the nuclear properties, common
iron compounds have suitable material properties for thin film studies. Iron and most of
its typical intermetallic compounds are easy to handle materials and have typically high
Lamb-Méssbauer factors of about 0.8. It is therefore not surprising that ®"Fe is the most
common isotope in Mossbauer studies. Also most beamlines at synchrotrons which offer
nuclear resonance scattering are typically equipped with a well running setup optimized

for the °"Fe resonance.
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Table 6.1.: Comparison of the nuclear parameters between the isotopes ''Sn and °7Fe
taken from [MED|. Advantageous parameters for nuclear quantum optics are colored
in green. The nuclear resonance cross section, og, was calculated by equation and
the electronic absorption cross section by the use of the scattering factor fs provided
by [CXR], see section [3.3.1 The magnetic moments are given in units of the nuclear
magneton gy = 5.051 x 10727 /T.

Parameter 198 9TFe
Energy (keV) 23.88 1441
Lo (neV) 25.3
70 (ns) 26.0
Natural abundance (%) 2.1
Magnetic moment (ground) (ux) 0.09
Magnetic moment (excited) (un) -0.15
Quadrupole moment (ground) (barn) 0.0 0.0
Quadrupole moment (excited) (barn) 0.09
Internal conversion factor o 8.2
Nuclear resonance absorption cross section og (kbarn) 1379.6
Total electronic absorption cross section at resonance opj, (kbarn) 5.83
Nuclear to electronic ratio og/opp, 439.1

However, the major disadvantage of the °“Fe nuclei is that most iron compounds have
a split hyperfine structure, especially in thin films. This can be troublesome in nuclear
quantum optics experiments, where a clean two-level quantum system is mostly desired.
For example, metallic iron in its « crystal structure is ferromagnetic at room temperature,
which leads to a magnetic hyperfine field of about 33 T and therefore to a magnetic split-
ting of the nuclear levels. To counter that, iron thin films are prepared with thicknesses
below 1 nm, since the ferromagnetic phase is not stable in these ultrathin films. However,
a strong quadrupole splitting is found in these films with strengths of about seven times
of the natural linewidth of the 5"Fe resonance [R6h10]. Also paramagnetic compounds
with iron such as stainless steel in its austenitic phase have, when prepared as thin films,
a strong quadruple splitting [Sah11l]. Therefore, a thin film material, which only has a
single nuclear transition, has yet to be found.

This chapter introduces the "?Sn resonance for nuclear quantum optics experiments.

Since it is also a common Maossbauer isotope, most nuclear scattering beamlines are
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equipped with a setup designed for the ''”Sn resonance. As Tab. shows, there are
multiple nuclear properties where 19Sn nuclei are superior to °’Fe nuclei. The most ob-
vious advantage is its higher resonance energy, which leads to less electronic absorption
as specified by the total electronic absorption cross section in Tab. [6.1] This is espe-
cially important for thin film cavities since less electronic absorption leads to higher field
enhancements in the cavity. For nuclear quantum optics studies, the most interesting
parts are the material properties of tin and its compounds. The metallic S-Sn phase
is paramagnetic and thus has no magnetic hyperfine field. The hyperfine structure is
only perturbed by a tiny quadrupole splitting which is smaller than its natural linewidth
[Soa73|. This might change in thin films and is heavily dependent on its environment as
seen in the previous chapter. Also stannic oxide (SnO3) is non magnetic and has only
a small quadrupole splitting of about two times its natural linewidth. Thus, £-Sn and
tin dioxide have only slightly perturbed hyperfine structures and are therefore close to a
prototypical two-level quantum system.

A disadvantage of tin is its low Lamb-Maossbauer factor. Especially the metallic (-
Sn phase with its Lamb-Mossbauer factor of 0.04 is therefore unattractive for nuclear
quantum optics experiments, since the probability for a coherent elastic scattering process
is strongly decreased. By tuning the thermodynamic properties of the thin tin films, the
Lamb-Mossbauer factor can be increased, as described in chapter [5} However, so far
an increase of the Lamb-Mossbauer factor was accompanied by a perturbed hyperfine
structure. An alternative is tin dioxide. The oxide compound has already a high Lamb-
Mossbauer factor of 0.6 in its bulk form and therefore no engineering of the thermodynamic
properties is needed. Consequently, diffusion at the interface should be suppressed in
order to have bulk tin dioxide hyperfine properties in the tin dioxide film with its only
small quadrupole splitting. Thus, for the following experiments, the tin dioxide films are
embedded in boron carbide since the tin-boron carbide system showed only little signs
of interface diffusion in the previous chapter. In combination with the covalently bound
atoms in tin dioxide, interlayer diffusion should be drastically reduced. Even though a
Lamb-Méssbauer factor of 0.6 is still smaller than of typical iron compounds, the 19Sn
resonance is less likely to decay via an internal conversion process than %" Fe, as quantified
by the internal conversion factor in Tab. [6.1} Thus, roughly the same amount of tin nuclei
in tin dioxide take part in nuclear resonance scattering than iron nuclei in typical iron

compounds.
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6. Quantum optics with 19Sn

Since the hyperfine structure of tin dioxide films should not change with the thickness,
studies of thin film cavities embedding also thick resonant layers can be performed. In this
chapter, the collective Lamb shift is measured in thin film cavities containing tin dioxide
films with increasing thicknesses. In the following, a brief description of the collective

Lamb shift is given before the results of the thin film cavities are presented and discussed.

6.1. The collective Lamb shift

In its theoretical description, the collective Lamb shift resembles the “normal” single-atom
Lamb shift. While the latter is connected to the spontaneous decay of an excited state
placed in a reservoir of infinite photon modes, the collective Lamb shift is connected to
the superradiant decay of a coherently excited ensemble of resonators.

A theoretical review of the superradiant decay and the collective Lamb shift is given,
e.g. by Gross et al. [Gro82|. The main condition for superradiant decay is that the generic
ensemble of resonators consists of indistinguishable constituents. Therefore, the system
state and its evolution does not change under all permutations of its constituents. When
a light pulse coherently excites the ensemble, the excitation is then delocalized over all
constituents of the ensemble. The coherently excited state |1.) can mathematically be
expressed by [R6h20],

| N
|the) = ﬁza]@a) |Go(a)), (6.1)

which is the sum over all N resonators with resonator a being in the excited state |e,),
while all others are in the ground state |G(a)), which is a sum over all individual ground
states excluding resonator a. Due to the delocalization, the subsequent decay is NV times
more probable. Hence, the decay is N times accelerated, an effect which is called “super-
radiance”.

A complete description of the ensemble within a quantum mechanical framework leads
not only to the superradiance phenomenon but also to an energy shift of the resonance
[Gro82]. The energy shift originates from the interaction of one resonator with the photon
modes of a reservoir of infinite photon modes (Lamb shift) and from an additional inter-
action between different resonators. The latter contribution is mathematically described
by the exchange of virtual photons between the resonators, and leads to a term which is

equal to a dipole-dipole interaction [Gro82]. Due to its similarity to the Lamb shift, the

102



6.1. The collective Lamb shift

energy shift of the collectively excited nuclei is called collective Lamb shift.

The discussion so far is limited to the case where the wavelength of the incident radiation
is much bigger than the spatial dimensions of the ensemble, i.e. kR < 1, with k£ being
the wave vector and R the spatial dimensions of the ensemble. If this condition fails,
the excitation of each constituent is weighted by the phase factor ¢ihTa accounting for the

resonator position 7,. Then, the collective excitation is given by [R6h20)],

[Ye) = \/—Zelkm‘ea |Go(a)) . (6.2)

For example, the resonance of a single resonator is given by,

1

E -
HE) < ity

(6.3)
where Ej is the resonance energy and I'g is the resonance linewidth. In the large ensemble
limit, i.e. KR > 1, the incorporation of collective effects leads to a replacement of i’y
with a complex-valued correction A, given by [R6h20],

277an

S
AC:z’FC(l—Z> with T, =

——7T 6.4
= 0 (6.4

with p, being the number density of the resonators and S an ensemble geometry depen-
dent factor. The imaginary part of A, results in a broadening, the superradiance, and
the real part leads to an energy shift, the collective Lamb shift. The correction A, de-
pends therefore on the density of resonators, as expected for collective effects, and on the
ensemble geometry, quantified by the factor S.

The description of the collective excitation in Eq. is identical to the description of a
nuclear exciton, see Eq. 2.15 Thus, the coherent nature of the nuclear excitation renders
the measurement of collective effects such as the collective Lamb shift in general possible.
The measurement, however, requires a strong coupling strength between the nuclei and
photons since otherwise the collective effects are easily eclipsed by inhomogeneous broad-
ening effects, originating from slight variations in the environment of the nuclei [R6h20).
Such a strong coupling strength is provided inside a thin film cavity [R6h10]. In the thin
film cavity, the incident radiation is strongly enhanced due to the formation of a standing

wave, see section [3.4] If the resonant nuclei are placed in the center of the cavity, where
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6. Quantum optics with 19Sn

the enhancement is the strongest, the nuclei can interact with the high photonic density
resulting in a strong enhancement of the collective effects. E.g. in a thin film cavity
containing an ultrathin iron layer, a collective Lamb shift was measured which shifted the
resonance by nine times the natural linewidth [R6h10].

The dynamics of the nuclear ensemble inside a thin film cavity can be described by
the transfer matrix method, which was briefly explained in section [3.3.1} In this method,
each layer is described by a layer matrix, which incorporates the light propagation along
the reflection channel and the transmission channel. Thereby, the light pulse is assumed
to incide on the sample under a small angle ©. The layer matrix of layer i, L;, is given
by [R604],

(6.5)

: -k :
L; =il with FZ-:(fZ 0 fi )

—fi  —Jfi—koz

with d; being the layer thickness, kg, the z-component of the incident light wave vector,
i.e. ko, = kpsind, and f; the scattering amplitude of layer i. In general, f is polarization
dependent and is therefore a 2x2 matrix [R604]. However, for the here assumed case of
non-magnetic scattering, the polarization of the photon does not change after scattering
rendering f a scalar quantity. The scattering amplitude f incorporates electronic and

nuclear scattering and is given by,

T on(—refi+irefa+ ), (6.6)

f:kT)ZP

with p, being the number density, fi and fo the atomic scattering factors, as described
in section |3.3.1, and fn the nuclear scattering amplitude given by Eq. for the ideal
case of no hyperfine splitting. The transfer matrix M, as defined in section is then
given by the matrix product of all layer matrices: M = []; L;.

With the transfer matrix calculated, the reflection coefficient of the thin film cavity
can be determined by the transfer matrix components with r = —Mas; /Mas. With this
method, arbitrary thin film structures can be calculated. All information about the
hyperfine structure of the resonant layer is contained in the nuclear scattering amplitude.

To calculate a thin film cavity with an embedded resonant layer, a compact analytical
solution can be found if the resonant layer is assumed to be ultrathin. For an ultrathin

resonant layer, the matrix exponential of the resonant layer matrix, L, can be truncated
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6.1. The collective Lamb shift

after first order, leading to [R604]
Ly = NN ~ (I, +idyF ), (6.7)

where I5 is the 2x2 identity matrix and dy the thickness of the resonant layer. Assuming
a single nuclear transition with a Lorentzian resonance, the nuclear scattering amplitude
is given by Eq. [2.13] Within the ultrathin film approximation, the reflection coefficient
of the thin film cavity is then given by, [R604]

1
X E—Eo+ilo/2+ A,

Ty , _ Jimoo
Ac =i~ fopndn ([Re(pg)| +ilm(pg)) and  fo == 7,

r(E) with (6.8)

(6.9)

where oy is the resonant cross-section as defined in Eq. [2.14] frs is the Lamb-Mossbauer
factor, py is the number density of the resonant isotope. The cavity enters the equation
by the field amplitudes p and ¢ at the position of the resonant layer. They are calculated
by a truncated transfer matrix, which connects the field amplitudes at the position of
the resonant layer with the field amplitudes above the cavity. Similar to Eq. the
truncated matrix M, at the position of the resonant layer is defined by, [R604]

ET EF
(?):MW(%> (6.10)
Bl E}

with 2y being the depth position of the resonant layer and (E7, EfN) the field amplitudes

ZN?
at the position of the resonant layer in the transmission and reflection channel. The

truncated matrix M, includes all layer matrices from the resonant layer to the uppermost

layer. The total field amplitude at the resonant layer is therefore given by,
Bl + B = ((MZN)H + (MZN)21) Eg + <(MZN)22 + (MZN)12> Ey, (6.11)

where (M. ),;; are matrix elements of the truncated transfer matrix. The amplitudes p
and ¢ are then defined by, [Roh10]

p=(Mzy); +(Mzy)y, and  g=(Mzy )y + (Mzy)s- (6.12)
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6. Quantum optics with 19Sn

The parameters p and ¢ are therefore the field amplitudes from the transmission channel
and reflection channel contributing to the total field amplitude at the position of the
resonant layer. For the calculation, resonant interactions are excluded [Roh10], therefore,
p and q capture the field enhancement effect of the “empty” cavity.

In Eq. [6.8, the complex-valued correction A. carries again the information about the
collective excitation with the imaginary part being the superradiant broadening and the
real part the collective Lamb shift. Thereby, the Lamb shift appears to be negative
indicating an attractive force between the resonators similar to the van-der-Waal force.
Within the ultrathin film approximation, the collective Lamb shift scales therefore with
the areal density of the resonant layer pydy and the wave field amplitudes, p and ¢, at
the position of the resonant layer, i.e. the field enhancement of the thin film cavity. The
exact geometry of the nuclear ensemble, however, does not play a role in the ultrathin
film approximation, since the film dimension is much smaller than the wavelength of the
standing wave formed in the thin film cavity and therefore, exp (iEFa) ~ 1.

With increasing layer thickness, the collective Lamb shift is expected to increase.
Within the ultrathin layer approximation, the increase is linear provided that the field
enhancement is constant. The latter assumption, however, is hardly true since the res-
onant layer disturbs the wave field in the cavity substantially with increasing thickness
due to electronic absorption. Additionally, the wave field within the resonant layer varies
for an increased layer thickness, rendering the phase factor of Eq. important.

In Fig. (a), the energy dependent reflectivity R(E) = |r(E)|?, is shown for thin film
cavities embedding increasingly thick tin dioxide layers. The thin film cavity consists
of a boron carbide guiding layer sandwiched between two platinum mirror layers. The
thickness of the capping platinum layer is adjusted to allow a maximum field enhancement
inside the cavity, called also “critical coupling”. The tin dioxide layer is embedded in the
center of the guiding layer. The simulations are done with the transfer matrix method
using the software package pynuss. For the thinnest tin dioxide layer (a hypothetical
0.01 nm thickness, gray), nearly no collective effect is visible. However, with increasing
thickness the energy spectrum becomes broader (superradiance) and is increasingly shifted
to negative energies (collective Lamb shift). While the spectra for the thinner tin dioxide
layers are Lorentzian-like as expected from the ultrathin approximation, see Eq. [6.8] the
spectra of the thicker layers (5nm and 10nm) exhibit a dip at resonance. This feature

emerges due to the increasing relevance of the phase factor of Eq. [6.2l The nuclei in the
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6.1. The collective Lamb shift
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Figure 6.1.: (a) Simulated energy dependent reflectivity for thin film cavities embedding
a 0.0l nm (black), 1nm, 3nm, 5nm or 10nm tin dioxide film. The collective Lamb shift
0FErg is indicated. The energy is given by the detuning relative to the resonance energy
at 23.88keV in units of the natural linewidth I'g = 25.3neV. (b) Collective Lamb shift
in energy units (red) and normalized by the field enhancement via Im(pq) (blue) as a
function of the tin dioxide layer thickness.

resonant layer experience different field enhancements depending on their position in the
cavity.

The collective Lamb shift in energy units and normalized by Im(pg) are shown as a
function of the tin dioxide layer thickness in Fig. [6.1(b). The shift is derived by fitting
the simulated energy spectra to a Lorentzian. As expected, the resonance is increasingly
shifted to negative energies with increasing thickness. Thereby, the normalized collective
Lamb shift exhibits a linear relation to the tin dioxide layer thickness as predicted by the
ultrathin layer approximation, see Eq. [6.8] Due to the emergence of the dip feature at
resonance, the fit with a Lorentz function becomes increasingly imprecise with thicker tin
dioxide layers resulting in the additional small structure on top of the curve.

While the transfer matrix is a robust method to calculate quantum optical effects, the
insights into the origin of the effects are limited. Therefore, a quantum optical framework
was developed by Heeg et al. [Heel3] which describes the nuclear system as well as
the incident light quantum mechanically. Derived from this model, the collective Lamb
shift arises from the coherent coupling of different nuclei with the cavity mode. Thereby,

the collective Lamb shift scales with N | g|2, with N being the number of nuclei and g
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6. Quantum optics with 19Sn

the coupling constant which accounts for the field enhancement of the cavity. Thus,
the model predicts an increasing collective Lamb shift with an increasing layer thickness
as well since the number of nuclei increases. The model assumes that the waveguide
mode of the cavity can be modeled by two photon modes accounting for the reflection
and transmission channel. However, in the perturbed case of a thick resonant layer,
multiple modes need to be included. The inclusion combined with a division of the
thick resonant layer into multiple subensembles results in the emergence of the spectral
feature at resonance as seen in Fig. [6.Ifa) [Len20]. The dip can be attributed to a
coherent coupling of the different regions inside the resonant layer. The feature is therefore
similar to the electromagnetically induced transparency phenomenon which emerges if two
separate resonant layers are used [R6h12].

To measure thickness dependent nuclear quantum optics effects, the hyperfine structure
of the employed resonant material should be constant over the thickness range. As pre-
viously discussed, tin dioxide is a promising candidate for these studies. In the following,

the collective Lamb shift as a function of thickness is measured.

6.2. Collective Lamb shifts in SnO, cavities

For the measurement of the collective Lamb shift, cavities are prepared with an increasing
thickness of the embedded tin dioxide layer. In Fig. [6.2) the reflectivity measurements
of all thin film cavities are shown together with a sketch for each sample structure. The
cavities consists of two platinum layers as the outer mirror layers, and a boron carbide
layer as the guiding layer for the X-rays. After half of the boron carbide layer is prepared,
the tin dioxide layer is deposited and subsequently capped with the other half of the boron
carbide layer. Therefore, the tin dioxide layer is centered in the guiding layer. The total
boron carbide layer thickness is about 16 nm and the thickness of the tin dioxide layer is
I1nm, 3nm, 6nm or 9nm. For the preparation, isotopically enriched '”Sn material was
used. Additionally, a cavity was prepared where the guiding layer consists completely of

tin dioxide. Here, the tin dioxide layer has a thickness of 10 nm.
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6.2. Collective Lamb shifts in SnOy cavities

(a) (b)
2 2
= >
3 3
fo! fo!
© ©
© ©
[0) [0)
N N
I T
£ £
[e] (@]
Z =z

0.1 0.2 0.3 0.4 0.5
(c) ] (d)
> 2
= >
3 3
o @
© ©
o ho]
[0) [0)
N N
T T
£ £
(o] [e]
=z =z

0.1 0.2 0.3 0.4 0.5

9 (deg)
(e) | E (f) I ;_’d\
10 ~ 0175} 3 mode ]

=3 3
2 = 0.150 g
° 150 | 2" mode .
5 & \
5 T 0.125} .
= E > | i
g : 5:,’0100 1%t mode
[e] @®
z = 0.075} |

— oo50 bt o o

0.1 0.2 0.3 0.4 0.5 2 4 6 8

9 (deg) SnO, thickness (nm)

Figure 6.2.: Reflectivity measurements of the thin film cavities embedding a (a) 1nm,
(b) 3nm, (¢) 6nm and (d) 9nm SnOs film using 23.88keV X-rays. A schematic of each
cavity structure is shown as inset with the materials color coded: Tantalum (blue), boron
carbide (gray), tin dioxide (red) and silicon (violet). Additionally, the reflectivity of a
10nm SnOy film inside a cavity without boron carbide is shown (e). The fit (red) was
done by GenX. (f) Derived incidence angles of the first, second and third waveguide mode
as a function the tin dioxide layer thickness in the cavity.
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Figure 6.3.: Temporal nuclear decay after X-ray pulse excitation of the reference absorber
consisting of tin dioxide together with the fit from CONUSS with (red) and without (blue)
thickness distribution.

All layer thicknesses are confirmed by a fit using the software GenX of the reflectivity
measurements, which is overlaid on the data shown in Fig. [6.2] The fit results of all
structures are listed in the appendix [A.1.1]

The reflectivities are shown in Fig. [6.29(a-d). At multiple angles the cavities exhibit
pronounced minima below the critical angle of platinum (at 0.2°), the cavity resonances.
At these angles, the X-rays couple into the cavity, get strongly enhanced by forming
a standing wave and, in an ideal cavity without damping, eventually couple out at the
borders of the sample. The incidence angles of the first, second and third waveguide mode
derived from the reflectivities are shown in Fig. [6.2(f) as a function of the tin dioxide
layer thickness in the cavity. For the measurement of the collective Lamb shift, the first
waveguide mode is of interest since the maximum intensity of the standing wave is at the
position of the tin dioxide layer. Also possible would be the third waveguide mode, which
is formed in the thicker cavities. Because the cavities are designed to have the maximum
intensity at the tin dioxide layer in the first waveguide mode, the incidence angle of the
nuclear resonance scattering setup is set to the first dip of the reflectivity intensity.

The acquisition of the energy spectrum of the sample requires a precise knowledge of
the hyperfine structure of the reference foil. Therefore in a first step, the tin dioxide
foil is analyzed. The temporal nuclear decay of the reference foil is shown in Fig. [6.3
Using CONUSS, the decay pattern can be modeled by a 61(1) pm thick tin dioxide foil
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6.2. Collective Lamb shifts in SnOy cavities

with a quadrupole splitting of 0.47(1) mm/s. The tin dioxide is assumed to have a natural
abundance of ''%Sn of 8.6%. Due to the “foil” being a powder pressed between two Kapton
foils, the thickness is not uniform, which can be seen in the decay pattern by the damped
minima. In Fig. [6.3] the decay pattern is fitted with a Gaussian thickness distribution
which has a full width at half maximum (FWHM) of 25 pm. The differences of a foil with
and without an assumed thickness distribution is shown in Fig. [6.3] Mathematically,
the thickness distribution is realized by incoherently summing up the time spectra of
different thicknesses weighted by the Gaussian distribution. Since this requires additional
computational resources no thickness distribution of the reference foil is assumed for the
following analysis of the cavities. It has no effect on the measurement of the collective
Lamb shift, since it only damps small features in the combined cavity - reference foil
spectrum.

Regarding the Lamb-Mossbauer factor, the tin dioxide reference foil is assumed to have
a Lamb-Mossbauer factor of 0.63 and the tin dioxide films of 0.59. Both values originate
from nuclear inelastic scattering measurements. The measurement of the reference foil was
conducted at PO1 by courtesy of Ilya Sergeev. The inelastic measurement on a tin dioxide
film was conducted at beamline 30-ID at the APS, where a 3nm film was embedded in
between two magnesium oxide films. The phonon density of states of the reference foil
and the tin dioxide film are shown in appendix [B]

While the Lamb-Mossbauer factor in thin films can be strongly influenced by the sur-
rounding layers and its thickness, as described in the previous chapter, the variation of
the Lamb-Mossbauer factor in the here discussed tin dioxide films can be assumed to
be small. The atoms in tin dioxide are covalently bounded. Therefore, the atoms are
much stronger bound in contrast to atoms in metallic tin, and thus are more reluctant
to diffuse into the surrounding material. Additionally, the adjacent boron carbide was
already found to show no noticeable diffusion in the case of metallic tin films. Therefore
one can expect that the dynamical behavior of tin dioxide films should not be affected
much by the interface to boron carbide and by the layer thickness. A deviation from
this assumption would be seen in the nuclear decay, since all other parameters, such as

thickness and incident angles, are fixed with a precision of a few percent.
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Figure 6.4.: Temporal nuclear decay of the thin film cavities with a SnOs layer thickness
of (a) 1nm, (b) 3nm, (¢) 6nm and (d) 9nm, as well as the cavity without a guiding
layer (e). The fit (red) was done by the software CONUSS. (f) Interface contribution to
the hyperfine structure as a function of the tin dioxide layer thickness, derived from the
nuclear decay fit.
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6.2. Collective Lamb shifts in SnOy cavities

With the energy spectrum of the reference absorber known, the collective effects on the
energy spectrum of the cavities can be investigated. There are two options to measure
the energy spectrum of the sample. On the one hand, with the hyperfine parameter
obtained via the temporal nuclear decay, the energy spectrum can be calculated. On
the other hand, the energy spectrum can be measured by an interferometric setup with
a Mossbauer drive as described in section [3.5.1, Here, both options are employed. The
temporal decay is used to get information about the tin dioxide layer, which can be used
to model the results obtained from the energy-resolved measurements. The combination
of both options then leads to a precise measurement of the collective Lamb shift.

In Fig. the temporal nuclear decay of all cavities is shown together with a fit
obtained by the software CONUSS. Expected is a temporal decay which has a quadrupole
beating in combination with dynamical beats due to the superradiant decay. All shown
decays, however, have a more complicated beat pattern. It indicates, that not only
tin dioxide is present. The fit via the software CONUSS was obtained by assuming an
interface layer to the lower boron carbide layer. The complete results of the fits are listed
in the appendix[A.1.1] The interface layer consists of a combination of tin monooxide and
B-Sn and is about 0.5nm to 1 nm thick. The contribution of the interface to the hyperfine
structure as a function of the tin dioxide layer thickness is shown in Fig. [6.4(f) as derived
from the nuclear decay fit. The interface layer can be formed during the first steps of the
reactive sputtering deposition process, where the first few atomic tin layers might not be
fully oxidized. This can be avoided by using a different guiding layer material, which will
be discussed later. Combining the cavities with the reference absorber on the Mossbauer
drive, a two dimensional measurement is acquired with one axis being the time delay after
X-ray pulse excitation and one axis being the Doppler detuned energy of the reference foil
on the Mossbauer drive. The two dimensional measurements for all cavities are shown in
Fig. [6.5] In the two dimensional plot, a combination of the beat pattern of the temporal
nuclear decay of the reference foil, the energy spectrum of the cavity and the interference
between them both are visible. The intensity maximum around 40 ns is a good example of
this combination. While the intensity maximum originates from the beat pattern of the
nuclear decay of the reference foil, see Fig. [6.3] the high frequency pattern as a function
of the detuning energy is the interference pattern of the combined temporal response of

the cavity-reference foil setup.

113



6. Quantum optics with 1198n

—
O
~

(@)

Time delay (ns)
Time delay (ns)

~40 20 0 20 40 -40  -20 0 20 40
Detuning energy (o) Detuning energy (o)

Time delay (ns)
Time delay (ns)

40 -20 0 20 40  -40 -20 0 20 40

Detuning energy (o) Detuning energy (Ig)
(e) 108
m
k= 104
> [2]
© <
[0} >
© @]
g O
2
S 10
10°

~40 20 0 20 40
Detuning energy (o)

Figure 6.5.: Scattered intensity measured in the setup shown in Fig. as a function
of the detuning energy of the reference absorber and the time delay after X-ray pulse
excitation for the cavities containing a SnOs layer with a thickness of (a) 1nm, (b) 3nm,
(¢) 6nm and (d) 9nm, as well as for the cavity without a guiding layer (e). The number
of measured photons is given in logarithmic scaled colors, see color bar.
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Figure 6.6.: Energy spectra generated by summing all delayed events in the time window
from 40 ns to 170 ns for the cavities containing a SnOg layer with a thickness of (a) 1nm,
(b) 3nm, (¢) 6nm and (d) 9nm embedded in boron carbide, as well as for the cavity
without a guiding layer (e). The simulations of the combined response of sample and
reference foil (red) are based on the fitted hyperfine parameters of the nuclear decays.
The simulated energy spectra of the sample alone (blue) are offset. (f) Derived collective
Lamb shift as a function of the tin dioxide layer thickness.
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Apart from the high frequency pattern, the energy spectrum at 40 ns closely follows the
energy spectrum of the cavity as discussed in section [3.5.2] The spectra get broader with
increasing thickness of the tin dioxide layer due to the superradiance. Accompanying the
broadening is a small shift of the spectrum to negative energies, the collective Lamb shift.
Both collective effects get enhanced with thicker tin dioxide layers. While the described
effect is visible from 3nm to 9nm tin dioxide films, the cavity with 1nm tin dioxide
behaves unexpected with a strong shift to positive energies and an energy spectrum at
around 40 ns with a constant background. As shown in Fig. [6.4(f), the tin dioxide layer
below 1nm consists mainly of tin monooxide and $-Sn. Therefore the energy shift is not
related to collective effects but to an isomer shift. The constant background originates
from the interaction path where only the reference absorber resonantly interacts with
the X-ray pulse. The electronic reflection of the cavity is therefore not strongly enough
suppressed.

For the cavity with tin dioxide as a guiding layer, the energy spectrum around 40ns
in Fig. [6.5((e) is broadened as well and has a small shift. However, in comparison to the
cavity with guiding layer and a similar tin dioxide layer thickness of 9nm (Fig. [6.5(d)),
the collective effects seem to be decreased. It can be therefore attributed to the lack of
field enhancement in the cavity due to the strong electronic absorption in the tin dioxide
guiding layer.

When the measurement is integrated over time in a late time window, the derived
energy spectrum resembles the energy dependent reflectivity of the cavity at the chosen
incidence angle. This is only true if the electronic reflectivity is drastically suppressed in
relation to the nuclear response and the spectral features of the cavity are much broader
than the natural linewidth. Both assumptions are true in the waveguide minimum for
an ideal cavity with a single nuclear transition. Due to the interface layer, however, the
hyperfine structure is more complex. Therefore interference are expected also in a late
time window.

In Fig. [6.0] the energy spectra are shown, which are generated by summing up the
time events in a time window from 40ns to 170ns. As expected, the energy spectra are
complex in the cases where the tin dioxide layer is thin, see Fig. [6.6/(a) and [6.6[b). Here,
the impact of the interface layer on the average hyperfine structure, which is seen by the
X-ray pulse, is the highest. Interestingly, in the thinnest tin dioxide layer, the energy

spectrum is substantially shifted to positive energies. This shift is also generated when
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6.2. Collective Lamb shifts in SnOy cavities

Table 6.2.: Collective Lamb shift, AE;g, and superradiant broadening, I'g, in units of
the natural linewidth of the "9Sn resonance, I'g = 25.3neV, for the cavities with varying
SnOy layer thickness. The cavity with the SnOs forming the guiding layer is listed as the
cavity with 10 nm SnOs.

SnOy thickness (nm) AErs (I'g) T's (To)
1 - -

3 14(4)  20(1)
6 34(1)  44(1)
9 -7(1) 75(5)
10 (SnO2 as guiding layer) -2.3(1) 45(1)

the energy response is simulated using the hyperfine structure obtained from the fit of
temporal nuclear decay. Therefore, the shift is identical to the isomer shift from tin atoms,
which were not fully oxidized during the deposition. It therefore agrees with the findings
from the temporal decay pattern.

The energy spectrum of the cavity with 3nm tin dioxide is affected by the interface as
well. Two contributions to the energy spectrum are visible. The isomer shifted interface
contribution leads to a strong alteration in the region around 10I'y as already seen in the
cavity with 1nm tin dioxide. Neglecting this part, the second contribution arising from
the central part of the layer broadens the energy spectrum significantly. A slight spectral
shift to negative energies is noticeable when only the energy region around resonance is
considered.

In the thicker layers, the interface contribution vanishes. The spectra are strongly
broadened and increasingly shifted to negative energies. This is especially the case for
the 9nm tin dioxide layer cavity, where the spectrum is broadened far beyond the range
of the experimental energy detuning. Also the collective Lamb shift is visible by the
central weight shift to negative energies. To obtain the superradiant broadening and the
collective Lamb shift, each energy spectrum was fitted by a Lorentzian line shape. The
results are listed in Tab. [6.2] For the cavity with 3nm tin dioxide, the region around
10"y was neglected to reduce the interface contribution.

In summary, the collective Lamb shift increases in the cavities from 1.4T'y (=35neV)
for 3nm tin dioxide to TI'g (=177neV) for 9nm tin dioxide. The collective Lamb shift as
a function of the tin dioxide layer thickness is shown in Fig. [6.6]f). The superradiance
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6. Quantum optics with 19Sn

increases as well from 20I'g (=0.5peV) to 75y (=1.9peV). The superradiance leads
therefore to an increase of the linewidth from a few nano electronvolt to about 2 neV.

A collective Lamb shift and a superradiant broadening is also measured in the cavity
with tin dioxide as a guiding layer. The layer structure still leads to a small cavity effect
which increases the field intensity inside the tin dioxide layer. Therefore, also an enhance-
ment of the collective coupling between the tin nuclei occurs. However, the field intensity
is not homogeneously distributed inside the tin dioxide layer, which is why different parts
of the layer experience different field intensities. On the one side, this leads to a decrease
of the collective coupling strength, since the nuclei are not indistinguishable anymore. On
the other side, the electromagnetically induced transparency dip emerges as previously
mentioned. This feature, which should arise around zero energy detuning, is slightly vis-
ible in the cavity with 9nm tin dioxide, see Fig. (d), and is more pronounced in the
10nm tin dioxide layer without guiding layer, see Fig. (e). Complete transparency
can theoretically be reached [Len20|, however, there are not enough tin nuclei in the here
presented cavities, also because only every third atom in tin dioxide is tin.

In conclusion, the tin dioxide cavities show an enhancement of the collective effects
with increasing tin dioxide layer thickness. A collective Lamb shift of 177neV and a
superradiance of nearly 21eV was measured for a cavity containing 9nm tin dioxide.
While the hyperfine structure of the thicker tin dioxide films was nearly unperturbed as
desired, the hyperfine structure of the thinner tin dioxide films were strongly distorted by
the interface region rendering the measurement of collective effects impossible. Since the
hyperfine structure at the interface is strongly dependent on the material combination, as
seen in the previous chapter, the results sparked an investigation about an optimization
of the hyperfine structure of embedded thin tin dioxide layers. The best embedding found

is magnesium oxide.

6.2.1. Tin dioxide in magnesium

The temporal nuclear decay of a 4nm tin dioxide layer in between two 8 nm magnesium
oxide layers is shown in Fig. Already visually, the nuclear decay strongly differs from
the decay measured for the 3nm tin dioxide embedded in boron carbide shown in Fig.
6.4(b). Instead of multiple overlapping beats, the nuclear decay of the tin dioxide layer
in magnesium oxide exhibits only one beat. The fit by the software CONUSS reveals a
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6.3. Tin dioxide layers for nuclear quantum optics
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Figure 6.7.: Temporal nuclear decay of 4 nm tin dioxide sandwiched between two magne-
sium oxide layers each with a thickness of 8 nm.

quadrupole splitting of 0.67(1) mm/s (53(1) neV) which is Gaussian-like distributed with
a full width at half maximum of 0.85(1) mm/s (68(1)neV). The obtained quadrupole
splitting is therefore close to the quadrupole splitting of bulk tin dioxide, 0.57 mm/s, see
Tab. 2.1} Thus, in the interface between tin dioxide and magnesium oxide appears to have
no influence on the hyperfine structure. The reason is likely the contact of tin dioxide
with an already fully oxidized adjacent material (magnesium oxide).

The combination with magnesium oxide therefore provides a way to fabricate also thin
tin dioxide films with a nearly unsplit hyperfine structure. Hence, the tin dioxide films can
be prepared in such a way that the hyperfine structure resembles a prototypical two-level

quantum state system.

6.3. Tin dioxide layers for nuclear quantum optics

To evaluate tin dioxide layers for applications in nuclear quantum optics experiments, an
estimation of achievable effect strengths will be given. Two effects are looked at in more
detail: The collective Lamb shift obtained for tin dioxide in comparison to iron and the

electromagnetically induced transparency in tin dioxide cavities.
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Figure 6.8.: Simulated electric field intensity at the first waveguide mode of a thin film
cavity containing tin dioxide (a) and iron (b) where both resonant isotopes have the same
areal density. The respective energy spectrum for both cavities resonantly driven at the
first waveguide mode is shown for tin dioxide (c) and iron (d). The solid line (red) assumes
the hyperfine parameters taken from experiments (see section and reference [Roh10]).
and the dotted line (blue) assumes no hyperfine interactions.

Comparison of the collective Lamb shift in tin dioxide and iron

For a fair comparison between cavities of different isotopes, the areal number density of
the resonant nuclei should be the same. The mass densities of a-Fe and tin dioxide are
similar, 7.87g/cm? to 6.95g/cm?, however, the iron atom is much lighter than the tin
atom. Therefore, there are more iron atoms in a unit weight than tin atoms.

With the areal number density given by the number density times the layer thickness,
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6.3. Tin dioxide layers for nuclear quantum optics

it is,
! 1
pn,FedFe = Pn,Sn0q dSn02§ (613>
PFe | PSnO, 1
N pdpe = Nad — 6.14
MFe AUFe MSnOg A Sn0237 ( )

where p,, e (pre) and pp sno, (Psn0,) are the number (mass) density of both materials,
Mrye and Mgyo, the molar mass of both materials, dr, and dg,o, the layer thicknesses
of both materials and N4 the Avogadro constant. The factor 1/3 on the tin dioxide
side accounts for the fact, that only every third atom is a tin atom in the tin dioxide
layer. Thus for an iron layer thickness of 0.6 nm, a thickness chosen by Rohlsberger et al.
[Roh10] for the detection of the collective Lamb shift, a 5.4nm thick tin dioxide layer is
required to provide the same areal number density.

For the comparison, the material of the guiding layer of the cavity is chosen to be
magnesium oxide, since it was found out that this results in a clean hyperfine structure
of tin dioxide. The magnesium oxide guiding layer is set to be 16 nm thick in total with
the resonant layer being placed in the center. As mirror layers, a 15nm platinum layer
is assumed to be below the guiding layer and above is a platinum layer with a chosen
thickness which ensures maximal coupling of the X-rays into the cavity. The assumed
X-ray energy in the calculation is set to the respective resonance energy of the chosen
isotope.

The calculated electric field intensities inside the first waveguide minimum of the cavity
are shown in Figs. [6.8(a) and [6.§(b). While the distortion of the electric field due to the
thick tin dioxide layer is visible, the field intensity at the position of the resonant layer
is about 1.5 times higher in the tin dioxide cavity than in the iron cavity. The reason is
the higher X-ray energy and concomitant lower X-ray absorption. Due to less electronic
absorption, the thin film cavity works more effectively at the higher X-ray energy even if
the cavity is disturbed by the thick resonant layer.

With the cavity structure simulated, the energy spectrum can be calculated in the first
waveguide minimum. The hyperfine parameters of the resonant layer are taken from the
experiments. For iron, a quadrupole splitting of 33.8neV (= 7.2I"g) which is distributed
by a Gaussian function with a FWHM of 37.6 neV (= 8I'y) [R6h10] is assumed. The tin
dioxide layer has a quadrupole splitting of 53neV (= 2.1I"y), distributed with a FWHM
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6. Quantum optics with 19Sn

of 68neV (=2.7T). The energy spectra for the cavities are shown in Figs. [6.8(c) and
6.8(d). The strong quadrupole splitting in the iron layer leads to a strongly disturbed
energy spectrum, while the spectrum in the tin dioxide case is cleaner. For the iron cavity,
a resonance linewidth of 24 'y and a collective Lamb shift of -3.5 "¢ is obtained, while for
nuclear resonance of the tin cavity has a linewidth of 70 'y and an energy shift of -5.4T'.
Thus, the superradiant broadening is increased by nearly a factor of nearly three, while
the collective Lamb shift is increased by a factor of 1.5. The increase of the collective
Lamb shift is by the same factor as found for the field enhancement in the cavities.
Thus, the increase of the collective effect strength in tin dioxide layers mainly originates
from the decrease of electronic absorption at the higher resonance energy. Moreover,
the requirement of an increased tin dioxide layer thickness to equal the areal number
densities of tin dioxide and iron has no impact on the collective effect strengths presumably
because the field distribution in the tin dioxide layer is nearly constant, as shown in Fig.
(a). Under the discussed conditions, tin dioxide layers provide a prototypical two-level
quantum system which is ideal for the investigation of quantum optics effect such as the

collective Lamb shift.

Electromagnetically induced transparency

The constant field distribution within the tin dioxide layer is an important requirement to
measure collective effects. Deviations from an ideal homogeneous field distribution result
in a dip feature at exact resonance as previously seen in the thick tin dioxide layer. This
effect can be enhanced by using two resonant layers in the cavity combined with an exci-
tation of a higher order waveguide mode rendering the cavity completely transparent at
resonance [Roh12]. This effect is called electromagnetically induced transparency (EIT).

The standing wave field of a higher order waveguide mode exhibits regions where the
standing wave field is nearly zero (nodes) and regions where the field is strongly enhanced
(antinodes). By placing a resonant layer at a node position of the standing wave field
and a second layer at an antinode position, the two layers experience completely different
photonic densities. While the layer at the antinode position couples strongly to the
radiation leading to a superradiant decay with the linewidth I'g, the layer at the node
position is only weakly excited and thus decays with the natural linewidth I'y. Since

['s > Ty, the resonance of the layer at the node position can be considered as metastable
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6.3. Tin dioxide layers for nuclear quantum optics

rendering the cavity an effective three-level quantum system: The ground state |1), the
excited metastable state |2) and the excited superradiantly broadened state |3). Moreover,
the excited states are coupled by the exchange of virtual photons. The same mechanism
led to the emergence of the collective Lamb shift, however in that case, the virtual photons
couple atoms within the same layer. Here, the two separate layers interact with each other
through the cavity. Thus, if the cavity is excited by an X-ray pulse, the system will decay
via state |3), since state |2) can be considered metastable. However, the coupling between
both excited states leads to quantum interferences between possible decay paths and can
lead to a deconstructive interference at exact resonance, the EIT effect [Roh12].

The coupling between the excites states can be described by a control field driving the
transition between states |2) and |3) with Rabi frequency Q¢. Within the formalism of
the transfer matrix and the ultrathin film approximation, the Rabi frequency is given by,
[Roh12]

Q| = fopnd|qipal, (6.15)

where d = \/dyds with dq and ds being the thickness of the two resonant layer. The nuclear
parameters fy are as defined by Eq. and the field amplitudes ¢; at the first resonant
layer and py at the second resonant layer are as previously defined, see Eq. [6.12]

For the appearance of the EIT feature, the Rabi frequency must be high enough to
overcome decoherence effects like the spontancous decay of state |2) or [3), i.e. |[Qc|® >
[ol's [Roh12]. According to Eq. , a high Rabi frequency is achieved by a high areal
number density p,d and a strong field enhancement.

An example for tin dioxide is calculated in Fig. The cavity structure consists of
a 32nm thick magnesium oxide as a guiding layer in between two platinum layers and is
resonantly excited at the third waveguide mode. Two tin dioxide layer, which are each
5nm thick, are positioned at the node and antinode position of the standing wavefield.
The field distribution inside the cavity is shown in Fig. [6.9(a). Since the maxima of the
standing wave field are sharper in the third waveguide mode than in the first waveguide
mode, exemplary shown in Fig. (a), the field varies considerable inside the tin dioxide
layer. The energy spectrum of the cavity excited at the third waveguide mode is shown
in Fig. (b) with a hyperfine structure absent of any splittings (blue) and with the
hyperfine parameters as obtained from tin dioxide films embedded in magnesium oxide

(red). While a dip is clearly visible at resonance, transparency is not reached indicating
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Figure 6.9.: (a) Electric field intensity inside a cavity consisting of: 15nm Pt/ 18.3nm
MgO/ 5nm 19Sn0y/ 4.3nm MgO/ 5nm 19Sn0y/ 9.4nm MgO/4.1nm Pt. The cavity
is excited at the third waveguide mode. (b) Energy dependent reflectivity of the cavity
excited at the third waveguide mode assuming no hyperfine splitting (blue) and with the
experimentally obtained hyperfine parameters for tin dioxide layers (red).

that the Rabi frequency, thus the coupling between the two layers, is too weak. With
Eq. a Rabi frequency of this caviy system of about 6y is obtained, while the
superradiant decay width I'g using Eq. is about 401y, thus Q% ~ ['g['g. The Rabi
frequency is therefore not strong enough to overcome decoherence effects arising from the
spontaneous decay of the system.

The reason for the weak coupling is a low areal density. The 5nm of tin dioxide
corresponds to the same areal density of a 0.6nm iron film. However, even with iron,
an appreciable EIT effect is only visible for iron layer thicknesses above 2nm .
An increase of the tin dioxide layer thickness, however, leads to a strong distortion of
the standing wave field, especially in the higher order waveguide modes, and thus to a
decrease of the field enhancement. Thus, the observation of complete transparency at
resonance appears to be not possible with tin dioxide layers.

The comparison of the collective Lamb shift in tin dioxide and iron cavities and the
estimation of the EIT effect strength show the strong but also the weak points of tin diox-
ide layers in nuclear quantum optics experiments. The nearly unsplit hyperfine structure

allows a clear detection of spectral features without any magnetic contribution due to a
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6.3. Tin dioxide layers for nuclear quantum optics

magnetic hyperfine field. Moreover, an increase in the field enhancement inside the cav-
ity becomes possible due to a lower electronic absorption. Especially applications using
multilayer structures, where a deep penetration into the layer structure is desired, the low
absorption is beneficial [Hab16]. The effect strengths, however, are limited due to the low
number density of resonant tin nuclei in tin dioxide. Relatively thick tin dioxide layers
are therefore required which can perturb the standing wave field of the cavity, especially
at higher order waveguide modes. With an embedded metallic tin layer, which has an
increased Lamb-Mossbauer factor and no split hyperfine structure, the number density
could be increased by a factor of three. Such an embedded tin layer, however, is still
not found, even though the engineering of the thermodynamic properties presented in the

previous chapter paves the way to find such an embedded tin layer.
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7. Conclusion

The structural, vibrational and nuclear properties of thin tin and tin dioxide films were
studied with the goal to understand photon-nuclei interactions at the nuclear resonance
of 1198n.

It was shown that smooth tin films can be prepared when the substrate is cooled down
to below —100°C during deposition. The tin films have a roughness of below 1 nm and
are arranged in the $-Sn crystal phase. The tin crystallites in the film are of a comparable
size as the film thickness. Nuclear resonance scattering experiments reveal that a thick
tin film of about 20 nm behaves as expected for a 5-Sn film and is sensitive to an external
magnetic field of at least 250 mT and magnetic field changes of 20 mT. When the tin film
thickness is decreased to 7nm, the hyperfine structure of the tin film is distorted, which
was attributed to an interface layer to the adjacent tantalum layer with a thickness of
about 1nm.

The interface is the key to engineer the thermodynamic properties of tin films. The
phonon density of states of the tin films embedded in different materials with a varying
thickness is revealed. A correlation between the thermodynamic behavior of the adjacent
material and of the first 1.5nm of the tin layer was found. In the most cases, this leads
to a thermodynamically harder tin layer. For example, the Lamb-Mossbauer factor of tin
inside permalloy is increased from a bulk value of 0.04 to 0.33. The origin of the hardening
effect is attributed to interlayer diffusion. The diffusion is especially enhanced when tin
forms intermetallic compounds with the adjacent material. In an amorphous environment,
however, nearly no diffusion is possible and the thermodynamic behavior of the tin film
resembles the expected [-tin behavior. In conclusion, the thermodynamic properties
of ultra thin tin films, <2nm, can be engineered by the surrounding material. Since
the vibrational behavior, and especially the Lamb-Mossbauer factor of the tin plays an
important role for nuclear resonance scattering, it allows to tune the interaction strength

between the tin layer and the X-ray pulse.
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7. Conclusion

Since the increased hardness of embedded metallic tin films led to a perturbed tin hy-
perfine structure, stannic oxide (SnO3) films were employed for nuclear quantum optics.
Nuclear inelastic scattering confirmed that the Lamb Mossbauer factor of tin dioxide is
even in thin films (3nm) of similar strength as in bulk, with 0.59 in the thin film in com-
parison to 0.63 in bulk. The thickness dependent collective Lamb shift and superradiant
broadening were measured with a shift of 35 neV and a broadening of 0.5 peV in the 3nm
tin dioxide cavity to a shift of 177neV and a broadening of 1.9 peV in the 9nm tin dioxide
cavity. The hyperfine structure of the tin dioxide exhibits distortions due to the interface
with boron carbide. Thus, the obtained energy spectra of the cavity are perturbed in the
case of thin tin dioxide layers. However, for thick tin dioxide cavities, the energy spectra
are without any distortion exhibiting a clean hyperfine structure. Further going experi-
ments showed that by preparing the tin dioxide layer in between magnesium oxide, which
is a suitable material for nuclear quantum optics, the hyperfine structure is clean even
for thin tin dioxide films. Thus, the hyperfine structure is a nearly prototypical two-level
quantum state system. This is highly desired for nuclear quantum optics.

The results show that the thermodynamic properties and hyperfine structures of tin
and tin dioxide thin films can be controlled and engineered. For example, this renders
the detection of spin currents inside nanostructures by thin tin films possible as laid out
in section By employing ultrathin tin films, the propagation of the spin currents can
also be probed in a spatially resolved manner. Moreover, even though the engineering
of the thermodynamic behavior did not lead to an embedded tin film system usable for
nuclear quantum optics, the high degree of tunability of thermodynamic parameters can
be used to tune the thermal conductivity for thermoelectrical applications or the design
of possible phonon-photon cavities for the investigation of phonon-photon interactions.

For nuclear quantum optics, the properties of stannic oxide films are beneficial in ex-
periments were an unsplit hyperfine structure, low electronic absorption and strong field
enhancements inside a thin film cavity are required as shown in section [6.3] Limits on
the effect strength are imposed due to the relatively low number density of the resonant
nuclei in comparison to iron. Thus, tin dioxide layers are complimentary to iron films: In
experiments, where ultrathin films are needed, iron layers are the better choice, whereas
in experiments with thicker films or where the thickness is not as relevant, tin dioxide
layers provide more benefits. For example in nuclear optical lattices, the combination

of low electronic absorption and a clean hyperfine structure could allow the observation
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of fully formed bandgaps [Hab16]. In conclusion, the obtained results show the strength
and limits of tin dioxide films in nuclear quantum optics experiments and thus lay the

foundation for extending nuclear quantum optics to the 23.88keV resonance energy of
HQSH.
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Appendix A.

Sample characterization results

A.1l. Fit results for the thin film cavities

A.1.1. Reflectivity fit results

In the following, the results of the fit of the reflectivity measurements shown in Fig.
[6.2] are given. For the fitting procedure, both boron carbide layers are assumed to have
equal thicknesses, which means that the tin dioxide layer is placed exactly in the center
of the cavity. In the electronic reflectivity, deviations from the center positions cannot
be measured, since the reflectivity looks the same for all cases. However, deviations are
visible in the nuclear reflectivity. The measured nuclear reflectivities show that the tin
dioxide layers is in the center of the cavity.

In order to fit the reflectivity measurements, an additional layer between platinum and
silicon needs to be included with a lower density than platinum. From the presented
measurements, the origin cannot be derived. Possible effects are diffusion of platinum
into silicon or a porous growth of the first platinum layers. The porous growth can be
triggered by organic residuals from the cleaning procedure with acetone and isopropanol
or by a thin water film, which is always present on top of the silicon substrate. Diffusion
of platinum on a silicon substrate is possible at elevated temperature (= 200°C), [Shi00],
which might be reached due to the radio frequency sputtering of boron carbide for an
extended time (since the sputtering rate of boron carbide is low). The silicon substrates
used in this work have a native oxide layer on top, about 1nm to 5nm, which should
prevent any diffusion. However, due to the low thickness of the oxide layer, diffusion

cannot be excluded. This platinum layer of lower density, however, does not affect the
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Table A.1.: Fit parameters of the reflectivity shown in Fig. (a) for the cavity with
nominal 1 nm SnOs.

Layer material Thickness (nm) Density (g/cm?®) Roughness (nm)

Pt 3.3 214 0.8
B,4C 7.8 2.5 0.2
SnO» 0.8 5.3 0.1
B4C 7.8 24 0.4
Pt 14.1 20.2 0.7
PtSi 5.1 124 0.2

Table A.2.: Fit parameters of the reflectivity shown in Fig. (b) for the cavity with
nominal 3nm SnOs.

Layer material Thickness (nm) Density (g/cm?®) Roughness (nm)

Pt 3.5 21.2 0.6
B,C 8.6 2.1 0.8
SnOs 3.2 5.9 0.8
B4C 8.6 2.5 0.2
Pt 14.1 21.2 0.7
PtSi 4.9 11.6 0.0

measurement of the collective Lamb shift. The collective Lamb shift is measured in the
first waveguide mode of the cavity, meaning at an incidence angle of about 0.1°. At these
low angles, the radiation is completely reflected by the 14 nm platinum layer, which means
that the radiation does not reach the platinum layer of lower density. Therefore, it cannot

affect the measurement.

A.1.2. Fit results of nuclear decays

In the Tabs. [A.6] [A.7] [A.§ and [A.9] the results from fitting the temporal decay patterns,
which are shown in Fig. [6.4] are listed. For the fit, an interface layer was needed to be

included. It is assumed to have a tin monoxide like and a [3-Sn like site. The reason is

the measured isomer shift in the energy spectrum of the cavity with a nominal 1 nm thick
tin oxide layer, which is close to the isomer shifts given in literature for SnO and S-Sn,
see Tab. .11
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Table A.3.: Fit parameters of the reflectivity shown in Fig. (c) for the cavity with

nominal 6 nm SnOs.

Layer material

Thickness (nm)

Density (g/cm?®) Roughness (nm)

Pt
B4C
SnOsy
B4C
Pt
PtSi

3.6
7.4
5.9
7.4
14.2
4.8

214 0.6
2.5 1.0
7.0 0.3
2.5 0.0
20.8 0.6
11.2 0.0

Table A.4.: Fit parameters of the reflectivity shown in Fig. (d) for the cavity with

nominal 9nm SnOs.

Layer material

Thickness (nm)

Density (g/cm?®) Roughness (nm)

Pt
B4C
SHOQ
B4C
Pt
PtSi

3.5
7.9
9.4
7.9
14.1
4.7

20.7 0.5
2.5 0.1
6.9 1.3
2.5 1.0
20.0 0.6
10.0 0.0

Table A.5.: Fit parameters of the reflectivity shown in Fig. (e) for the cavity without
a guiding layer and nominal 10 nm SnOs.

Layer material

Thickness (nm)

Density (g/cm?®) Roughness (nm)

Pt
SHOQ
Pt
PtSi

4.1
10.2
13.3

4.5

214 0.5
6.8 0.4
21.4 0.6
11.2 0.1
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Table A.6.: Fit parameters of the temporal decay pattern shown in Fig. (a) for the
cavity containing 1 nm SnQOs. Parameters marked with an asterisk symbol (*) are kept
fixed. For energy conversion: 1mm/s=79.6neV.

Parameter Fit result
Incidence angle 1.784 mrad
Thickness SnOq layer 0.2(1) nm

Quadrupole splitting
FWHM isomer shift

0.62(1) mm/s
0.63(1) mm/s

Thickness interface layer  0.6(2) nm
Weight SnO-like site 84.9(1)%
Isomer shift 2.80(1) mm/s
Quadrupole Splitting 2.33(1) mm/s
FWHM isomer shift 0.62(1) mm/s
Weight (-Sn-like site 15.1(1)%
Isomer shift* 2.56 mm/s

Quadrupole Splitting
FWHM isomer shift

0.70(2) mm/s
0.24(1) mm/s

Table A.7.: Fit parameters of the temporal decay pattern shown in Fig. (b) for the
cavity containing 3nm SnQOs. Parameters marked with an asterisk symbol (*) are kept
fixed. For energy conversion: 1mm/s=79.6neV.
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Parameter Fit result
Incidence angle 1.767 mrad
Thickness SnO3q layer 2.6(2) nm
Quadrupole splitting 0.64(1) mm/s
FWHM isomer shift 0.33(1) mm/s
Thickness interface layer ~ 0.6(2) nm
Weight SnO-like site 28.4(5)%
Isomer shift 2.73(1) mm/s
Quadrupole Splitting 1.77(1) mm/s
FWHM isomer shift 0.58(1) mm/s
Weight 3-Sn-like site 71.6(5)%
Isomer shift* 2.56 mm/s
Quadrupole Splitting* 0.28 mm/s

FWHM isomer shift

2.09(1) mm/s




A.1. Fit results for the thin film cavities

Table A.8.: Fit parameters of the temporal decay pattern shown in Fig. (C) for the
cavity containing 6 nm SnQOs. Parameters marked with an asterisk symbol (*) are kept

fixed. For energy conversion: 1mm/s=79.6neV.

Parameter

Fit result

Incidence angle

1.957 mrad

Thickness SnO9 layer

4.9(2) nm

Quadrupole splitting
FWHM isomer shift

0.68(1) mm/s
0.01(1) mm/s

Thickness interface layer

1.0(2) nm

Weight SnO-like site
Isomer shift
Quadrupole Splitting
FWHM isomer shift

12.2(5)%
2.95(1) mm/s
2.19(1) mm/s
0.71(1) mm/s

Weight -Sn-like site
[somer shift*
Quadrupole Splitting*
FWHM isomer shift

57.8(5)%

2.56 mm/s

0.28 mm/s
2.34(1) mm/s

Table A.9.: Fit parameters of the temporal decay pattern shown in Fig. (d) for the
cavity containing 9nm SnQOs. Parameters marked with an asterisk symbol (*) are kept

fixed. For energy conversion: 1mm/s=79.6neV.

Parameter

Fit result

Incidence angle

1.954 mrad

Thickness SnO2 layer

8.2(2) nm

Quadrupole splitting
FWHM isomer shift

0.47(1) mm/s
0.30(1) mm/s

Thickness interface layer

1.2(2) nm

Weight SnO-like site
[somer shift
Quadrupole Splitting
FWHM isomer shift

13.0(5)%
3.10(1) mm/s
1.95(1) mm/s
0.72(1) mm/s

Weight [-Sn-like site
Isomer shift*
Quadrupole Splitting*
FWHM isomer shift

87.0(5)%

2.56 mm/s

0.28 mm/s
4.67(1) mm/s
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Appendix A. Sample characterization results

Table A.10.: Fit parameters of the temporal decay pattern shown in Fig. (e) for
the cavity without a guiding layer containing 10 nm SnOy. Parameters marked with an
asterisk symbol (*) are kept fixed. For energy conversion: 1mm/s=79.6neV.
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Parameter Fit result
Incidence angle 1.954 mrad
Thickness SnOgq layer 9.0(2) nm
Quadrupole splitting 0.38(1) mm/s
FWHM isomer shift 0.234(1) mm/s
Thickness interface layer 1.2(2) nm
Isomer shift* 0mm/s
Quadrupole Splitting 1.27(1) mm/s
FWHM isomer shift 0.33(1) mm/s




Appendix B.

Nuclear inelastic scattering on tin

dioxide

30 40 50
Energy (meV)

0-00 =020

Figure B.1.: Phonon density of states of a tin dioxide foil, consisting of pressed powder,
(red) and a 3nm tin dioxide film embedded in magnesium oxide (blue).

Nuclear inelastic scattering experiments on a tin dioxide foil and a tin dioxide thin film was
performed at P01 (foil) and at APS (thin film). The data for the tin dioxide foil is provided
by courtesy of Ilya Sergeev. Both experiments were conducted at room temperature.
The tin dioxide film is embedded in a thin film cavity structure consisting of 15nm
platinum, 5 nm magnesium oxide, 3.2nm tin dioxide, 5 nm magnesium oxide and 3.2 nm
platinum, prepared in this order on a sapphire substrate. All layers are prepared by
sputter deposition and the tin dioxide layer is prepared as described in section [3.2] The

tin dioxide consists of isotopically enriched '”Sn material. The inelastic measurement of
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Appendix B. Nuclear inelastic scattering on tin dioxide

the thin film was conducted at the incidence angle with the highest inelastic signal, which
is at the angle of the waveguide mode of the cavity structure.

The resulting phonon density of states for the foil and the thin film is shown in Fig.
[B.1] An analysis of the phonon density of states in combination with the nuclear inelastic
spectra provides a Lamb-Mossbauer factor of 0.630(3) for the tin dioxide foil and 0.590(3)

for the 3nm tin dioxide film.
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Publications

C.1. Conference contributions

This is a list of conference content the author of this work has contributed to. The

presenting author is underlined.

Contributed Talk S. Velten, L. Bocklage, K. Schlage, J. Gollwitzer, A. Siemens, 1. Sergeev,
O. Leopold, H.C. Wille, R. Reddy, and R. Rohlsberger, “Hyperfine interactions in
ultra-thin 5-Sn layers probed via nuclear resonance scattering ”, Hyperfine Confer-
ence, Goa, India (2019)

Poster Presentation S. Velten, L. Bocklage, D. Lentrodt, K.P. Heeg, J. Gollwitzer, K.
Schlage, 1. Sergeev, H.C. Wille, J. Evers, and R. Rohlsberger, “Hyperfine interac-
tions in 19Sn films probed via nuclear resonance scattering”, International Confer-
ence on the Applications of the Mossbauer Effect, Dalian, China (2019)

Poster Presentation S. Velten, L. Bocklage, D. Lentrodt, K.P. Heeg, J. Gollwitzer, K.
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in ultrathin Sn layers”, DESY NanoMat Day, Hamburg (2020)
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Publications in peer-reviewed journals in related projects:
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emitter characterization”,

Applied Optics 60, 912-917 (2021)
DOI: 10.1364/A0.412177
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