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“The enchanting charms of this sublime science reveal only to those who have the
courage to go deeply into it.”

Carl Friedrich Gauss
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Zusammenfassung

Röntgen-Freie-Elektronen-Laser (XFELs) stellen hochintensive und ultrakurze
Femtosekunden-Röntgenpulse bereit. Mit dem Aufkommen solcher Groß-
forschungsanlagen während der letzten Dekade bieten sich z.B. vollkommen
neuartige Möglichkeiten für die Untersuchung der Struktur von Molekülen.
Inzwischen etablierte Methoden beruhen meist auf der Messung von Beu-
gungsmustern nach der Bestrahlung einer kristallinen Probe mit Röntgen-
strahlen. Für diese Ansätze ist es essentiell, dass Strahlungsschäden sowohl
an den Elektronen als auch an den Atomkernen des untersuchten Moleküls
vermieden werden, um die höchstmögliche Auflösung zu erreichen. Meine
Ergebnisse aus Ab-initio-Rechnungen lassen erkennen, dass der induzierte
elektronische Strahlungsschaden bei weichen XFEL-Pulsen sich deutlich von
jenem bei harten XFEL-Pulsen unterscheidet. XFEL-Pulse können allerdings
auch dazu verwendet werden, die atomaren Bausteine der Moleküle selbst
abzubilden. Dabei werden die Impulse der atomaren Ionen nach der Coulomb-
explosion gemessen, welche durch den XFEL-Puls ausgelöst wurde. Diese
Coulomb Explosion Imaging (CEI) genannte Messmethode steckt allerdings
noch in den Anfängen und eine der Haupthürden, welche in Zukunft noch
zu nehmen sind, ist die Inversion der gemessenen Impulsraumdaten in den
Ortsraum. Die Resultate meiner Rechnungen, in welchen ich einen hybriden
quantenmechanisch-klassischen Ansatz benutzt habe, sind in guter Überein-
stimmung mit kürzlich erhaltenen experimentellen Ergebnissen. Dies macht
den verwendeten Code auf lange Sicht vielversprechend für die oben genan-
nte Strukturinversion von XFEL-induzierten Coulombexplosionsdaten. Im
letzten Teil dieser Doktorarbeit leite ich ein Ladungstransferschema her, welches
auf quantenmechanischen Prinzipien basiert. Dieses Modell füllt eine Lücke,
da in anderen Modellen die Zeitabhängigkeit des Elektronentransfers häufig
nicht auf mikroskopischer Ebene modelliert ist.
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Abstract

The advent of X-ray free-electron lasers (XFELs) over the past decade, pro-
viding ultraintense femtosecond X-ray pulses, offers novel opportunities for
molecular structure investigations. By now, most of the established approaches
revolve around diffractive imaging schemes with crystalline samples, where
electronic and nuclear radiation damage, caused by the X-rays, must be avoided
to achieve the highest possible spatial resolution. My results from ab initio
calculations reveal that the induced electronic radiation damage is funda-
mentally different for soft as compared to hard XFEL pulses. XFEL pulses,
however, can also be used to image the atomic building blocks of molecules
themselves, by measuring the momenta of atomic ions after the Coulomb ex-
plosion triggered by the XFEL pulse. This method called Coulomb Explosion
Imaging (CEI) is still in a premature state and a main challenge that remains
nowadays, is the inversion of the measured momentum space information
into position space. My calculations employing a hybrid quantum-classical
approach are in good agreement with recently obtained experimental results,
which renders the used toolkit in the long term promising for structural in-
versions of XFEL-induced Coulomb explosion imaging data. In the last part
of this Ph.D. thesis, I derive a charge transfer scheme which is based on quan-
tum mechanical principles. This framework fills a gap, as in other models the
time-dependence of electron transfer is often not modeled on a microscopic
level.
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Chapter 1

Introduction

X-ray free-electron lasers (XFELs) [1, 2] are novel X-ray radiation sources
that offer ultrashort pulses in the femtosecond (10−15 s) and subfemtosec-
ond timescale with unprecedentedly high brilliances. [3–6] In 2009, the first
hard X-ray FEL, the Linac Coherent Light Source (LCLS) in the USA, started
operation. [7] Today, further hard XFELs in Japan (SACLA [8]), Korea (PAL-
XFEL [9]), Switzerland (SwissFEL [10]) and Germany (European XFEL [11])
provide access to XFEL experiments for a growing number of scientists. Soft
XFELs are presently located in Italy (FERMI [12]), Germany (FLASH [13])
and China (SXFEL [14]).
An important application of XFEL pulses lies in the field of X-ray crystallog-
raphy, i.e., in resolving the atomic arrangement in crystals via X-ray diffrac-
tion. While X-ray crystallography is at present the primary technique for
structure determination of proteins, there exist also many biological systems
such as membrane proteins, from which it is difficult to obtain large, well-
diffracting crystals. [15–17] Aside from crystal quality and crystal size, X-ray
crystallography is also challenged by radiation damage. [15] X-rays damage
the sample because, e.g., at a wavelength of 1 Å , the photoelectric cross sec-
tion of carbon is about 10 times higher than its elastic-scattering cross sec-
tion. [18] Thus, diffraction experiments using the highly intense pulses pro-
vided by XFELs are inevitably accompanied by high degrees of ionization.
The high charges created via X-ray multiphoton ionization lead to electro-
static repulsion of the charged nuclei and ultimately to Coulomb explosion
of the molecules. Since X-rays are scattered by the electron density, both the
electronic damage and the distortion of atomic positions limit the resolution
of diffraction experiments at XFELs. Nonetheless, already in the year 2000,
Neutze et al. [18] predicted that pulses from XFELs could be realized suf-
ficiently short and intense that the structural information can be retrieved
with tolerable radiation damage. The background is that there is an inertial
delay in the conversion of potential energy into kinetic energy, thus retard-
ing the Coulomb explosion of the nuclei. Consequently, for sub-10-fs pulses
the nuclei predominantly move when the pulse is already over. This prin-
ciple of “diffraction before destruction” [18] is applied in the recently intro-
duced method of serial femtosecond crystallography (SFX), which uses XFEL
pulses. [17] The technique opens up new opportunities for structure deter-
mination of difficult-to-crystallize molecules, as the examined crystals can be
smaller than in conventional X-ray crystallography. [15, 18]
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For example, SFX has been successfully applied in resolving the struc-
tures of lysozyme from microcrystals [15], and of photosystem I from nanocrys-
tals [17]. One of the main obstacles on the road to structure determination of
smaller crystals, and eventually single molecules with SFX, remains radia-
tion damage, as it is still not well understood.
In this Ph.D. thesis I investigate computationally the electronic radiation dam-
age induced in different regioisomers of iodopyridine by intense soft X-ray
FEL pulses. The interest in iodine-containing compounds arises from meth-
ods introducing heavy atoms such as iodine in molecules to solve the phase
problem in X-ray crystallography. [19, 20] It has recently been found that on
and in the vicinity of these heavy atoms extremely strong electronic radiation
damage is induced. [21] More precisely, the joint computational and experi-
mental study in the hard X-ray regime has revealed that iodomethane CH3I
reaches at ultrahigh X-ray intensities significantly higher charge states com-
pared to what is found for the sum of independent iodine, carbon and hydro-
gen atoms. This constitutes a paradigm shift because previously it had been
thought the charge of atoms in polyatomic molecules can be deduced from
the charge of an isolated atom under the same irradiation conditions. [21]

The molecular ionization enhancement occurs due to ultrafast molecu-
lar electron rearrangement towards the iodine atom, making more electrons
available for ionization on the iodine atom, which has a much higher pho-
toionization cross section than the methyl group. This effect has been called
charge-rearrangement-enhanced X-ray ionization of molecules (CREXIM) and
is crucial for our understanding of experiments at XFELs. A computational
study on the ionization of iodobenzene by intense femtosecond pulses in the
hard X-ray regime has shown that the carbon atoms at the far end from the
iodine site end up more highly charged than the ones closer to iodine. [22]
In order to verify this trend, an experiment was designed where, at different
positions in the aromatic ring of iodobenzene, a carbon atom is replaced by
a nitrogen atom. The nitrogen is thus intended to serve as a marker atom for
the charge transfer.
In Chapter 3 I present corresponding computational investigations on the re-
gioisomers 2-, 3- and 4-iodopyridine. The calculations were performed using
the X-ray molecular physics toolkit XMOLECULE [23] and the X-ray atomic
physics toolkit XATOM [24], which are described in detail in Chapter 2.
At high X-ray intensities atoms and molecules typically become highly ion-
ized. In order to optimize the electronic structure for every emerging multiple-
hole configuration, the toolkits thus employ the computationally cheap Hartree-
Fock-Slater electronic structure model [25], and the molecular calculations
are performed with fixed geometry. My results in Chapter 3 extend the inves-
tigations of radiation damage towards the soft X-ray regime as well as my
previous work [26], in which I investigated how the X-ray ionization dynam-
ics manifests itself in electron and fluorescence spectra of a single water mo-
lecule, likewise employing XMOLECULE. The remaining CREXIM studies
using XMOLECULE were conducted in the hard X-ray regime, at 8.3 keV [21,
22] and 12 keV [27], because for higher photon energies the ratio of elastic-
scattering events to damaging events becomes more favorable [18, 28, 29]
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for diffractive imaging experiments such as SFX. Besides, atomic resolution
requires photon energies of 12 keV and higher (12 keV =̂ 1 Å wavelength).
SFX also works for longer wavelengths, just with lower resolution that is
diffraction-limited. [30] In an SFX experiment at 2 keV, which is a photon en-
ergy I used in my calculations, a resolution of 8 Å could thus be achieved. [31]
Previous experiments with intense soft X-rays [32–35] suggest that the charge
of atoms in a polyatomic molecule can be inferred from the charge induced in
an isolated atom. In contrast, my XMOLECULE results predict a molecular
ionization enhancement also in the soft X-ray regime.

A different approach to structural investigations with XFELs, comple-
mentary to SFX, is to analyze the asymptotic momenta of the fragments after
the Coulomb explosion. Consequently, in this method termed Coulomb ex-
plosion imaging (CEI), the nuclear radiation damage is not unwelcome. On
the contrary, it underlies the working principle of the approach and is re-
quired to analyze the structure of single gas-phase molecules. As is the case
with other methods for structure determination, in most cases theory is re-
quired for converting the measured signal, here the asymptotic momenta,
into the initial atomic positions prior to the explosion. Such a geometry re-
construction is challenging, and most CEI research articles do not perform
an actual geometry reconstruction, but instead extract information from the
momentum vectors themselves. [36] The few cases, in which CEI could be
used to determine molecular structures with a certain degree of accuracy,
concern not more than triatomic molecules [37] (H+

3 [38], Efimov state of the
4He trimer [39], D2O and SO2 [40]). Key to the success of CEI is a fast charge-
up of all atoms, such that the molecule fragments completely into atomic
ions without structural rearrangements or formation of long-lived interme-
diate molecular fragment ions, which would complicate the mapping from
asymptotic fragment momenta to the initial atomic positions. [41] Reaching
high degrees of ionization is crucial to obtain a strong Coulomb repulsion
that overcomes any chemical binding energies. High charge states are partic-
ularly important if the goal is a geometry reconstruction, as CEI simulations
typically employ a simple model, in which Coulomb repulsion is the only
force incorporated, disregarding chemical bonding forces. [41–45]

In the beginnings of CEI [38, 46], the rapid charge-up was realized by
sending molecular ion beams from a storage ring through a thin metal foil.
Thus, valence electrons are stripped off on a subfemtosecond timescale, and
the explosion evolves quasi-instantaneously. Also collisions with highly charged
ions have been used to trigger the explosion. [47–49] In more recent ap-
proaches, the Coulomb explosion is often induced by intense femtosecond
laser pulses, paving the way for time-resolved pump-probe experiments to
image photo-induced structural dynamics. [50] This method creates the charges
via multiphoton ionization or strong-field ionization, or a combination of the
two [51]. As a tabletop solution, it requires less effort than the approach
employing stripping foils, and especially neutral molecules can easily be ex-
amined, whereas in foil-induced CEI sophisticated experimental setups are
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required to study neutral molecules. [37, 46] Laser-induced Coulomb ex-
plosion has been applied to study the structure of molecules consisting of
five atoms. [37, 52] For example, the absolute configuration of the prototyp-
ical chiral molecule bromochlorofluoromethane (CHBrClF) could be deter-
mined without exact geometric reconstruction, confirmed by molecular dy-
namics simulations. [52] Laser-induced CEI is limited by the currently avail-
able laser intensities, which make it difficult to reach very high molecular
charge states. [52, 53]
The Coulomb explosion can also be induced by inner-shell absorption of one
or multiple X-ray photons and subsequent Auger decays. For example, ion-
ization with a single X-ray photon from a synchrotron light source was used
to determine the absolute configuration of a chiral molecule. [53] Also the
ultraintense pulses from XFELs are considered promising for CEI, as they
charge systems highly on femtosecond timescales via X-ray multiphoton ion-
ization. [54, 55] In fact, the feasibility of XFEL-induced CEI has been proven
in an experiment on the planar 12-atom molecule 5-iodouracil (C4H3IN2O2)
at the SACLA XFEL facility [8] in Japan. [45, 56]

In Chapter 4 of this thesis I report on a joint experimental and theoreti-
cal XFEL-CEI study on the planar molecules 2-iodopyridine (C5H4IN) and
iodopyrazine (C4H3IN2). The experiment was conducted employing a cold
target recoil ion momentum spectroscopy (COLTRIMS) reaction microscope [57],
which is part of the Small Quantum Systems (SQS) scientific instrument at
the European XFEL [11]. The results of our collaboration demonstrate that
soft XFEL pulses facilitate imaging complex ring molecules completely as
atomic ions. In comparison with the study at SACLA [45, 56], the higher rep-
etition rate of the European XFEL [11] led to higher-quality, i.e., clearer, mo-
mentum images as well as to the detection of higher-order coincidences with
sufficient statistics (up to eight-fold coincidences vs. triple coincidences).
Moreover, we were able to obtain detailed information on the ultrafast in-
tramolecular electron rearrangement from the ring atoms towards the iodine.
In order to simulate the XFEL-induced CEI, I employed the XMDYN [58] the-
oretical toolkit which combines atomic ab initio X-ray physics with molecular
dynamics. It includes charge transfer between atom pairs based on a clas-
sical over-the-barrier model [59–61], and Coulomb forces between charged
particles are the only acting forces. My results are in good agreement with
experiment, thus allowing me to supplement the study with insight into the
ionization dynamics as well as into the geometry evolution of the fragments.
I also discuss in Chapter 4 which improvements to the model were necessary
to obtain the presented results, and which further steps are required on the
route towards geometric reconstructions of complex molecules using XFEL-
CEI data.

Both toolkits I applied, XMDYN and XMOLECULE, lack a continuous
modeling of intramolecular electron transfer on a microscopic level. In other
models, the details of electron transfer dynamics are often only taken into
account via fitting procedures. [45, 56] Hence, in Chapter 5 I develop an al-
ternative scheme for electron transfer in the XMDYN framework, based on
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quantum mechanics, that provides information on the time-dependence of
electron transfer. A minimal model is employed, in which molecular orbitals
are constructed by linear combinations of two atomic orbitals located on two
different atoms. The expansion coefficients obtained for the molecular or-
bitals are then used to construct and propagate a wave packet to thus de-
scribe charge transfer dynamics between the atomic orbitals.
Chapter 6 comprises the conclusions of the work presented in this thesis as
well as an outlook on future work.
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Chapter 2

Computational Methods

The simulation results presented in this Ph.D. thesis were generated with
a computational toolbox developed in the CFEL-DESY Theory Division to
model high-intensity X-ray induced dynamics of matter. In this chapter, first
the common features of the three toolkits are presented. Next, the individ-
ual simulation tools are introduced, starting with the X-ray atomic physics
toolkit XATOM [24], because the X-ray molecular physics toolkit XMOLE-
CULE [23] as well as the X-ray molecular dynamics toolkit XMDYN [58] uti-
lize atomic data computed by XATOM.

2.1 Common features of XATOM, XMOLECULE
and XMDYN

2.1.1 Electronic structure model

The three packages have in common that they are designed to be compu-
tationally efficient. This feature is a prerequisite in the simulation of high-
intensity X-ray studies because – with a photon energy chosen above all ion-
ization edges – in the course of the multiple ionization dynamics any elec-
tronic configuration from the neutral to the fully ionized system may emerge.
In order to optimize the electronic structure for each occurring multiple-
hole configuration the toolkits are based on the Hartree-Fock-Slater (HFS)
model1 [25]. This approach represents a simplification of the Hartree-Fock
(HF) method to reduce the computational complexity [62, 63] by introducing
a local density approximation to the otherwise nonlocal and exact exchange
potential in HF theory. Within this approximation exchange interaction is
modeled by the potential

Vx(~r) = −α
3
2

[
3
π

ρ(~r)
] 1

3

. (2.1)

Here, ρ(~r) denotes the electron density and α is called Slater’s exchange
parameter. In the toolkits used in this work, and initially by Slater [62], α is
set to one. The exchange potential for α = 1 originates from the description
of a free-electron gas in a solid. [25] In the local density approximation (LDA)

1XATOM and XMOLECULE directly, XMDYN via XATOM.
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of density functional theory (DFT) correlation and exchange are, in practice,
calculated separately. [64] The latter is computed with Eq. (2.1), where α is set
to 2

3 . [65] Later it was suggested to introduce the parameter α as an adjustable
parameter that is to be determined separately for every material, in the so-
called Xα approximation. [62, 65, 66] Interestingly, the Xα method describes
the dissociation of the H2 molecule into neutral H atoms correctly [67] (unlike
restricted Hartree-Fock (RHF) theory, which predicts 50% ionic H++H−), and
as a rule HFS bond energies are better than HF bond energies. [68] However,
in the vast majority of cases HF and HFS results are fairly similar. [63]

2.1.2 Electronic structure of the ground state and of excited
states

XATOM solves the atomic Hartree-Fock-Slater equations,

f̂ (i)φa(i) = εaφa(i) , (2.2)

in a self-consistent field (SCF) procedure. The operator f̂ (i) is the effective
single-particle Fock operator which contains the Slater exchange potential
Vx(~r) given in Eq. (2.1). The single-particle wavefunction φa(i) represents
the atomic spin-orbital with index a, occupied with electron i. Within the
XATOM framework, Equation (2.2) is solved numerically on a grid [24] for a
specific atomic electronic configuration.

In the construction of molecular orbitals ψa(~r) the X-ray molecular physics
toolkit XMOLECULE employs the linear combination of atomic orbitals (LCAO)
approach [23]

ψa(~r) = ∑
µ

Cµaφµ(~r) , (2.3)

where φµ(~r) denotes the µth atomic orbital, and Cµa is the coefficient of the
µth atomic orbital for the ath molecular orbital. Since atomic orbitals at differ-
ent atomic sites may overlap, the basis is non-orthogonal. Therefore, XMO-
LECULE’s SCF algorithms aim at finding an HFS solution for the Roothaan-
Hall equation [69],

F
[
Cold

]
Cnew = S Cnewεnew , (2.4)

with F being the Fock matrix. The notation F
[
Cold

]
makes clear that the Fock

matrix is built from the current molecular orbital coefficient matrix Cold. The
matrix S is the overlap matrix of the non-orthogonal basis functions. Equa-
tion (2.4) is then solved to yield a new molecular orbital coefficient matrix
Cnew and a new matrix of orbital energies εnew. [70] Since the Fock matrix
depends on the LCAO coefficients, the Roothaan-Hall equation is solved it-
eratively until the orbitals become self-consistent at convergence. When this
point is reached, the Fock operator built from the orbitals gives the same
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orbitals as eigenfunctions. In this way the Hartree-Fock variational princi-
ple usually yields the best and lowest-energy single Slater determinant ap-
proximation of a ground state wavefunction for a given basis set. [70, 71]
For obtaining the HFS solution for the electronic ground state XATOM and
XMOLECULE occupy the energetically lowest orbitals in every SCF iteration,
following the aufbau principle. [23, 70]

For computing an approximation of the ground-state electronic structure
of atoms and molecules [70, 72], HF theory as well as DFT are well-established
methods, and HFS occupies as ancestor of modern DFT [68] the place be-
tween them.

The SCF algorithms used in XATOM and XMOLECULE do not directly
minimize the HFS energy functional, but use the more efficient way [72] of
solving the HFS equations. These procedures are closely related because
finding orbitals, which are eigenfunctions of the Fock operator, corresponds
to finding a stationary point on the energy hypersurface. [73] This means that
one can use XATOM and XMOLECULE not only to find the global minimum
of the HFS energy functional (the electronic ground state), but also to find
other stationary points on the energy hypersurface that are genuine higher-
energy solutions of the SCF problem and can be used to model the electronic
structure of excited states. [70] In practice, XMOLECULE employs a variant
of the maximum overlap method (MOM) [23, 70] to guide the SCF procedure
towards such an excited-state solution: In order to obtain the electronic struc-
ture consisting of (n− 1) electrons after an ionization event, as initial guess
the orbitals optimized for the "parent" configuration with n electrons are oc-
cupied with the new set of occupation numbers. Subsequently, in every SCF
iteration the orbitals are not occupied according to their energy following the
aufbau principle as for the ground-state solution, but such as to maximize the
overlap between the occupied orbitals in the previous and in the current iter-
ation. [23, 70] This strategy impedes variational collapse to the ground-state
solution. [70]

In summary, the presented approach allows finding higher-energy solu-
tions of the SCF equations with orbitals relaxed for the respective excited
state at the low computational cost of the HFS electronic structure model. Its
practicability strongly relies on starting with a good initial guess in the prox-
imity of the targeted excited-state solution. [70] A combination of HF theory
with the MOM for locating higher solutions of the SCF equations yielded sur-
prisingly accurate results for (however, low-lying) excited states of H2. [74]

2.1.3 Transition energies

Transition energies for photoionization processes are calculated using Koop-
mans’ theorem [75]. This means that the ionization potential Ik for removing
an electron from the kth spin orbital is approximated as the negative of the
corresponding orbital energy εk of the neutral system (that still contains the
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electron which is later removed)

Ik ≈ −εk . (2.5)

For canonical Hartree-Fock orbitals the approximation in Eq. (2.5) is exact
through first order. [76] Since the underlying derivation is often presented in
abbreviated form, it will be given in long form here, following Ref. [77].

In the HF formalism the total ground-state energy of an n electron system
nE0 is given as

nE0 =
n

∑
i=1

hii +
1
2

n

∑
i=1

n

∑
j=1

(
Jij − Kij

)
, (2.6)

where the terms hii are one-electron integrals with the one-electron Hamil-
tonian ĥ1 and the ψi describing the n different occupied spin orbitals (i =
1, ..., n). In atomic units, they are defined as

hii = 〈i|ĥ1|i〉 =
∫

ψ∗i (
−→x1 )

[
−1

2
∇2 −∑

k

Zk
rik

]
ψi(
−→x1 )d
−→x1 . (2.7)

Here, the first operator in square brackets describes the kinetic energy of the
electron in the ith spin orbital, while the second term is the sum of the Cou-
lomb attraction between this electron and all nuclei with running index k,
with Zk being the associated atomic number and rik the distance between the
electron and the nucleus.

The Jij and Kij are two-electron integrals with the part of the Hamiltonian
describing the interaction between the electrons in the spin orbitals i and j.
The Jij are called the Coulomb integrals and the Kij are called the exchange
integrals. Using physicists’ notation [78], they are defined as

Jij = 〈ij|ij〉 =
∫ ∫

ψ∗i (
−→x1 )ψ

∗
j (
−→x2 )

1
|−→r12|

ψi(
−→x1 )ψj(

−→x2 )d
−→x1 d−→x2 (2.8)

Kij = 〈ij|ji〉 =
∫ ∫

ψ∗i (
−→x1 )ψ

∗
j (
−→x2 )

1
|−→r12|

ψj(
−→x1 )ψi(

−→x2 )d
−→x1 d−→x2 (2.9)

The coordinates ~x in Eqs. (2.7)-(2.9) include both the spatial and spin coordi-
nates of the one or two electrons.

The HF energy of the kth spin orbital is given as

εk = 〈k| f̂ |k〉 = hkk +
n

∑
j=1

(
Jkj − Kkj

)
. (2.10)

Now we consider removing an electron from orbital k to create an (n− 1)
electron system, corresponding to the remaining electronic structure after a
photoionization. If we assume that the removal of this electron from orbital
k does not alter the other spin orbitals, the total energy of the (n− 1) electron
system n−1Ek reads as
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n−1Ek =
n

∑
i=1
i 6=k

hii +
1
2

n

∑
i=1
i 6=k

n

∑
j=1
j 6=k

(
Jij − Kij

)
. (2.11)

For the ionization potential Ik that is necessary to remove an electron from
the kth spin orbital we obtain the following, inserting Eqs. (2.11) and (2.6),

Ik =
n−1Ek − nE0 =

n

∑
i=1
i 6=k

hii +
1
2

n

∑
i=1
i 6=k

n

∑
j=1
j 6=k

(
Jij − Kij

)
−
[

n

∑
i=1

hii +
1
2

n

∑
i=1

n

∑
j=1

(
Jij − Kij

)]

= −hkk −
1
2

n

∑
i=1

(Jik − Kik)−
1
2

n

∑
j=1

(
Jkj − Kkj

)
.

(2.12)

Since the sums in the last expression exhibit the same limits, we can simplify

Ik = −hkk −
1
2

n

∑
j=1

(
Jjk − Kjk

)
− 1

2

n

∑
j=1

(
Jkj − Kkj

)
. (2.13)

Now we need to recall the symmetry properties of the two-electron integrals

Jjk = 〈jk|jk〉 = 〈kj|kj〉 = Jkj (2.14)

Kjk = 〈jk|kj〉 = 〈kj|jk〉 = Kkj (2.15)

in order to arrive at the negative of the energy of the kth spin orbital (Eq. (2.10))
and thus, Koopmans’ theorem (Eq. (2.5))

Ik = −hkk −
n

∑
j=1

(
Jkj − Kkj

)
= −εk . (2.16)

As demonstrated, Koopmans’ theorem can be derived in the formalism of
(restricted) Hartree-Fock theory, assuming in Eq. (2.11) that the other spin
orbitals are not altered by the removal of the electron from orbital k, i.e., in
the frozen orbital approximation. In reality, however, the orbitals contract due
to the reduced shielding of the nuclear charge. Consequently, the neglect of
this orbital relaxation constitutes one main source of error when applying
Koopmans’ theorem in the HF method.

In addition to this, although the HF variational principle does yield the
best single Slater determinant approximation of a ground-state wavefunc-
tion [71] for a given basis set (as mentioned earlier), even in the limit of a
complete basis set the HF energy EHF limit is always above the exact energy
Eexact,

EHF limit > Eexact . (2.17)

The reason is that HF theory disregards that electron motion is correlated,
i.e., electrons move to avoid each other. Thus, the second main source of error
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in Eq. (2.5) is the correlation energy Ecorr which is always negative,

Ecorr = Eexact − EHF limit . (2.18)

In practice one observes a partial cancellation of correlation and relax-
ation errors, and thus Koopmans’ theorem provides reasonable ionization
potentials at low computational cost. [79, 80]

In the HFS model employed in this Ph.D. thesis Koopmans’ theorem is
not fulfilled. [81] However, it is approximately valid [24], and K-shell bind-
ing energies of noble-gas atoms, calculated with a nonrelativistic HFS-based
Herman-Skillman code [82], applying Koopmans’ theorem, agree to experi-
mental values from the X-ray Data Booklet [83] within a few per cent. [76] The
remaining discrepancies can be traced back to relativistic electronic structure
effects and correlation energies. [76]

By analogy with Koopmans’ theorem, transition energies for Auger and
fluorescence decays are also calculated based on the energy differences of
the involved orbitals of the initial system with the core hole. This approach
is computationally efficient, as the transition energies are required for cal-
culating transition rates and cross sections. In this way only the electronic
structure of the initial state needs to be optimized, and not the electronic
structures of all possible final states. Only Chapter 4 deviates slightly from
this approach, as kinetic energies of Auger electrons are derived differently
from HFS-provided quantities there (see Section 4.4).

2.1.4 Simulation of the X-ray matter interaction

The three toolkits used in this Ph.D. work have in common that the inter-
action between the intense X-ray pulse and the atomic or molecular system
is modeled with sequential one-photon ionization steps. Although the un-
precedentedly high brilliance of XFELs facilitated first observations of direct
(i.e., nonsequential) two-photon processes [84, 85], this approach is justified
because the single-photon cross section typically dominates over the direct
multiphoton cross section. Consequently, multiphoton absorption in the X-
ray regime predominantly takes place as sequential single-photon absorp-
tion. [54]

In the simulation every inner-shell photoionization is followed by the as-
sociated relaxation of the hole: Auger or fluorescence decay. For atoms with
low atomic number Z the Auger decay rate of an inner-shell hole generally
exceeds the X-ray fluorescence rate by far. Only for elements heavier than
zinc (Z > 30) a K-shell hole decays preferentially, in a first step, through X-
ray fluorescence. [86] In the interaction with an intense X-ray pulse, typically
many different electronic configurations play a role, due to consecutive or
overlapping cycles of photoionization, Auger and fluorescence events. Our
computationally cheap electronic structure model (see Section 2.1.1) allows
for the reoptimization of the electronic structure for every multiple-hole elec-
tronic configuration which is formed in the course of the X-ray ionization
dynamics. Every such electronic configuration I is characterized by the oc-
cupation numbers of the atomic or molecular orbitals. On a side note, we
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disregard electron spin, and degenerate orbitals are occupied with average
occupation, therefore also fractional occupation numbers may occur (and not
only the integers zero, one and two). As basis functions that represent the
atomic orbitals, numerical atomic orbitals (NAOs) are used, which are com-
puted with XATOM [24]. Since valence orbitals deform strongly depending
on the occupation of inner shells [23], NAOs are used as basis functions that
are adapted to the inner-shell electronic configuration. For example, in Chap-
ter 3 different atomic basis functions were used in the molecular calculation
for iodine with one or two holes in the 4d subshell.

The time-dependent population of the bound-electron configurations is
described by coupled rate equations in the form of Pauli-Master equations

d
dt

PI(t) = ∑
I′ 6=I

[ΓI′→I PI′(t)− ΓI→I′PI(t)] , (2.19)

where PI(t) denotes the population of the electronic configuration I at time
t. ΓI′→I and ΓI→I′ are the rates which lead to augmentation and depletion
of the electronic configuration I, respectively, due to transitions between the
configuration I and all other configurations I′. Transitions considered are
photoionization, Auger decay and fluorescence. The time-dependent pho-
toionization rates are calculated as

ΓI→I′ = σI→I′ J(t) (2.20)

from the instantaneous X-ray flux density J(t) at time t and the computed
photoionization cross section σI→I′ [24, 27], for a transition between configu-
ration I and I′. Resonant excitations and relativistic effects are not included
in the calculations presented in this Ph.D. thesis. The rate equation approach
had already been successfully applied in the modeling of X-ray-induced mul-
tiple ionization [54, 87, 88] before the release of XATOM. [24] For details
on our rate equation approach the interested reader is referred to Ref. [86],
where also references for a derivation of the rate equations are given. [89–91]
Note that our approach constitutes a nonperturbative treatment of sequential
multiphoton ionization as we do not assume that the population of the initial
(neutral) configuration PI0(t) remains close to unity at all times. [86] This is a
good assumption at the high X-ray intensities employed in this Ph.D. work,
where the systems typically reach very high final charge states.

In the calculations with XATOM and XMOLECULE the coupled, first-
order differential equations in Eq. (2.19) are integrated numerically using the
fourth-order Runge-Kutta method. [24, 27]

2.1.5 X-ray pulse parameters

In all calculations the intense femtosecond X-ray pulse is simulated using a
Gaussian envelope with given temporal full-width at half-maximum (FWHM).
In reality, most XFELs currently operate on the principle of self-amplification
of spontaneous emission (SASE) for generating the X-ray pulses, which in-
herently results in a temporal distribution composed of several spikes. [92]
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Moreover, the spike structures vary shot by shot. [93] Measuring the tem-
poral profile of the X-ray free-electron laser (XFEL) pulse using the X-band
transverse deflecting cavity (XTCAV, details given in Ref. [94]), and employ-
ing the average over many single-pulse measurements in the simulations
yielded in Ref. [21] much better agreement with experimental data than the
calculations for a Gaussian-shaped pulse. However, such a characterization
of the temporal pulse profile was not performed in the experiment described
in Chapter 4.

Beside the temporal shape, the X-ray pulse is specified in our calculations
by the photon energy. Throughout the work photon energies between 1 keV
and 2 keV are employed, i.e., the interaction between atoms and molecules
and intense soft X-rays is investigated. The third pulse quantity which is nec-
essary for our theoretical modeling is the X-ray fluence, i.e., the number of
X-ray photons impinging on the sample per unit area. All calculations are
performed for one, spatially constant fluence. Please note that experimental
data, however, typically do not correspond to a spatially constant fluence,
but to a spatial fluence distribution. It is feasible to determine the experi-
mental X-ray fluence on target and the spatial beam profile using a calibra-
tion procedure as described in Refs. [21, 95], where charge state distributions
of light atoms such as argon or neon are recorded under the same experi-
mental conditions as applied to the system of interest. Theoretical charge
state distributions of the light atom are then fitted to the experimental ones,
thus identifying a percentual beamline transmission and the relative abun-
dance of the fluence values in the interaction volume. The thus obtained
fluence distribution function can then be used in the calculations which are
later compared with the corresponding experimental results. [21] Such argon
calibration data were recorded during the beam time described in Chapter 4,
but at the present moment the analysis of the experimental argon charge state
distributions has not been completed. Therefore I could not utilize such a flu-
ence distribution function in my calculations.

2.2 XATOM

XATOM [24] is the ab initio toolkit of choice for simulating the interaction be-
tween high-intensity X-rays and atoms. It is based on nonrelativistic quan-
tum electrodynamics and perturbation theory, as described in Ref. [76]. The
electronic structure calculation is similar to the Herman-Skillman code [82]
frequently used in atomic physics, aside from the numerical grid method em-
ployed. [24] XATOM can compute the following X-ray-induced atomic pro-
cesses [58]: photoionization cross sections, X-ray fluorescence rates, Auger
and Coster–Kronig decay rates, elastic X-ray scattering cross sections and
their dispersion correction [96], Compton (i.e., inelastic) scattering cross sec-
tions [97] and shake-off branching ratios [84]. The toolkit has been success-
fully applied in the modeling of experiments with noble gases carried out
at XFELs. [84, 98–101] XATOM can either solve the rate equations that are
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used to model the time-dependent population of the electronic configura-
tions (see Section 2.1.4) by direct time propagation or, if the number of cou-
pled rate equations is large, a Monte Carlo approach [100, 102] can be used.
The Monte Carlo approach can be combined with precalculated atomic data.
Alternatively, one can choose to calculate atomic data for a certain electronic
configuration only if the configuration is de facto visited during an ioniza-
tion pathway determined by the Monte Carlo sampling. [100] Thus, atomic
data are computed only when they are required. This computationally effi-
cient Monte Carlo procedure for both evaluating atomic data and searching
probable ionization pathways enables the modeling also of heavy atoms, and
is called “Monte Carlo on-the-fly” in this thesis.
The atomic calculations from XATOM serve as a basis and as input for the
toolkits XMOLECULE [23] and XMDYN [58], respectively, which are dedi-
cated to the modeling of polyatomic systems (see Sections 2.3 and 2.4 for de-
tails). For further details on XATOM the reader is referred to Ref. [24], where
also the equations are given that underlie the computation of the photoion-
ization cross sections as well as the Auger and fluorescence decay rates. An
executable of XATOM is available via XRAYPAC. [103] Results from XATOM
are presented in Chapters 3 and 4 of this Ph.D. thesis.

2.3 XMOLECULE

XMOLECULE [23] is the ab initio toolkit for calculating efficiently the elec-
tronic structure of molecules irradiated by high-intensity X-rays. Molecular
orbitals are constructed as linear combination of atomic orbitals (MO-LCAO)
which are represented by core-hole adapted basis functions obtained from
XATOM [24] as numerical atomic orbitals. Using the Hartree-Fock-Slater
method, the Roothaan-Hall-type equations [69] are solved in a self-consistent
manner for ground and excited states (see Section 2.1.2 for details). XMOLE-
CULE has successfully modeled the X-ray multiphoton ionization of molecu-
les at the XFEL LCLS [21, 104, 105], including the intramolecular electron re-
arrangement that considerably augments the degree of ionization compared
to isolated atoms. [21]
Like XATOM, XMOLECULE can solve the coupled rate equations either by
direct time propagation, by using a Monte Carlo approach with a precalcu-
lated table of molecular data, or by using a Monte Carlo approach in which
molecular data are calculated on the fly only if required. XMOLECULE treats
electrons quantum mechanically and finds approximate solutions to the elec-
tronic Schrödinger equation. In order to describe nuclear dynamics, the nu-
clei are propagated classically along a kinetic Monte Carlo trajectory. The
forces acting on them are derived from the gradient of the energy of the elec-
tronic subsystem with respect to the nuclear positions. The molecular gradi-
ents, transition rates and photoionization cross sections are computed on the
fly for a given electronic configuration and molecular geometry.
In the calculation of Auger and fluorescence rates as well as photoionization
cross sections, the molecular orbitals of the initial-state configurations are
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employed to calculate the transitions to all final-state configurations, apply-
ing Koompans’ theorem (see Section 2.1.3). The equations utilized by XMO-
LECULE for the calculation of the photoionization cross sections, the Auger
and fluorescence decay rates are given in Ref. [27]. For the fluorescence rates,
transition dipole matrix elements between the molecular orbitals involved in
the fluorescence decays are evaluated.
Since the description of molecular electronic continuum wavefunctions is
challenging [106, 107], they are approximated as atomic continuum wave-
functions [27] that are supplied by XATOM [24]. For the photoionization
cross sections, the molecular transition dipole matrix elements are expressed
in the MO-LCAO approach with atomic basis functions from XATOM [24],
and only such transition dipole matrix elements are taken into account where
all basis functions as well as the atomic continuum wavefunction are located
on the same atom.
Auger decay is commonly considered a mostly intraatomic process at the
atom on which the core hole is located. Consequently, in the computation of
Auger decay rates only such electron interaction matrix elements are taken
into account where all atomic basis functions are located on the atom of the
core hole. [27] This approach is known as one-center approximation [108–
113] and produces good results compared to experiment. [110, 113]

For further details on XMOLECULE the reader is referred to Refs. [23,
27]. Results from XMOLECULE are shown in Chapters 3 and 4 of this Ph.D.
thesis.

2.4 XMDYN

As the abbreviation XMDYN for X-ray Molecular Dynamics already sug-
gests, XMDYN [58] is the theoretical toolkit which combines atomic ab ini-
tio X-ray physics with classical molecular dynamics to simulate dynamics of
matter exposed to high intensity X-rays. In a hybrid quantum-classical ap-
proach neutral atoms, atomic ions and free electrons are treated as classical
particles. Their positions are propagated using the classical molecular dy-
namics (MD) technique, i.e., Newton’s equations of motion are solved. In the
simulation, all charged particles interact via Coulomb forces. Bound elec-
trons are modeled as quantum electrons which are assigned to atomic or-
bitals of the atomic sites (molecular states are disregarded). The electronic
configurations are described via the occupation numbers of the atomic or-
bitals. For every new electronic configuration that emerges in the XMDYN
simulation, including all multiple-hole states, relevant atomic data are sup-
plied by the ab initio toolkit XATOM [24], i.e., orbital energies as well as a list
of possible atomic processes (e.g., photoionization, Auger decay and fluo-
rescence) and their corresponding photoionization cross section or transition
rate. These data are either loaded from a precalculated table of atomic pa-
rameters for the respective electronic configuration, or XATOM is automati-
cally called to calculate the parameters “on the fly”. Based on these atomic
data, photoionization, Auger and fluorescence decay are treated as stochastic
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processes that have a certain likelihood to happen, and a Monte Carlo algo-
rithm is utilized to generate an ionization pathway consisting of a sequence
of bound-electron configurations.
The XMDYN modeling approach has been validated by achieving good agree-
ment with experimental studies on buckminsterfullerene (C60) molecules [114–
116] as well as noble gas clusters [117], irradiated by XFEL pulses in each
case. Also in Chapter 4 of this Ph.D. thesis a good agreement between XMDYN
and experimental results is found for the XFEL-induced Coulomb explosion
imaging of 2-iodopyridine and iodopyrazine molecules.
For further details on XMDYN, especially on the numerical procedure, the
reader is referred to Ref. [58] An executable of XMDYN is available via XRAY-
PAC. [103] Results from XMDYN are presented in Chapter 4 of this Ph.D.
thesis.

2.4.1 Classical over-the-barrier model employed in XMDYN

XMDYN has recently been extended [59, 60] to include electron transfer be-
tween atoms or atomic ions based on a classical over-the-barrier model. Us-
ing this model, critical distances for charge transfer were obtained which are
in good agreement with values from time-resolved experiments. [34, 35]

In the following, the classical-over-the-barrier model as it is implemented
in XMDYN will be explained in detail, following in part Ref. [118], because
the model plays a prominent role in this Ph.D. thesis: in Chapter 4 it is
applied, also with substantial further developments to its implementation
in XMDYN. In Chapter 5 an alternative scheme for electron transfer in the
XMDYN framework, based on quantum mechanics, is presented.

We now consider electron transfer from atom D (donor) to atom A (accep-
tor) in the over-the-barrier picture. In XMDYN the diatomic donor-acceptor
model is applied to identify if electron transfer between a pair of atoms in a
polyatomic system shall be executed in the next time step. In every time step
it is checked for electron transfer between all pairs of atoms in the system,
with the order of the examined atoms chosen randomly.

The implementation follows for the most part the conventional over-the-
barrier model as described in Ref. [61]. Accordingly, an electron is transferred
from the donor atom D to the acceptor atom A if it has sufficient energy to
overcome the potential barrier between the atoms. The electron which is
considered for electron transfer experiences a potential which is given by the
superimposed Coulomb potentials of the two ions,

V(~r) = −QD + 1
|~r−~rD|

− QA

|~r−~rA|
, (2.21)

where QD and~rD (QA and~rA) denote the charge and position of the donor
(acceptor), respectively. The term QD + 1 takes into account that the electron
does not feel its own shielding of the donor nuclear charge.
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The height of the potential barrier Vb is given by the one of the saddle
point along the straight line which connects the donor and acceptor atoms,

Vb = −
(
√

QD + 1 +
√

QA)
2

R
, (2.22)

where R := |~rA −~rD| denotes the donor-acceptor distance. Applying first-
order perturbation theory within the electrostatic monopole approximation,
the donor energy level ED is given by the atomic orbital energy εD, influenced
by the electrostatic interaction with acceptor atom A

ED = εD −
QA

R
. (2.23)

In the monopole approximation the potential behaves as if all the charge of
the acceptor QA was a point charge, i.e., the spatial extension of nucleus and
atomic orbitals are neglected. Consequently, this is a good approximation if
the distance between the atoms is large in comparison with the spatial exten-
sion of the electron clouds.

Different from Ref. [61] we not only calculate the atomic orbital energies
of hydrogen and hydrogenlike systems, but also atomic orbital energies of
any atom or atomic ion in any charge state, using XATOM [24].

In XMDYN electron transfer from donor to acceptor is performed when
the electron at the donor possesses an energy which exceeds the height of the
potential barrier, i.e., when the condition

ED > Vb (2.24)

is fulfilled. Hence, we do not take into account any quantum tunneling
through the potential barrier. Equation (2.24) is also a prerequisite for elec-
tron transfer in the work by Ryufuku and Sasaki [61]. However, they demand
a second condition which can be rewritten as

ED = EA , (2.25)

where EA denotes the acceptor energy level with a vacancy which the elec-
tron occupies after the transfer. By analogy with ED, EA is given by

EA = εA −
QD

R
, (2.26)

with εA being the atomic orbital energy computed with XATOM.
Equation (2.25) shall ensure energy conservation when performing elec-

tron transfer. In the previous XMDYN studies with charge transfer [59, 60] as
well as in the early stages of the Coulomb explosion imaging project, Equa-
tion (2.25) was disregarded, and electron transfer was performed regardless
of the energy difference between εD and εA, or EA and ED. To compensate,
a sudden kinetic energy transfer was given to the ion cores in order to sat-
isfy energy conservation. This approach led to artifacts in the Newton plots,



Chapter 2. Computational Methods 18

which was corrected in the course of the project. See Chapter 4 for more
details.



19

Chapter 3

Iodopyridine Isomers Irradiated
with Intense, Femtosecond Soft
X-ray Pulses

In this chapter computational investigations on the regioisomers 2-, 3- and
4-iodopyridine in the soft X-ray regime are presented. The charges in the
molecular calculations are compared with the ones obtained for independent
atoms, in order to inspect if a molecular ionization enhancement is also found
for irradiation with intense soft X-ray pulses. First, the choice of the compu-
tational method is justified and the calculation setup is outlined. The remain-
ing sections present results for the total molecular charges of the isomers as
well as partial charges of the individual atoms for various pulse parameters,
and compare those with the charges obtained in the independent-atom pic-
ture.

3.1 Choice of computational method

I simulated the interaction between the iodopyridine isomers and the intense,
soft X-rays using the ab initio toolkit XMOLECULE [23], as it has proven to
model reasonably well the molecular ionization enhancement of iodomethane
in ultraintense hard X-ray pulses. [21] In order to keep the computational
effort feasible, nuclear dynamics are not included, since doing so would
have multiplied the computation time approximately by a factor of six (∼six
weeks instead of ∼one week for one XMOLECULE Monte Carlo trajectory).
This approximation is justified by the fact that in the iodomethane and iodoben-
zene studies the charge rearrangement predominantly happens prior to frag-
mentation. [21, 22] For quantifying the molecular ionization enhancement, I
compare the molecular calculations with calculations for independent atoms,
which were obtained using XATOM [24].

3.2 Calculation setup

I performed geometry optimizations for neutral 2-, 3- and 4-iodopyridine
using GAMESS [119] at the RHF theory level with a 3-21G* basis set. This
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method-basis combination yields bond lengths for 2-iodopyridine which are
in reasonably good agreement with experimental values. [120] For XMOLE-
CULE calculations, I used numerical atomic orbitals from XATOM, adapted
to the inner-shell electronic configuration, as basis functions. Specifically, the
minimal basis set was extended by 5d, 6s, 6p and 6d basis functions on iodine.
As in the iodobenzene study [22], the electronic structure, transition rates
and photoionization cross sections of every multiple-hole electronic config-
uration that was formed during the ionization dynamics were taken into ac-
count by employing the Monte Carlo on-the-fly technique [100], both in the
usage of XMOLECULE and of XATOM.

I employed photon energies of 1.2 keV and 2 keV and assumed X-ray
pulses with a Gaussian pulse envelope of 30 fs full-width at half-maximum
(FWHM). In the calculations with independent atoms the fluence was varied
between 4× 108 photons/µm2 and 4× 1014 photons/µm2, and for each data
point in the fluence maps 200 XATOM Monte Carlo on-the-fly trajectories
were run. In the full molecular model a low fluence of 1× 1011 photons/µm2

and a very high fluence of 2× 1013 photons/µm2 were chosen, and 46− 50
XMOLECULE Monte Carlo on-the-fly trajectories were run for each data
point.

3.3 Results and discussion

3.3.1 Photoionization cross sections

At photon energies of 1.2 keV and 2 keV, the ratio between the total pho-
toionization cross sections of iodine and carbon is an order of magnitude
smaller than at 8.3 keV (see Table 3.1), which was the photon energy used in
the iodobenzene and iodomethane studies [21, 22].

TABLE 3.1: Ratio of the total atomic photoionization cross sec-
tions of neutral iodine and neutral carbon. Values are calcu-
lated with the XATOM [24] toolkit, given for different photon

energies.

Photon energy [eV] σTotal(I)
σTotal(C)

1200 1.39 Mb
2.64×10−2 Mb ≈ 53

2000 4.21×10−1 Mb
6.02×10−3 Mb ≈ 70

8300 5.23×10−2 Mb
7.51×10−5 Mb ≈ 696

Hence, in the soft X-ray regime it cannot be excluded a priori that the
electrons of the carbon and nitrogen atoms are directly photoionized without
any prior electron rearrangement towards the iodine site.
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FIGURE 3.1: Total atomic photoionization cross section of io-
dine for 1.2 keV and 2.0 keV as a function of the iodine charge,

calculated with the XATOM [24] toolkit.

I will start the detailed discussion with the 1.2 keV case and will subse-
quently proceed to 2.0 keV.
A photon energy of 1.2 keV is above the M-, N- and O-edges of neutral iodine.
Positive charges on the iodine shift the ionization edges towards increasingly
higher binding energies. Consequently, with increasing iodine charge, cer-
tain ionization channels become energetically unavailable, which is reflected
in stepwise declines in the total photoionization cross section as a function
of the iodine charge. Figure 3.1 shows the calculated atomic photoionization
cross section of iodine for photon energies of 1.2 keV and 2 keV as a function
of charge state. As can be seen, starting from a charge of +11, the iodine
3s binding energy shifts above 1.2 keV and the total cross section calculated
for 1.2 keV becomes smaller. Please note that I am discussing here both cal-
culated atomic binding energies and calculated atomic photoionization cross
sections despite dealing with the molecules 2-, 3- and 4-iodopyridine. Con-
sidering that the largest part of the total photoionization cross section of
iodine is made up of inner-shell contributions, the associated error should,
however, be small. From an iodine charge of +21 on, exclusively the iodine
N-shell contributes to the total cross section, giving rise to a further reduction
of the total cross section.

At an iodine charge of +25 the total photoionization cross section drops
to zero because all remaining electrons are in subshells with binding energies
above 1.2 keV. This means that, once an iodine charge of +25 is reached dur-
ing the pulse, further absorption of photons can (in the independent-atom
picture) only take place as direct photoionization of carbon or nitrogen or
resonant excitation of iodine electrons. The latter is not included in the cal-
culations.

Figures 3.2(a) and 3.2(b) show a comparison between the atomic pho-
toionization cross sections of iodine, carbon and nitrogen as a function of
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charge state. The comparison indicates that for 1.2 keV photon energy, start-
ing from an iodine charge of +23, the total iodine and the total carbon and
nitrogen photoionization cross sections become comparable.
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(a) Cutout of Fig. 3.1 for the high iodine
charges.
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FIGURE 3.2: Comparison between the total atomic photoion-
ization cross sections of iodine, carbon and nitrogen, for
1.2 keV as well as 2.0 keV, as a function of charge state. Cal-

culations were performed with the XATOM [24] toolkit.

With a photon energy of 2.0 keV the total photoionization cross section of
neutral iodine lowers by a factor of 3.3 (see Fig. 3.1) as compared to 1.2 keV.
The K- and L-edges are still energetically out of reach. As a result of the
higher photon energy the total photoionization cross section drops to zero
at a higher iodine charge of +33 instead of +25. Unlike in the 1.2 keV case,
there is no range where exclusively the N-shell contributes to the total pho-
toionization cross section because the M-edges exceed 2 keV for high iodine
charges around +30 that correspond to electronic configurations with an al-
ready empty N-shell. It is interesting to note that the 1.2 keV and 2.0 keV
iodine cross section graphs intersect at an iodine charge of ∼+21. The to-
tal photoionization cross section for neutral carbon at 2 keV is lowered more
than the iodine one, by a factor of 4.4, thus leading to an increased ratio
σTotal(I)
σTotal(C)

in Table 3.1 as compared to the 1.2 keV case (see page 20).
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3.3.2 Fluence maps of the total molecular ionization enhance-
ment
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FIGURE 3.3: Fluence map of the total molecular ion-
ization enhancement at 1.2 keV. Average total molecular
charge from XMOLECULE [23] for an X-ray pulse with 30 fs
FWHM: +30.0 ± 0.5 for 2-iodopyridine and +29.0 ± 0.4 for
4-iodopyridine at 1 × 1011 photons/µm2, and 66.7± 0.2 for 4-
iodopyridine at 2× 1013 photons/µm2. The error bars indicate
the standard error of the mean. Also given are the total charges
and the elemental group charges in the independent-atom
model for a range of fluences, as calculated using XATOM [24].

Figure 3.3 illustrates the fluence dependence of the total molecular ionization
enhancement at 1.2 keV. The figure shows the total charges in the full molecu-
lar model and within the independent-atom model (IAM). The average total
molecular charge in the IAM is given as sum of the average charges of the in-
dependent atoms. The charges of the elemental groups constituting the IAM
are also shown in the figure (chemical formula of iodopyridine: C5H4IN).
I want to analyze the difference ∆Q̄ between the average total charge in
the molecular calculation for the respective isomer Q̄tot,mol and the average
total charge in the independent-atom calculation Q̄tot,IAM. At a fluence of
1× 1011 photons/µm2 I obtain

∆Q̄4-Iodopyridine = Q̄tot,mol,4-Iodopyridine − Q̄tot,IAM = +29.0− (+23.5) = +5.5

∆Q̄2-Iodopyridine = Q̄tot,mol,2-Iodopyridine − Q̄tot,IAM = +30.0− (+23.5) = +6.5
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This corresponds to a relative molecular ionization enhancement of +23 %
and +28 %, respectively. Thus, here in the soft X-ray regime a large relative
molecular ionization enhancement is found already for low fluences. In con-
trast, in the previous studies with hard X-rays [21, 22] a molecular ionization
enhancement was observed only for higher fluences. This qualitatively dif-
ferent behavior is a consequence of the total photoionization cross sections
having higher values at the lower photon energies (see Table 3.1 on page 20).
The curves for the five carbon atoms and for the nitrogen atom reveal that
for fluences greater than 1× 1011 photons/µm2 direct photoionization of car-
bon and nitrogen atoms becomes important, i.e., an average carbon charge
of at least +0.5 emerges in the independent-atom model. This implies that
there is only a relatively small fluence window that is dominated by the pure
CREXIM mechanism known from Ref. [21], with significant photoionization
only on the iodine atom and the charges on the other atoms generated solely
by electron rearrangement towards the positively charged iodine site. This
fluence window is found above the one-photon absorption saturation of io-
dine and below the one-photon absorption saturation of carbon and nitrogen
in Table 3.2.

TABLE 3.2: Saturation fluences for one-photon absorption,
calculated with the XATOM [24] toolkit for carbon, nitrogen

and iodine at two photon energies.

Photon energy [eV] C
[

photons
µm2

]
N
[

photons
µm2

]
I
[

photons
µm2

]
1200 3.8× 1011 2.1× 1011 7.2× 109

2000 1.7× 1012 9.0× 1011 2.4× 1010

The photoionization probability of the neutral atoms per X-ray pulse can
be estimated as

σ×F , (3.1)

with σ being the total photoionization cross section of the neutral atom. The
X-ray fluence F is the X-ray flux density from Eq. (2.20) on page 12, inte-
grated over time. Photoionization is saturated for

σ×F > 1 , (3.2)

and the saturation fluence for one-photon absorption FSat is thus calculated
as

FSat =
1
σ

. (3.3)

For a fluence exceeding the saturation fluence for one-photon absorption
of iodine, F > FSat(I), iodine absorbs at least one photon. Thus, the X-
ray multiphoton regime is entered, in which CREXIM takes place, as high
charges on the iodine are required to attract the electron density from the
rest of the molecule. For fluences F > FSat(N) charges on the light atoms
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are not only created by electron transfer to the heavy absorber iodine, but
also significantly via direct photoionization of nitrogen and carbon atoms.

At 2 keV the fluence window between one-photon absorption saturation
of iodine and one-photon absorption saturation of carbon and nitrogen is
broader than at 1.2 keV (see Table 3.2). Figure 3.4 illustrates the fluence de-
pendence of the total molecular ionization enhancement at 2.0 keV.
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FIGURE 3.4: Fluence map of the total molecular ion-
ization enhancement at 2.0 keV. Average total molecular
charge from XMOLECULE [23] for an X-ray pulse with 30 fs
FWHM: +17.0± 0.9 for 2-iodopyridine and +16.7± 0.7 for 4-
iodopyridine at 1× 1011 photons/µm2, and +65.0± 0.4 for 4-
iodopyridine at 2× 1013 photons/µm2. The error bars indicate
the standard error of the mean. Also given are the total charges
and the elemental group charges in the independent-atom
model for a range of fluences, as calculated using XATOM [24].

The relative molecular ionization enhancement at 1× 1011 photons/µm2

is +33 % and +35 % for 2-iodopyridine and 4-iodopyridine, respectively (see
also below).

∆Q̄4-Iodopyridine = Q̄tot,mol,4-Iodopyridine − Q̄tot,IAM = +16.7− (+12.6) = +4.1

∆Q̄2-Iodopyridine = Q̄tot,mol,2-Iodopyridine − Q̄tot,IAM = +17.0− (+12.6) = +4.4

In summary, at 2 keV compared to the 1.2 keV case, I observe a broader flu-
ence window dominated by the pure CREXIM mechanism, and a slightly
more pronounced relative molecular ionization enhancement.
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The molecular ionization enhancement predicted for both photon ener-
gies stands in contrast with previous experiments in the soft X-ray regime [32–
35] that suggest the charge of atoms in a polyatomic molecule can be inferred
from the charges induced in the respective isolated atoms.

I will discuss the high-fluence case in Section 3.3.5. In Section 3.3.4 I will
analyze how the low-fluence charges in the molecular and in the independent-
atom calculation are spread over the individual atoms for the different regioi-
somers of iodopyridine. But before that we will have a look at the Mulliken
partial charges of the neutral molecules in order to know from where we start
chargewise in the neutral molecules.

3.3.3 Partial-charge distribution in the neutral molecules
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FIGURE 3.5: Mulliken partial charges of the neutral molecu-
les, calculated with XMOLECULE [23].

Figure 3.5 shows the Mulliken partial charges [121] of neutral iodobenzene,
2-, 3- and 4-iodopyridine. It becomes clear that the replacement of a =CH-
group by the isosteric =N- group, following the azalogy principle [122], does
not significantly alter the Mulliken partial charges of the atoms. The nitro-
gen atoms in all three iodopyridine isomers have almost the same Mulliken
charge, and this charge almost equals the partial charge of the carbon atoms
in iodobenzene at the respective position in the aromatic ring. The high elec-
tronegativity of nitrogen shows up in slightly more positive partial charges
of the neighboring carbon atoms. From electrophilic aromatic substitutions
we know that a pyridyl group is altogether electron poorer than a phenyl
group.

In summary, from this consideration the introduction of a nitrogen atom
at different positions in the ring seems not to heavily modify the electronic
structure compared to iodobenzene. In the iodobenzene study [22] for the
highest fluence of 5× 1012 photons/µm2, the three carbon atoms at the far
end from iodine end up on average 1.5 charges more highly charged than the
three carbon atoms closer to the iodine. Accordingly, one should analogously
expect the final nitrogen charge in the next two sections to be significantly
higher for the 3- and 4-iodopyridine isomers than for the 2-isomer.
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3.3.4 Charge distribution for the low-fluence case
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FIGURE 3.6: Mulliken partial charges for the low-fluence
case. The averaged final Mulliken partial charges are given
with standard error of the mean (SEM) for a fluence of
1× 1011 photons/µm2. Given are also the averaged total molec-

ular charges obtained from XMOLECULE [23].

Figure 3.6 shows the averaged final Mulliken partial charges of 2- and 4-
iodopyridine after exposure to an X-ray pulse with a fluence of 1× 1011 photons/µm2.
In all four cases the nitrogen atom exhibits the highest charge among all
atoms in the aromatic ring. One reason is that nitrogen has a higher total
photoionization cross section than carbon for both photon energies, due to
the one additional electron. Thus, the nitrogen charges are higher than the
carbon charges also in the independent-atom calculation (see Table 3.3).

TABLE 3.3: Independent-atom charges for the low-fluence
case. The averaged final charges are given with standard error
of the mean (SEM), calculated with the XATOM [24] toolkit for
1.00× 1011 photons/µm2. The number of trajectories is speci-

fied in the line below, respectively.

Photon energy [eV] Q̄(I)± SEM Q̄(C)± SEM Q̄(N)± SEM Q̄(H)± SEM

1200 +20.19± 0.01 +0.49± 0.01 +0.86± 0.01 +0.00± 0.00

22200 tr. 9000 tr. 7900 tr. 200 tr.

2000 +11.87± 0.03 +0.10± 0.01 +0.23± 0.01 +0.00± 0.00

27100 tr. 2600 tr. 6500 tr. 200 tr.

Equation (3.4) indicates how to estimate the average molecular ionization
enhancement of atom A due to CREXIM q̄ CREXIM(A).

q̄ CREXIM(A) = q̄ Mull.,f(A)− q Mull.,n(A)− q̄ IAM(A) (3.4)

With the difference between the averaged final Mulliken partial charge
q̄ Mull.,f(A) and the Mulliken partial charge in the neutral molecule q Mull.,n(A),
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the effective charging enters. With the average charge in the independent-
atom model q̄ IAM(A) the charge increase of atom A due to direct photoion-
ization is subtracted. In this way, I obtain values for q̄ CREXIM between +0.6
and +1.3 for the carbon atoms in both isomers at 1.2 keV. From the corre-
sponding values for nitrogen, which are +1.3 and +1.5, we can conclude that
alongside the higher photoionization cross section also a tendentially more
efficient charge transfer to the iodine causes the nitrogen charge to be higher
than the carbon charges.
The term mesomerism in chemistry describes the phenomenon that the bond-
ing properties in some molecules cannot be reflected by one single structural
formula. Instead, mesomeric structures can be derived by shifting electron
pairs that all contribute to the real species. The true state of the molecule then
lies in between the limits specified by the mesomeric structures. Figure 3.7
displays the mesomeric structures one can formulate for the iodopyridine
isomers.
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FIGURE 3.7: Mesomeric structures of the iodopyridine
isomers. Displayed are the mesomeric structures of 2-
iodopyridine (upper row), 3-iodopyridine (middle row) and 4-

iodopyridine (bottom row).

One might think that these mesomeric structures explain why the charge
transfer from nitrogen in the aromatic ring to the iodine is more efficient than
from a carbon atom in the ring to the iodine. For both 2- and 4-iodopyridine
one can formulate mesomeric structures involving a negative charge on the
nitrogen atom. These structures are based on the +M effect of iodine and
the -M effect of nitrogen. One might think that due to this increased charge
density at the nitrogen atomic site electrons can be more easily transferred
to the iodine than from carbon to iodine. In order to verify this, I performed
additional calculations for 3-iodopyridine, for which it is not possible to for-
mulate a mesomeric structure with a negative charge on the nitrogen atom
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(see middle row of Fig. 3.7). As indicated in Fig. 3.8, the nitrogen atom in
3-iodopyridine does receive the lowest final charge (+1.6± 0.1) as compared
to the nitrogen charges in the other isomers (+1.7± 0.1; +1.9± 0.2). The dif-
ference, however, is subtle and within the error, i.e., perhaps the mesomeric
effect contributes a little to the higher nitrogen than carbon charges for the 2-
and 4-isomers.
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FIGURE 3.8: 3-Iodopyridine at low fluence. The averaged
final Mulliken partial charges are given with standard error
of the mean (SEM), for 3-iodopyridine at 1.2 keV and 1 ×

1011 photons/µm2.

Figures 3.6(c) and 3.6(d) show the average final Mulliken partial charges
at 2 keV and a fluence of 1× 1011 photons/µm2. All charges are lower than in
the 1.2 keV case because, as I discussed in Section 3.3.1, the photoionization
cross sections are smaller. As indicated in Table 3.3, direct photoionization
of carbon and nitrogen atoms is almost negligible under these conditions.
Based on the partial charges in Fig. 3.6 only the 4-isomer seems to clearly ex-
hibit the iodobenzene charge distribution trend with higher partial charges
further away from iodine. [22] The average molecular ionization enhance-
ment q̄ CREXIM is shown in Fig. 3.9. It becomes clear that apart from the ni-
trogen charge also in 2-iodopyridine the relative charge change compared to
the neutral molecule follows the iodobenzene charge distribution trend.
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FIGURE 3.9: Molecular ionization enhancement of the indi-
vidual atoms. The average molecular ionization enhancement
due to CREXIM q̄ CREXIM (Eq. (3.4)) is indicated, for a fluence of

1× 1011 photons/µm2.
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Contrary to the expectation I expressed in Section 3.3.3, neither the ni-
trogen Mulliken partial charges in Fig. 3.6 nor the nitrogen q̄ CREXIM values
in Fig. 3.9 are higher for the 4-isomer than for the 2-regioisomer of iodopy-
ridine. At 2.0 keV the numbers are the same, and at 1.2 keV the 2-isomer
features even a higher nitrogen partial charge and a higher q̄ CREXIM(N) than
the 4-isomer. At this point the reason is not clear. The overall ionization de-
gree is presumably not sufficiently high for the electron density polarization
from Ref. [22] to distinctly emerge.

It is interesting to compare the average hydrogen partial charges in Fig. 3.6:
for both photon energies they are higher closer to the iodine for the 4-isomer,
whereas for the 2-isomer they are higher further away from the iodine. As
Figure 3.9 indicates, the molecular ionization enhancement amplifies this
trend, which was already weakly preformed in the partial-charge distribu-
tions of the neutral molecules (see Fig. 3.5).

3.3.5 Charge distribution for the high-fluence case

For the highest fluence considered here, 2× 1013 photons/µm2, and 1.2 keV
photon energy the average total molecular charge of 4-iodopyridine is found
to be +66.7. This average charge is reached after time propagation up to 300
fs. The extremely high value of +66.7 even slightly exceeds the maximum
charge calculated for iodobenzene: +66 [22] (at 8.3 keV, 5× 1012 photons/µm2

and 30 fs pulse FWHM). As can be seen in Fig. 3.3, the difference to the
independent-atom charge, however, is not +20 as in the iodobenzene case [22],
but only +4.4.

∆Q̄4-Iodopyridine = Q̄tot,mol,4-Iodopyridine − Q̄tot,IAM = +66.7− (+62.3) = +4.4

The reason is that under the given conditions we do not deal with pure
CREXIM, with photoionization only on the heavy iodine atom. At 1.2 keV
there is much more direct photoionization of carbon and nitrogen atoms as
compared to 8.3 keV, i.e., also as independent atoms, carbon and nitrogen
become strongly ionized.

I will now analyze the average final Mulliken partial charges of the indi-
vidual atoms in the molecular calculation in order to discuss the molecular
ionization effects. The partial charges are depicted in Fig. 3.10 on the left
side. The corresponding charges obtained from independent-atom calcula-
tions are shown in Table 3.4. It becomes clear that the 4.4 charges difference
can mainly be ascribed to the four electrons of the hydrogen atoms. These
electrons have a negligible probability of being ionized if they are part of iso-
lated hydrogen atoms, as opposed to being embedded in a molecular frame-
work. The hydrogen electrons are ejected via the CREXIM mechanism, i.e.,
they fill holes on heavier atoms and are emitted through photoionization or
Auger decay at those atomic sites with higher ionization probability. This
finding is in line with the molecular electron rearrangement predicted for the
H2O molecule. [26, 27]

Except for hydrogen, all other atomic charges are almost the same in the
molecular and in the independent-atom calculation. The carbon and nitrogen
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atoms end up fully ionized at this ultrahigh intensity, both in the atomic and
the molecular calculation. The iodine charge is limited by the total (atomic)
photoionization cross section of iodine that drops to zero at an iodine charge
of +25, as we saw in Fig. 3.1 in Section 3.3.1. Slightly higher iodine partial
charges than +25 can arise, e.g., due to Auger decays involving electrons
from molecular orbitals with non-zero expansion coefficient on an iodine
atomic orbital. In this way, the averaged final Mulliken charge of +26.4 for
iodine can be understood.
On the left side of Fig. 3.13 the corresponding ionization changes of the indi-
vidual atoms due to molecular effects are indicated.

TABLE 3.4: Independent-atom charges for the high-fluence
case. The averaged charges are given with standard error of
the mean (SEM), calculated with the XATOM [24] toolkit for
2.00× 1013 photons/µm2. The number of trajectories is speci-

fied in the line below, respectively.

Photon energy [eV] Q̄(I)± SEM Q̄(C)± SEM Q̄(N)± SEM Q̄(H)± SEM

1200 +26.69± 0.01 +5.77± 0.01 +6.70± 0.01 +0.01± 0.00

13400 tr. 4200 tr. 4000 tr. 1200 tr.

2000 +34.22± 0.01 +5.59± 0.01 +6.39± 0.02 +0.00± 0.00

16900 tr. 3800 tr. 500 tr. 200 tr.
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FIGURE 3.10: Mulliken partial charges for the high-fluence
case. The averaged final Mulliken partial charges of 4-
iodopyridine are given with standard error of the mean (SEM),
at 2 × 1013 photons/µm2. The calculations were performed

with XMOLECULE [23] for 1.2 keV (left) and 2.0 keV (right).

Interestingly and surprisingly, for the same fluence but 2.0 keV photon
energy the total charge is in the independent-atom calculation 3.6 charges
higher than in the molecular calculation (see Fig. 3.4).

∆Q̄4-Iodopyridine = Q̄tot,mol,4-Iodopyridine − Q̄tot,IAM = +65.0− (+68.7) = −3.6
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Such a “molecular ionization suppression” was not observed in any of the
former studies [21, 22, 26, 27]. Figure 3.11 illustrates one of the underlying
reasons, namely the energetic position of the ionization edges. Shown are the
calculated cross sections for an isolated iodine atom and iodine in a molecule
for 1.2 keV (left), and 2.0 keV (right), as a function of iodine charge state. In
the molecular calculation all atoms in the pyridine ring (C, N, H) are assumed
to be fully ionized. For an extremely high fluence of 2× 1013 photons/µm2

this is likely the case. As can be seen, at 1.2 keV the ionization cross section
drops to zero at the same charge of +25 for both cases with the ionization of
the last 4s electron. Hence, the iodine charges in the molecular and atomic
calculations are with +26.4 and +26.7 very similar. At 2.0 keV, on the con-
trary, ionization stops by two charges earlier in the molecular case than in the
isolated atom case. Since in our molecular calculation the electrons are more
tightly bound due to the electrostatic attraction from the surrounding bare
nuclei, the fourth and third last 3d electron can only be photoionized in the
atomic case. This effect could explain why the average iodine partial charge
in the molecular calculation is 2.0 charges lower than in the calculation with
independent atoms (+32.2 vs. +34.2).

The average charge on the ring is found to be lower by 1.6 charges in
the molecular calculation than in the independent-atom calculation. We can
additionally subtract the four charges of the hydrogens that are present in the
molecular calculation and not in the atomic calculation. Then the question
arises why the carbon atoms and the nitrogen atom are in sum 5.6 charges
less charged in the molecular case than in the independent-atom calculation
(in addition, see the q̄CREXIM values on the right side of Fig. 3.13).

The relevant molecular and atomic photoionization cross sections are ex-
pected to be very similar. Striking is the observation of very late Auger de-
cays in the molecular calculation under these conditions. Initially, all molec-
ular calculations were performed with 300 fs propagation time. Then it was
found that after 300 fs none of the trajectories run for 2000 eV and 2× 1013 photons/µm2

had a vanishing total Auger rate, as is indicated in Table 3.5.

TABLE 3.5: Percentage of trajectories exhibiting a vanishing
total Auger rate after 300 fs and 10000 fs propagation time, re-
spectively, for 1200 eV and 2000 eV photon energy. A fluence of

2× 1013 photons/µm2 is used.

300 fs 10,000 fs

1200 eV 65 % 100 %

2000 eV 0 % 25 %

Hence, for this parameter combination the propagation time was pro-
longed to 10,000 fs. In this way, the total Auger rate could be brought down
to zero for not more than 25 % of the trajectories, and the average total charge
increased from +63.8 to +65.0 for the identical trajectories. Contrary to the
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FIGURE 3.11: Photoionization cross sections for an isolated
iodine atom and for iodine in a charged molecular environ-
ment. Shown are the total iodine photoionization cross sec-
tions as a function of iodine charge state for photon energies
of 1.2 keV (left) and 2.0 keV (right). The atomic calculation was
performed with XATOM [24], and the molecular calculation

with XMOLECULE [23].1

molecular calculation, the atomic calculation is automatically propagated un-
til the sum of all rates vanishes. Therefore the lower charge in the molec-
ular calculation could be a consequence of the circumstance that 10,000 fs
still mean a too short propagation time. It is known from a study on Xenon
that M-shell Auger lifetimes increase strongly for charge states above +25
(Supplementary information of Ref. [98]). In the current molecular calcu-
lation the Auger lifetimes might additionally be overestimated by the one-
center approximation [108–113] that is applied here in order to calculate the
molecular Auger transition rates. [27] In this simplification only such elec-
tron interaction matrix elements are taken into account where all basis func-
tions are located on the atom of the core hole. The one-center approximation
has yielded good results compared to experiment (see, e.g., Refs. [110, 113]).
In the present case of extremely highly charged molecules with delocalized
valence orbitals, this approach might, however, lead to unrealistically long
Auger lifetimes. This reasoning is supported by the average time-dependent
occupation number of the C 1s and N 1s orbitals in the atomic and molecular
calculation, that is shown in Fig. 3.12.

1This figure was kindly provided by Dr. Sang-Kil Son.
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FIGURE 3.12: Time-dependent occupation of the C 1s and
N 1s orbitals in the atomic and molecular calculation. The
average occupation number of all five molecular C 1s orbitals
and of the IAM C 1s orbital (left) as well as the average occu-
pation number of the N 1s orbital in the molecular and IAM
calculation (right) are shown, for the time interval between
45 fs before and after the pulse center. All results were ob-
tained for 30 fs FWHM pulse duration, 2 keV photon energy
and 2× 1013 photons/µm2. 4100 (C 1s) and 6000 (N 1s) Monte
Carlo trajectories were calculated with XATOM [24] for the

independent-atom model.

From 20 fs before the pulse center onwards, the occupation of the C 1s and
N 1s orbitals is considerably lower in the molecular case than in the atomic
calculation. Since the C 1s and N 1s orbital photoionization cross sections
in the presented atomic and molecular calculations are expected to be very
similar (see also Ref. [27]), this difference must arise from discrepancies in the
Auger transition rates. As opposed to the suspected too long Auger lifetimes
in the presented molecular calculations, it is generally known that Auger
and fluorescence decays in molecular environments are usually faster than in
atoms due to the increased number of valence electrons being present. [110]

Ultimately, the lower carbon and nitrogen charges in the molecular calcu-
lation might thus be ascribed to a “molecular frustrated absorption [54, 123]
effect” in the calculations: the electrons spend more time in valence orbitals
than in core orbitals during the pulse due to overestimated Auger lifetimes,
where the corresponding photoionization cross section is much smaller ac-
cording to Table 3.6. Consequently, fewer photons are absorbed and eventu-
ally lower final charge states are reached.
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FIGURE 3.13: Molecular ionization changes of the individ-
ual atoms. The average molecular ionization enhancement or
suppression q̄ CREXIM (Eq. (3.4)) is indicated, for a fluence of

2× 1013 photons/µm2.

TABLE 3.6: Subshell photoionization cross sections for
different electronic configurations of C5+, calculated with

XATOM [24].

Photon energy [eV] σC1s12s02p0 [Mb] σC1s02s12p0 [Mb] σC1s02s02p1 [Mb]

1200 1.45× 10−2 1.57× 10−3 1.52× 10−4

2000 3.21× 10−3 3.68× 10−4 2.15× 10−5

In some XMOLECULE trajectories, even after 10 ps propagation time,
there are still electrons occupying ring valence orbitals, i.e., the molecules do
not reach the electronic ground state of the respective final charge state, for
which it is expected that all remaining electrons are located at the iodine site,
in analogy to iodobenzene with final charge +60. In Ref. [22] the incomplete
electron transfer from the phenyl group to the iodine was explained with
“huge potential barriers among highly charged ions”, impeding full electron
transfer from the ring to the iodine. However, as Figure 3.14 illustrates, in the
present case there is no such potential barrier found between I32+ and a C5+

4
ion, where the last electron occupies a valence orbital (corresponding to the
electron configurations C 1s02s02p1 and C 1s02s12p0 in the depicted atomic
calculation).
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shielding of the nuclear charge). Also indicated are the bind-
ing energies of the last electron in different electronic configu-
rations of C5+, approximated as the respective orbital energies

obtained from XATOM [24] (Koopmans’ theorem [75]).

So potential barriers seem not to impede the transfer of the valence elec-
tron density from the pyridyl ring to the iodine. In XMOLECULE calcula-
tions the electron transfer towards the iodine finds expression in a shift of
the molecular orbitals towards the iodine. In my understanding, this means
that the occupied molecular orbitals change their character in a way that the
iodine atomic orbital coefficients become greater in magnitude, therefore the
contribution of the iodine atomic orbitals to the molecular orbitals increases.

Applying the Rydberg formula for hydrogen-like ions, I calculate that
the computed C 1s02s02p1 and C 1s02s12p0 binding energies of ∼-4.5 Eh cor-
respond to an energy level of I32+ with a prinicipal quantum number n = 11,
i.e., to a diffuse Rydberg orbital [124] far from the ion core (atomic units are
used unless specified otherwise):

− 1
2

Z2

n2 = −4.5 (3.5)

− 1
2

322

n2 = −4.5 (3.6)

− 322

n2 = −9 (3.7)

− 322 = −9n2 (3.8)
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n2 =
322

9
= 113.7̄ (3.9)

n = 10.6̄ ≈ 11 (3.10)

Obviously, I32+ still has 21 electrons left, and not just one like a hydrogen-
like atom or ion. Therefore, the Rydberg formula cannot be fully trusted in
this case. Hence, I used XATOM to verify the result, and also XATOM yields
a principal quantum number n = 11 (I32+ 11f orbital energy -4.58 Eh; I32+ 12s
orbital energy -4.05 Eh). By contrast, for the outermost used 6d basis func-
tion for iodine, I calculated a considerably more negative orbital energy of
-16.25 Eh for I32+. For comparison, for neutral iodine I obtain a 6d orbital en-
ergy of -0.03 Eh, thus illustrating how strongly the orbital energies are altered
by the intense ionization dynamics.
These results point towards a basis set problem that causes the valence elec-
tron density of the pyridyl ring not to be transferred to the iodine and ejected
there via the CREXIM mechanism. We know from Molecular Orbital Theory
that atomic orbitals combine most effectively with other atomic orbitals that
are of similar energy. Therefore, due to the insufficient basis set on iodine, the
iodine atomic orbitals cannot mix effectively with the ring valence orbitals in
the calculations. Diffuse Rydberg orbitals would need to be included in the
basis set to facilitate the electron transfer from the ring atoms to the iodine.

The electron density remaining on the pyridyl ring on the right side of
Fig. 3.10 is markedly polarized according to the pattern known from iodoben-
zene [22], with higher charges further away from the highly positively charged,
and thus other positive charges repelling, iodine.

3.3.6 Temporal evolution of the charge build-up

XMOLECULE [23] provides not only static information such as the hitherto
discussed final charge states but also time-dependent information through-
out the whole ionization dynamics. In Fig. 3.15 the time evolution of the
average Mulliken partial charges is depicted, for the 4-iodopyridine isomer
at four different combinations of photon energy and fluence.
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(d) 2.0 keV and 2×1013 ph
µm2

FIGURE 3.15: Time evolution of the average Mulliken partial
charges of all atoms of 4-iodopyridine for the four different
photon energy and fluence combinations considered. Indi-
cated in yellow is a Gaussian pulse with 30 fs FWHM as I as-
sume it in the calculations, with its center at 0 fs. The error bars

indicate the standard error of the mean.

One sees immediately that for the low-fluence cases, the iodine charge
has its steepest gradient when the X-ray pulse is most intense. In contrast,
2× 1013 photons/µm2, is such an ultrahigh intensity that the average iodine
charge reaches its maximum value already before the X-ray pulse reaches
its peak intensity. Among all high-fluence trajectories the earliest photoion-
ization was observed already 60 fs before the pulse center, for 1.2 keV photon
energy. For 2.0 keV the earliest photoionization occurred later, 54 fs before the
pulse center, due to the smaller photoionization cross sections at this photon
energy (see Section 3.3.1). For 1× 1011 photons/µm2 the earliest photoion-
ization was found considerably later, for both photon energies 34 fs before
the pulse peak.

Interestingly, in Fig. 3.15(d) C4, which is the carbon closest to iodine, first
becomes more negatively charged, before it charges up in positive direction.
This is a clear indication of the early polarization of the pyridine ring in close
vicinity to an iodine atom that is charging up on ultrafast timescales.
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FIGURE 3.16: Comparison of the time-dependent average
Mulliken partial charges of iodine for the high-fluence case at
both photon energies. For comparison the iodine curves from

Figs. 3.15(c) and 3.15(d) are plotted in one graph.

In Fig. 3.16 the two high-fluence iodine graphs from Figs. 3.15(c) and 3.15(d)
are plotted together for comparison. Due to the higher photoionization cross
sections the iodine charge increases earlier in the 1.2 keV case. At 28 fs be-
fore the pulse center, however, an intriguing intersection of the two curves is
found. The reason is that at this point in time the average charges (∼+19) are
close to the charge state (∼+21), for which we have likewise seen an intersec-
tion in the atomic total iodine photoionization cross sections in Section 3.3.1.

3.3.7 Reoptimization of molecular orbitals for every hole con-
figuration

In the sequence of photoionization events, Auger and fluorescence decays,
the molecular electronic structure is reoptimized for every new mutliple-
hole electronic configuration, employing a variant of the maximum over-
lap method (MOM) [23, 70]. If the XMOLECULE SCF calculation fails to
converge, the occupation number is smoothly adapted to the new electronic
configuration in fractional steps of ∆ f = 0.1. If this procedures also fails to
yield a converged solution, molecular orbitals optimized from the previous
step are used that are occupied according to the new electronic configuration.
The last case occurs in about 55 % of all ionization steps in the calculations for
the combination of 2 keV and 1× 1011 ph

µm2 , which induce a comparably low
ionization degree. For all other parameter combinations with higher ioniza-
tion degrees the algorithm finds no other than this solution in about 76 % of
all ionization steps.
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As detailed in Section 2.1.2, XMOLECULE uses the orbitals optimized for
the previous electronic configuration, occupied with the new occupation pat-
tern, as initial guess for the electronic structure of the new configuration,
and in every SCF iteration the orbitals are occupied to achieve the maximum
overlap between the occupied orbitals in the previous and current iterations.
This approach relies on the assumption that the orbitals stay similar to each
other. However, in consequence of an ionization step, the molecular elec-
tronic structure may as well change drastically, such that a low overlap value
may sometimes erroneously prevent the algorithm from finding a solution.
An illustrative example for this is given in Section 3.3 of Ref. [125], where a
low overlap value of 0.25 between parent and final configurations of carbon
monoxide prevents XMOLECULE from finding a converged solution for the
final configuration if this parent configuration is used as an initial guess.
Motivated also by the SCF convergence problems that I encountered in this
iodopyridine isomers project, a new fallback strategy has been developed
by Michael Obermeyer and Dr. Ludger Inhester to resolve excited-state SCF
convergence failures. [125, 126] It partially lifts the restrictions imposed by
the MOM, thus allowing to find SCF solutions for excited states with in-
creased flexibility. This new fallback strategy called “partial freezing" could
resolve all six examined XMOLECULE SCF failure cases for CO, and yielded
also promising preliminary results for phenol.
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Chapter 4

XFEL-Induced Coulomb Explosion
Imaging of Complex Single
Molecules

Essential parts of this chapter are published as Ref. [127]. In Sections 4.1
and 4.2 of this chapter, first the experiment is described which our interna-
tional collaboration carried out, with the main experimental collaborators
being Dr. Rebecca Boll and Prof. Dr. Till Jahnke from European XFEL. I was
also a part of the team that conducted the experiment. The remaining sec-
tions of this chapter, Sections 4.3 to 4.5, discuss in detail how I modeled this
experiment by use of the toolkit XMDYN [58].

4.1 Experimental details

The experiment was performed during a beam time at the X-ray free-electron
laser European XFEL in March 2019. It was carried out using a COLTRIMS
reaction microscope [57] which is part of the Small Quantum Systems (SQS)
scientific instrument at the European XFEL.

4.1.1 Information on the X-ray radiation source

Detailed information on the high-repetition-rate soft and hard X-ray free-
electron laser European XFEL can be found in Ref. [11]. It is a young research
facility, with the first experiments by user groups performed in September
2017.

European XFEL operates on the principle of SASE which means that co-
herent X-ray radiation is generated in a single passage of an electron beam
through a very long undulator, i.e., a periodic lattice of alternating magnetic
dipolar fields. In accordance with the principle in classical electromagnetism,
that accelerated charged particles emit radiation, the electrons undulating
through the periodic magnet array emit (X-ray) photons. [1] These photons
interact back with the electrons, such that towards the end of the undulator,
the electrons become bunched at the radiation wavelength, and thus radiate
coherently. [1]

European XFEL stands out among the currently existing XFELs due to its
superconducting linear accelerator which allows for the production of up to
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FIGURE 4.1: Scheme of the experimental setup. The focused
X-ray beam intersects a supersonic gas jet containing the target
molecules at right angle inside the reaction microscope. Ions
are extracted by an electric field onto a time- and position-
sensitive charged particle detector. From the time-of-flight in-
formation and the hit position the initial three-dimensional mo-
mentum vector of each ion can be calculated. Figure taken from

Ref. [130].

27000 X-ray pulses per second (i.e., a repetition rate of 27000 Hz). [11, 128]
In contrast, non-superconducting XFELs provide repetition rates of only 10-
120 Hz. [21, 128] An augmented repetition rate opens up new areas of re-
search by enabling the collection of sufficient data in short beam times also
from systems which give very weak signals. [128]

4.1.2 Experimental setup

The experimental setup is shown schematically in Fig. 4.1. By expanding
vapor of the target molecules through a nozzle into vacuum, using helium
as carrier gas, a supersonic gas jet [129] was generated. In this way every
X-ray pulse typically interacted with only a single molecule. Among the
iodopyridine isomers only 2-iodopyridine (C5H4IN) was investigated, as its
state of aggregation at room temperature (liquid) renders it easier to han-
dle experimentally than the 3- and 4-iodopyridine isomers which are solid
at room temperature. Besides, iodopyrazine (C4H3IN2) was studied which
is also liquid at room temperature and the heterocyclic compound related
to 2-iodopyridine, but with two nitrogen atoms in the aromatic ring (see
Figs. 4.3A and 4.3D on page 44 for structural formulae).

A photon energy of 2 keV was used, and the X-ray focus size was cal-
culated to be 1.4 µm in diameter. The average pulse energy was 1 mJ (see
Section 4.4 for conversion into fluence on target). Using the COLTRIMS re-
action microscope [57], the three-dimensional (3D) momenta of the ionized
fragments were measured in coincidence.

Figure 4.2 illustrates schematically the time structure of the XFEL pulses
used in the experiment. The European XFEL provided ten electron bunch
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5.5 s (182 kHz)

100 ms (10 Hz)            100 ms (10 Hz)

0.9 s (1.1 MHz)

FIGURE 4.2: Time structure of the European XFEL in the so-
called burst mode. Per second ten electron bunch trains were
delivered with an inter-train repetition rate of 1.1 MHz. We
used every sixth electron bunch to generate X-ray pulses for
our experiment (indicated in blue), such that the photon pulses

within one X-ray pulse train had a spacing of 5.5 µs.

trains per second (i.e., 10 Hz train repetition rate), with a spacing of 1.1 MHz
between the electron bunches within one train. With this intra-train repeti-
tion rate we can thus confirm that the European XFEL is the first MHz repeti-
tion rate XFEL. [11, 128] In the lasing process of a SASE XFEL the individual
femtosecond electron bunches generate X-ray pulses with femtosecond pulse
durations. We used every sixth electron bunch for generating X-ray pulses
for our experiment, as indicated in blue in the figure. Hence, the photon
pulses in our experiment had a spacing of 5.5 µs, limited by the flight times
of the heaviest fragments. Eventually, we received 250 – 570 X-ray pulses per
second. From this we can conclude that every X-ray pulse train consisted
of 25 to 57 X-ray pulses with a spacing of 5.5 µs, i.e., the X-ray pulse trains
had a duration between 140 and 310 µs. In between the individual X-ray
pulse trains, which had a spacing of 100 ms, there was thus between 99.7 and
99.9 ms idle time.

Based on the electron bunch charge of 250 pC in the accelerator, an upper
limit of 25 fs was calculated for the X-ray pulse duration. For a more detailed
discussion of the pulse duration, see Section 4.5.9.

4.2 Experimental results

Figure 4.3 shows the most important experimental results from the beam
time. The 2-iodopyridine and iodopyrazine molecules were multiply ionized
by the X-ray pulses and thus, all atoms were charged rapidly. As a conse-
quence, the molecules underwent an explosion due to Coulomb repulsion of
their constituents. In the figure the ion momenta are depicted which occurred
after fragmentation of the molecules into I+, N+ and H+ ions (Figs. 4.3B



Chapter 4. XFEL-Induced CEI of Complex Molecules 44

and 4.3E) as well as into I+, N+ and C+ ions (Figs. 4.3C and 4.3F), respec-
tively.

The coordinate frame is rotated in such a way that the I+ momentum
points along the z-axis, and spans the (y, z) plane together with the N+ mo-
mentum. The ion species are marked in different colors, as they can be identi-
fied by their different flight times in the spectrometer (which are determined
by a particle’s mass-over-charge ratio m/q).

FIGURE 4.3: Coulomb explosion imaging of 2-iodopyridine
and iodopyrazine. Newton plots of N+ and H+ ions (B) &
(E), as well as N+ and C+ ions (C) & (F) show the experimen-
tally measured momenta following Coulomb explosion of 2-
iodopyridine (A)–(C) and iodopyrazine molecules (D)–(F). For
all coincidences in which I+, N+, and at least one H+ or C+ ion
were detected, the coordinate frame is rotated such that the I+

momentum points along the z-axis (pIx = pIy = 0), and the N+

momentum spans the (y, z) plane together with the I+ momen-
tum (pNx = 0, pNy > 0). The momentum of the third particle is
plotted in this coordinate frame. In (C) & (F) all ion momenta
are additionally normalized such that the iodine momentum

equals 1 (pIz = 1). No background was subtracted.

The structural analogies between the equilibrium molecular geometries
(depicted in Figs. 4.3A and 4.3D) and the ion momentum distributions are so
clear that one can easily assign distinct momentum regions to the individual
atomic ions. Momentum images of this quality, with complex molecules of
this size being completely imaged as atomic ions, are remarkable and as far
as I am aware, unprecedented. The clarity is attributable to the fast charging
of all ten or eleven atoms of the molecules within only a few femtoseconds
(see also corresponding modeling results in Section 4.5.1), thus leading to
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a direct explosion without rotation or formation of intermediate molecular
fragments. Underlying this is the key advantage of using an XFEL to trigger
Coulomb explosions: it is feasible to create very high charge states within a
few femtoseconds. This is very difficult to achieve with femtosecond optical
lasers as in this case ionization occurs via tunnel ionization. The higher the
molecular charge state is, the broader is the tunnel barrier that the remaining
electrons have to tunnel through at the increased magnitude of their binding
energy. Thus, for a given laser intensity the ionization probability decreases
exponentially as a function of the charge state. And the currently available
laser intensities are too low [52, 53] for their electric field to sufficiently distort
(i.e., narrow) the tunnel barrier so that very high molecular charge states
could be easily reached.

In Fig. 4.3 molecular fingerprints are obtained in the momentum distri-
butions that provide direct insight into the fragmentation dynamics. The
carbon atom C2, located closest to the iodine atom, receives only little over-
all momentum compared to the other carbon atoms because it is repelled
by the other ions in the ring as well as by the heavy iodine ion, and the
resulting repelling force vectors partially cancel each other. Moreover, the
proton momenta in Figs. 4.3B and 4.3E are found to be unexpectedly small
(|pH| ∼ 55 a. u.). In contrast, a simple point-charge Coulomb explosion
model that instantaneously assigns a charge of +1 to each atom at its equilib-
rium position results in asymptotic proton momenta of |pH| ∼ 110 a. u. The
lower proton momenta observed experimentally imply that the light protons
are ejected before the molecule reaches its final ionization degree.

The Newton plots in Fig. 4.3 show coincidences between only three atomic
ions (out of a set of four measured ions). If only a fraction of the generated
fragments is detected in coincidence, this usually implies a reduction of infor-
mation. For example, the handedness of individual chiral molecules cannot
be determined with certainty anymore if one out of five atomic fragments is
missing. [53]

The high repetition rate of the European XFEL (up to 570 Hz in this case)
enabled also the recording of up to eight-fold ion coincidences. These pro-
duce images which look identical to the three- and four-fold ion coincidences,
as displayed in Fig. 4.4 (Fig. 4.4A: coincident detection of I++ N++ C+;
Fig. 4.4B: I++ N++ C++ H+; Fig. 4.4C: I++ N++ C++ C++ C++ H+; Fig. 4.4D:
I++ N++ C++ C++ C++ H++ H++ H+). This reveals that, for the planar mo-
lecules under investigation, the reduced set of information from partial coin-
cidences already captures the essence of the asymptotic momentum density
distribution of the fully fragmented molecule. The sharp momentum distri-
butions obtained for three-fold ion coincidences in Fig. 4.4A indicate that the
entire fragmentation pathway is determined by selecting the final charges of
only three atomic fragments.
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FIGURE 4.4: Experimental I++ N++ C+ Newton plots for (A)
three-fold, (B) four-fold, (C) six-fold, and (D) eight-fold coin-
cidence analysis. The intensity of the nitrogen ion appears five
times as high as compared to the carbon ions because, unlike in
Fig. 4.3, in all cases, one nitrogen ion was detected and is plot-
ted, while only one of the five different carbon ions is plotted
(even in cases where more than one carbon ion was detected).
The ion momenta are normalized such that the iodine momen-

tum equals 1 (pIz = 1).

In Figs. 4.3B and 4.3E the hydrogen (H3-H6) signals are readily well lo-
calized in Newton plots displaying absolute momenta. The momenta of the
individual carbon atoms (C2-C6) could likewise become clearly separated in
Figs. 4.3C and 4.3F by normalizing the momenta to the magnitude of the mo-
mentum vector measured for the iodine ion originating from the same mole-
cule (i.e., ~pnorm = ~p/|~pI |). The impact of this normalization is illustrated by
the difference between the first two pictures in the bottom row of Fig. 4.5.
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FIGURE 4.5: Momentum-space normalization and extraction
of site-specific charge abundances from experimental data.
(A) Normalized Newton plot for I++ N++ C+ coincidences
(identical to Fig. 4.3C). (B) Absolute molecular-frame momenta
for I4++ N2++ C2+ coincidences. (C) Visualization of the pro-
cedure for extracting site-specific charge abundances (repeated
for every combination of charges to yield charge state distribu-

tions).

The normalization separates the momentum distributions of the individ-
ual ions, hence the final charge abundances of the individual atoms can be
analyzed. Please also note that Newton plots for higher molecular charges
provide clearly distinct carbon ion distributions even without normalization,
as Fig. 4.5B shows for the I4++ N2++ C2+ channel. A higher final charge im-
plies a quicker charge-up and stronger repulsive forces, which separates the
ion momenta in the Newton plots better.

For extracting site-specific charge state distributions, the procedure visu-
alized in Fig. 4.5C is repeated for each carbon charge state from the three-fold
coincidence data set consisting of a least one carbon, one nitrogen, and one
iodine ion. For each carbon charge state a two-dimensional (2D) histogram
of the normalized Newton plots is generated. A sum of five 2D-Gaussian
distributions is fitted to each of these histograms, thus obtaining the relative
abundances of the carbon atoms C1 to C5 for each charge state. The abun-
dances of the different charge states are then normalized for every carbon
atom and shown in Fig. 4.6 for three coincidence channels of 2-iodopyridine.

My calculations show that at the given photon energy of 2 keV, 91 % of
all photoionization events occur at the iodine site (for more details see Sec-
tion 4.5.8). The fact that aside from iodine ions also multiply charged carbon
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and nitrogen ions as well as protons are detected, indicates that ultrafast elec-
tron transfer from the aromatic ring to the the heavy absorber iodine takes
place, as in the previous studies on iodine-containing compounds at high
X-ray intensities [21, 22].

Although only one of the iodopyridine isomers from Chapter 3 could be
examined experimentally, the result of the intramolecular electron rearrange-
ment could be retrieved due to the ability to clearly distinguish between the
signals of the individual carbon atoms in the momentum maps. This had not
been expected, and renders the introduction of nitrogen as marker atom for
the charge transfer at different positions in the aromatic ring superfluous.

Figures 4.6A to 4.6C show the experimental charge state distributions for
all carbon atoms in the ring for different coincidence channels. Given are the
abundances of the detected final charges of the carbon ions, i.e., the result
of the intramolecular electron rearrangement after X-ray multiphoton ion-
ization and fragmentation of the molecules. For higher iodine charges also
the average carbon charge is shifted to higher values. For the I++ N+ coin-
cidence (Fig. 4.6A) the relative abundance of the charge states +1 and +2 is
the same for all carbon atoms, independent of the position in the ring. As op-
posed to this, for higher molecular charges (Figs. 4.6B, 4.6C) the C2 atom (red
bar) is more often singly charged and less often triply charged than the other
carbon atoms. Intuitively one might have expected the contrary – that the C2
atom receives the highest and not the lowest average charge. Considering
that it is located closest to the source of charge (the iodine), and stays, unlike
the other atoms, within close vicinity to the iodine for several tens of fem-
toseconds (see modeling results in Section 4.5.1), and that the electron trans-
fer probability is strongly augmented by a shorter internuclear distance. [34]
The observed trend in the charge state distributions, however, shows that
these effects are overcompensated by the rapid rearrangement of the ring
atom electrons on timescales much faster than the nuclear motion, adapting
to the momentary molecular geometry. Due to Coulomb repulsion with the
highly charged iodine, the positive partial charge locates preferentially fur-
thest apart. The electron density is pulled towards the attractive potential of
the iodine, leading to the lower charge on the C2 atom. Such behavior was
suggested in previous studies [22, 131].
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FIGURE 4.6: Experimental charge state distributions of carbon
atoms, for three coincidence channels of 2-iodopyridine. The
ion yields are obtained by fitting a 2D Gaussian to each peak in
the respective normalized Newton plots (see Fig. 4.5). The error
bars represent an estimate of the systematic error introduced in
the fitting. Please note that the experiment is not sensitive to

neutral fragments.

4.3 Choice of computational method

Aside from the intramolecular electron rearrangement part, the experiment
yielded promising results regarding imaging purposes, as complex molecu-
les could be imaged as atomic ions in their entirety, and with unexpected
quality. Since modeling a Coulomb explosion imaging experiment involves
analyzing the asymptotic fragment momenta (and not solely the final charge
states of a highly ionized molecule), XMOLECULE [23] calculations with
fixed nuclei as in Chapter 3 are clearly not suited. And the computational
cost of XMOLECULE calculations with nuclear dynamics is prohibitive for
larger systems such as iodobenzene and 2-iodopyridine. [21, 22, 132]

As explained in Section 4.2, a simple point-charge Coulomb explosion
model that propagates the particles classically, employing an instantaneous
assignment of a charge of +1 to all atoms at their equilibrium position, over-
estimates the experimentally measured proton momenta considerably. In
fact, it is common to assume that Coulomb explosion does not take place
at the internuclear distances of the neutral molecule, but rather at elongated
distances, which reduces the available energy as well as the asymptotic frag-
ment momenta. [133] In order to extract all information from the experimen-
tally measured momenta, more advanced theoretical modeling is thus re-
quired which can describe the X-ray induced ionization as well as the associ-
ated atomic motion during the ionization dynamics.

An investigation [132] conducted by the summer student Natasha Fein-
stein revealed that the toolkit XMDYN [58] with charge transfer produces
results for iodomethane CH3I similar to those obtained with XMOLECULE,
but with a computational cost reduced by at least an order of magnitude.
Figure 4.7 shows that for 8.3 keV photon energy a good agreement between
the XMDYN and the XMOLECULE results is found for fluences above 4×
1012 photons/µm2. In other words, for these pulse parameters XMDYN with
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charge transfer via the classical over-the-barrier model can describe the molec-
ular ionization enhancement at high X-ray intensities. This is interesting in-
sofar as in the XMOLECULE calculations the electron migration towards the
iodine finds expression in a shifting of the molecular orbitals towards the
iodine, while in the XMDYN calculations no molecular orbitals are present
but only atomic orbitals, and a rapid ongoing movement of electrons be-
tween the atoms takes place before the critical distances for charge transfer
are reached. [132] For the lower fluences, however, XMDYN underestimates
the phenomenon of CREXIM [21] (see Fig. 4.7a). Please bear in mind at this
point that we learned in Chapter 3 that fluence-dependent behavior cannot
be directly transferred when going from 8.3 keV photon energy to 2.0 keV
photon energy.

Building on this investigation [132], I examined if XMDYN can be used
to model the XFEL-induced CEI of 2-iodopyridine and iodopyrazine as well
as the intramolecular electron rearrangement at a practicable computational
cost. See the subsequent sections for the results.

FIGURE 4.7: XMOLECULE, XMDYN and independent-atom
results from XATOM for average charge states computed for
the entire molecule CH3I (a), as well as for the iodine frag-
ment (b). X-ray pulse parameters are the same as in Ref. [21],
i.e., 30 fs FWHM, 8.3 keV photon energy, and the fluences
ranging from 0 to 5 × 1012 photons/µm2. Figure taken from

Ref. [132].

An alternative (which I did not test) would have been to use the sim-
plified Coulomb explosion model from Appendix C of Ref. [22]. There the
positions of the atoms constituting iodobenzene are propagated classically
with Coulomb forces taken from the time-dependent atomic partial charges
in XMOLECULE calculations with fixed nuclei. This approach yielded for
the average C-I bond distance in CH3I good agreement with the full ioniza-
tion and nuclear dynamics calculation (see Fig. 6 in Ref. [22]). For the present
CEI problem, apart from the error of using fixed-nuclei calculations, this ap-
proach would be challenged by the convergence problems encountered in
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Chapter 3 for the iodopyridine isomers. The task would then be to find a flu-
ence for which a sufficient number of trajectories contain final (Mulliken) par-
tial charges that meet rounded to integers the respective coincidence condi-
tion under consideration. As a trial, I calculated 50 XMOLECULE trajectories
with fixed nuclei for the same pulse parameters I employed for obtaining the
I++N+ coincidence trajectories with XMDYN (i.e., 2 keV, 10 fs FWHM and
7.5× 1010 photons/µm2). Among these 50 trajectories, I did not find a single
trajectory meeting the criterion of rounded final partial charges I++N+.

Given that many more XMDYN trajectories had to be run than could be
used (see Table 4.1), and that one XMOLECULE trajectory with fixed nuclei
alone would take ∼5 days, without the classical propagation of the atoms,
compared to 5 min for one XMDYN realization, this approach would impli-
cate a tremendously augmented computational cost. Nevertheless, it would
be interesting to see the impact of the presence of molecular orbitals on the
charge state distributions, as well as on the absolute ion momenta. There-
fore, this approach could be worthy of being considered for future studies,
especially if the convergence problems can be mitigated. In particular, since
the latter would also reduce the computation time.

4.4 Calculation setup and simulation parameters

The 2-iodopyridine and iodopyrazine molecules are initially in their neu-
tral equilibrium geometries which were obtained using GAMESS [119] at the
RHF theory level with a 3-21G* basis set. This method-basis combination
results in a structure for 2-iodopyridine which is in reasonably good agree-
ment with experimental values. [120] In the XMDYN calculations all atomic
orbitals which are occupied in the neutral ground state of the atoms are in-
corporated. The atoms can exchange electrons1 based on the classical over-
the-barrier model described in Section 2.4.1, and particles carrying a charge
interact via Coulomb forces.

1In case the atoms or atomic ions have a different charge.
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FIGURE 4.8: Typical XMDYN input file, displaying the most
important simulation parameters. Inspired by Ref. [58].

Figure 4.8 displays the simulation parameters employed for generating
the theory results shown in Fig. 4.3. A photon energy of 2 keV was used in
all calculations, as in the experiment. For propagating the positions of atoms
and electrons in time, I applied the velocity Verlet algorithm with 1 million
1-attosecond time steps, i.e., the Monte Carlo trajectories were propagated
up to 1 ps. X-ray pulses with a temporal Gaussian pulse envelope of 10 fs
FWHM were assumed everywhere, except for Section 4.5.9 on the pulse du-
ration dependence, where results for 20 fs FWHM are additionally shown.
The positions of the classical particles were propagated using the molecular
dynamics technique (“MD-block on”). Photoionization as well as fluorescent
and Auger decay events were taken into account. As in Ref. [132], secondary
ionization (electron impact ionization) and recombination between ions and
free electrons into deep shells were excluded since they were expected un-
likely to occur in a system of one small molecule, but rather in a plasma [134],
i.e., in the fourth state of matter of an electrically conductive, ionized gas.
Classical recombination between ions and free electrons (i.e., into high-lying
Rydberg states) identified during postprocessing could, however, take place
with these settings (and did take place, see Section 4.5.7).

Charge transfer between atoms and atomic ions was allowed, with the op-
tion “E-notconserved” specifying that no more sudden kinetic energy trans-
fer to the ion cores was performed in order to strictly enforce energy conser-
vation in electron transfer events (see Section 4.5.5).
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Bonds between the atoms in the molecules are not taken into account
(please refer to Section 4.5.6 for a discussion). Each trajectory is given a ran-
dom seed (option “RANDSEED”) as unique identifier, i.e., a number used
to initialize a pseudo-random number generator. By this means, the same
sequence of numbers, or in other words, a trajectory, can be reproduced by
specifying the same initial random seed.

The option “XATOM_E” specifies how exactly the kinetic energies of the
ejected photoelectrons Ekin, photoel. and Auger electrons Ekin, Auger el. are cal-
culated in XATOM-related events by XMDYN. In general, they are given as

Ekin, photoel. = hν− IPphotoel. (4.1)

Ekin, Auger el. = ∆E− IPAuger el. (4.2)

where hν is the photon energy of the ionizing light. ∆E denotes the energy
difference between the orbital with the core hole and the orbital from which
the electron replenishes the core hole. IPphotoel. and IPAuger el. are the ioniza-
tion potentials of the photo- and Auger electrons, respectively.

The first possible setting is “XATOM_E table", which means that tran-
sition energies for generating electron kinetic energies are calculated using
Koopmans’ theorem, i.e., based on the energy differences between the or-
bitals involved in the transition, optimized for the inital electronic configura-
tion (see Section 2.1.3 for details). The second possible setting is “XATOM_E
total_E”, which means that the transition energies for generating electron ki-
netic energies are taken as the difference between the total energies of the
final and initial states. This approach is known as ∆SCF, and represents
an alternative to Koopmans’ theorem for calculating ionization potentials
on the level of the HF approximation which takes into account orbital re-
laxation [135]. This approach is usually quite accurate, provided that the
excited state is reasonably well described by the single-determinant approxi-
mation employed in HF theory. [136] For generating the results presented in
this thesis in Section 4.5, the third possible setting “XATOM_E mixed” was
used. In earlier XMDYN studies on C60 [60, 114, 115] photoelectron energies
obtained with “XATOM_E table” were in better agreement with experimen-
tal values, while for the Auger electron energies values from “XATOM_E
total_E” were better. This is combined by “XATOM_E mixed”, i.e., photo-
electron energies are taken from “table" and Auger electron energies from
“total_E”. Energies of emitted fluorescent X-ray photons hνfluor. ph. = ∆E are
not relevant here. (For the sake of completeness, they are calculated with
“table” values, if “XATOM_E mixed” is specified.)

Please note that in XATOM Koopmans’ theorem is always applied. Us-
ing ∆SCF would require two calculations for both the intial and final state.
For a given inital state, XATOM would have to go through all available fi-
nal states to evaluate transition energies, which are required for calculating
transition rates and cross sections, although it is not yet decided which final
state will be chosen in the Monte Carlo scheme. This would create too much
computational overhead for calculating rates and cross sections. When using
Koopmans’ theorem, only the orbital energies of the inital state are required.
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Calculating Auger and / or photoelectron kinetic energies in XMDYN
based on the ∆SCF procedure does not reduce computational efficiency be-
cause it is not required to pre-calculate the total energies for the final config-
urations of all possible processes of a given atomic configuration. Only the
rates from XATOM are needed, and if an event occurs based on the rates,
the transition energy is needed. Then XATOM is called to obtain a value for
the total energy of the chosen final configuration. Since anyhow a calcula-
tion for the final state is required, e.g., to obtain rates for transitions (using
Koopmans’ theorem) which in turn start from this configuration, choosing
“XATOM_E mixed” or “XATOM_E total_E‘” in XMDYN does not reduce
computational efficiency.

Unless specified otherwise, a fluence of 7.5× 1010 photons/µm2 was em-
ployed, optimized to result in a high fraction of I++N+ coincidences. For
Figs. 4.12 and 4.17, fluences were chosen such as to yield the highest percent-
age of the respective coincidence. I did not find a fluence leading to more
than 1 % I6++N2+. As a consequence of the highly selective nature of the
presented reaction-microscope data, I had to run many more Monte Carlo
realizations than I could use. Table 4.1 indicates how many trajectories had
to be calculated in order to obtain in Fig. 4.12 a sufficiently small statistical
error (normalized square root of the number of trajectories with the carbon
atom in the respective final charge state).

TABLE 4.1: Fluences and numbers of XMDYN Monte Carlo
trajectories underlying Fig. 4.12 and Fig. 4.17, for all three co-
incidence channels. Given are the sum of all trajectories calcu-
lated as well as the number of trajectories meeting the coinci-

dence criterion (coinc. traj.), and the corresponding fraction.

figure coinc. fluence [ph/µm2] coinc. traj. sum of all traj. fraction

4.12D & 4.17G I++N+ 7.5× 1010 2212 15000 15 %

4.12E & 4.17H I4++N2+ 1.8× 1011 1429 30000 5 %

4.12F & 4.17I I6++N2+ 2.3× 1011 459 45000 1 %

4.17D I++N+ 7.5× 1010 4560 15000 30 %

4.17E I4++N2+ 1.8× 1011 8385 75000 11 %

4.17F I6++N2+ 2.3× 1011 335 45000 1 %

In the experiment a maximum X-ray pulse energy E of 1 mJ was measured
on average upstream of the beamline mirrors by a gas monitor detector. At
a photon energy of 2 keV, a beamline transmission T of 80 % was measured,
resulting in 0.8 mJ on target. The diameter of the X-ray focus was calculated
to be 1.4 µm, which can be used to calculate the focal area A.

Inserting these values, a conversion into average peak fluence Fpeak on
target can be performed [100]
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Fpeak

[
Joule
µm2

]
=

4ln(2)
π
× E

A
× T (4.3)

=
4ln(2)

π
× 1× 10−3J

(1.4 µm)2 × 0.8 (4.4)

= 3.6× 10−4 J
µm2 (4.5)

The factor 4ln(2)
π arises from assuming a Gaussian focal shape. [100] Each pho-

ton possesses an energy of 2 keV =̂ 3.2× 10−16 J. Using this, the fluence in
photons per µm2 can be calculated

Fpeak

[
ph

µm2

]
=

4.1× 10−4 J
µm2

3.2× 10−16 J
ph

= 1.1× 1012 ph
µm2 (4.6)

This value for the experimental peak fluence is higher than the fluences I as-
sumed, which ranged between 7.5× 1010 photons/µm2 and 2.3× 1011 photons/µm2.
Extended Data Figure 6 in Ref. [21] shows exemplarily that typically lower
fluence values contribute more to the experimental fluence distribution func-
tion obtained from calibration with argon atoms. Please refer to Section 2.1.4
for a discussion about the assumption of a spatially constant fluence value in
the calculations.

4.5 Theory results and discussion

4.5.1 I++ N+ coincidence channel

The calculated Newton plots obtained with XMDYN [58] are shown in Figs. 4.9C,
4.9E, 4.9H and 4.9J. All momenta shown are absolute values, in order to
provide a straightforward comparison between experiment and theory. The
overall agreement of the XMDYN with the experimental results is remark-
able, in particular considering that, for computational efficiency, no molecu-
lar orbitals or chemical bonds are included in the modeling. In comparison
to the simple point-charge Coulomb explosion model depicted by the black
markers, a clear improvement is achieved with XMDYN. The reason is that
XMDYN can describe the atomic motion during the charge-up, while the
simple model instaneously assigns a charge of +1 to each atom at its equilib-
rium position.

The demonstrated ability to reproduce experimental ion momenta by in-
serting a known equilibrium molecular geometry into the model represents
a first important step towards future structural inversions of experimental
XFEL-CEI data.
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FIGURE 4.9: Coulomb explosion imaging of 2-iodopyridine
and iodopyrazine, in experiment and theory. Newton plots
of N+ and H+ ions (B) & (G), as well as N+ and C+ ions
(D) & (I) display the measured absolute momenta follow-
ing Coulomb explosion of 2-iodopyridine (C5H4IN), (A) and
iodopyrazine (C4H3IN2) molecules (F). For all cases in which
I+, N+, and at least one H+ and one C+ ion were detected,
the coordinate frame is rotated such that the I+ momentum
points along the z-axis (pIx = pIy = 0), and the N+ momentum
spans the (y, z) plane together with the I+ momentum (pNx = 0,
pNy > 0). The momentum of the third particle is plotted in this
coordinate frame. No background was subtracted. The corre-
sponding modeling results from XMDYN are given in panels
(C), (E), (H) and (J), respectively. The diamond-shaped markers
depict the asymptotic fragment momenta when a single posi-

tive charge is applied to each atom instantaneously.

In order to obtain the results in Fig. 4.9, the model was further devel-
oped (see Section 4.5.5). I ascribe the remaining discrepancies between the
experimental and theoretical Newton plots predominantly to residual chem-
ical bonding (see Section 4.5.6). This can presumably be overcome by adding
a force field in the model. An iterative optimization scheme could then com-
pare calculated and experimentally measured momenta, thus identifying the
start geometry that leads to the best match. Using such a procedure, the
molecular structure of D2O was reconstructed with an accuracy of 0.3 Å for
the bond length and 15 ◦ for the bond angle, inverting the Coulomb explosion
induced by a femtosecond optical laser. [40]

Against this background, considering the ease with which XFELs can cre-
ate very high molecular charge states within a few femtoseconds, as well as
the computationally efficient design of XMDYN which allows the modeling
of large biomolecules [137], structure reconstruction also of larger molecules
comes closer to reach. Machine learning methods can assist in solving such
an inverse problem where one seeks to reconstruct parameters of a system
from indirect observations. [138]

In addition, please note that CEI can also succeed in determining un-
known structures by comparing Coulomb explosion results in momentum
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space to the ones of related known structures (see the paragraph on C+
3 in

Ref. [46]), and that modeling can provide support in this regard.
The good agreement in Fig. 4.9 permits the addition of time-resolved

information to the study – which was experimentally not accessible, as no
suitable pump laser was available for performing a pump-probe experiment.
The modeling provides access to the structural dynamics occurring on fem-
tosecond timescales. Figures 4.10A and 4.10B display snapshots of the dis-
tributions of ion momenta and positions during and after the X-ray pulse2.
Figures 4.10C and 4.10D show the average interatomic distances and the av-
erage atomic charges as a function of time.
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FIGURE 4.10: Time-dependent geometry and charge evolu-
tion of 2-iodopyridine molecules, created from XMDYN tra-
jectories resulting in I+ and N+ ions. Snapshots of the distribu-
tions of ion momenta (A) and ion positions (B) are displayed
at different times (red: I+, blue: N+, black: C+, grey: H+).
The origin of the coordinate frame is the molecular center-of-
mass, the horizontal axis points along the I equilibrium posi-
tion, and the plane of the figure is spanned by the I and N equi-
librium positions such that N points upwards. Grey gridlines
indicate px = pz = 0. Average interatomic distances and charges
are shown in (C) and (D), respectively. The yellow area in (C)
indicates the assumed X-ray pulse shape, a Gaussian of 10 fs
FWHM (see Section 4.5.9 for 20 fs results). In (D) the average
number of absorbed photons per molecule and fs is shown in

green.

2They are taken from the corresponding videos that Benoît Richard created from my
2-iodopyridine data.
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The positions of the hydrogens evolve as the earliest among all atoms (see
second snapshot of Fig. 4.10B and Fig. 4.10C), already considerably during
the assumed X-ray pulse of 10 fs FWHM. The average C-H distance almost
duplicates within the first 5 fs after the pulse center, confirming the rapid
proton ejection suspected in Section 4.2. The early proton emission can be
explained with the molecular geometry. The hydrogens have only one bond-
ing partner at a comparably short distance (i.e., strong repulsive force); and a
C-H bond is weaker than an aromatic C-C bond which every ring atom pos-
sesses twofold3. Furthermore, the protons have a large charge-to-mass ratio,
i.e., they are accelerated rapidly via a = F

m . The repulsive force evoked by the
protons initially keeps the ring structure intact. Such a rapid proton ejection
was also predicted for hydride clusters. [139]

The heavier fragments start moving significantly only after the X-ray pulse
is over. The C-C and C-N distances elongate as expected, but for the I-C2 dis-
tance a minimum after 30 fs is found. This intriguing behavior is caused by
the force vector acting on C2 which is initially directed towards the iodine,
until the ring has undergone Coulomb explosion and the repulsion by the
iodine dominates. As a result, the C2 atom turns into the other direction,
moving away from the iodine. The I and C2 atoms come on average as close
as 1.24 Å. On a side note, in view of the iodine atomic radius of 1.40 Å [140]
the monopole approximation becomes definitely questionable here (applied
in the implementation of the over-the-barrier model, see Section 2.4.1). For
channels with higher total charge, an I-C2 distance minimum is observed as
well, for example for the I4+ + N2+ coincidence, where it is reached already
after 13 fs (see Section 4.5.4).

In Appendix C of the iodobenzene study [22] the I-C distance evolution
was compared with the one observed for CH3I. For consistency the carbon
atom next to iodine in iodobenzene will be called C2 in the following. It was
similarly found that for a given fluence of 5× 1012 photons/µm2, due to the
repelling force evoked by the charges on the other carbon atoms, which is di-
rected towards the iodine, the distance between the iodine and the C2 atom
evolves more slowly than in CH3I. Furthermore, the slower I-C2 distance
evolution was attributed to the effective distribution of the charge within
the benzene ring, such that the individual atom feels a considerably lower
Coulomb force. However, a motion of the C2 atom towards the iodine, fol-
lowed by a turnaround, is not found for iodobenzene, not even for the lower
considered fluence of 4 × 1011 photons/µm2 with an iodine final charge of
+6. In the latter case this is also due to the fact that Hao et al. [22] prop-
agate the atomic positions classically based on the time-dependent partial
charges from the XMOLECULE [23] calculations with fixed nuclei, and ig-
nore negativ partial charges. In this approach, the C2 atom receives a partial
charge slightly above 0.0 and thus experiences Coulomb repulsion only long
after the other carbon atoms, such as the one located opposite of C2, became
charged and moved apart.

3Please note that argumentation with bond strengths refers to the low proton momentum
observed experimentally, as in the modeling no chemical bonds are incorporated.
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In Fig. 4.10D, all average charges first rise simultaneously, until the I, C,
and N charges reach a plateau after 20 fs. This confirms the fast charging of
all atoms that was suspected behind the clarity in the experimental momen-
tum images in Section 4.2. The average hydrogen charges stand out due to
a maximum after 10 fs. The maximum is caused by the respective barriers
in the model, which allow between 10 fs and 14 fs for electron transfer only
from C to H+, but not from H to C+ (see Section 4.5.2).

When comparing Figs. 4.10C and 4.10D, it is interesting to note that the
charges on the atoms rise markedly before they start to move. This is a hint
that the inertial delay (discussed in Ref. [18]) in the conversion of potential
energy into kinetic energy is observed in the modeling with XMDYN, even
without accounting for chemical bonds.

The final charge states are determined by the late-time charge evolution
(see Section 4.5.7), and the calculated average total molecular charge is +9
for fragmentation of 2-iodopyridine into I+ and N+ ions.

4.5.2 Potential barriers explaining the hydrogen charge max-
imum

The striking maximum in the hydrogen charge evolution curves in Fig. 4.10D
can be understood by regarding how the charge redistribution is accounted
for in the simulations. Figure 4.11 displays the potential barriers at three
points in time between carbon and hydrogen for the case where one of the
atoms carries a charge of +1 and the other one is neutral. The depicted
potential is composed of a charge of +1 on both atomic sites because the
electron on the neutral atom which is considered for charge transfer to the
other atom does not feel its own shielding of the nuclear charge. Please refer
to Section 2.4.1 for a detailed description of the over-the-barrier model. As
an illustration of the mechanisms in the over-the-barrier model, the shown
snapshots were generated using the average C3–H3 distance at 0 fs, 10 fs, and
14 fs, with the relation between time and distance taken from Fig. 4.10C. At
0 fs (A), the atoms are still close together and there is no potential barrier
between them, therefore the electrons can be transferred in both directions.
At the same time, the average hydrogen charges in Fig. 4.10D rise, reflecting
the overall strong ionization dynamics when the pulse is most intense at 0 fs.
At 10 fs (B), the top of the potential barrier reaches the energy level of H (1s),
such that electron transfer in the direction from H to C+ is no longer possible.
However, in the direction from C to H+ electron transfer is still possible until
14 fs, as the top of the potential barrier only equals the C (2p) energy level
after the C and H atoms moved further apart from each other. Consequently,
for the time between 10 fs and 14 fs, electron transfer between C and H is only
possible in the direction [C,H+]→ [C+,H], thus leading to a decrease of the
average hydrogen charges in this time interval in Fig. 4.10D. At 14 fs after the
pulse center (C), the potential barrier top exceeds both energy levels and the
average hydrogen charges reach a plateau.
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FIGURE 4.11: Potential barriers between C and H at 0 fs (A),
10 fs (B), and 14 fs (C). The potential V(x) is calculated as
V(x) = − 1

|x| − 1
|x−R| , where R is the momentary average C3–H3

distance at the respective point in time taken from Fig. 4.10C.
Filled areas indicate forbidden regions, as no quantum tun-
neling is incorporated in the model. The donor energy levels
ED(C 2p) and ED(H 1s) are computed based on the atomic or-
bital energies, influenced by the electrostatic interaction with

the other ion, using Eq. (2.23) in Section 2.4.1.4

4Figure content from me, layout slightly altered by Benoît Richard.
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4.5.3 Charge state distributions of carbon atoms
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FIGURE 4.12: Charge state distributions of carbon atoms in
experiment and theory, for three coincidence channels of 2-
iodopyridine. The experimental ion yields (A)–(C) are obtained
by fitting a 2D Gaussian to every peak in the respective Newton
plots (see Fig. 4.5). The experimental error bars are an estimate
of the systematic error introduced in the fitting. Please note that
the experiment is not sensitive to neutral fragments. Theory re-
sults (D)–(F) are shown with the statistical error derived from
the finite number of trajectories (see text). I used fluences of
0.75× 1011 (D), 1.80× 1011 (E), and 2.30× 1011 photons/µm2 (F)

in the calculations.

The calculated charge state distributions obtained from XMDYN are shown
in Figs. 4.12D to 4.12F. They reproduce the average atomic charges with an
average deviation of 12.5 % (and 12.5 % standard deviation). See also the
values for the individual atoms in Table 4.2. For the I++N+ case a remark-
able agreement with the experimental charge state distribution is found -
thus confirming that XMDYN can, at least in some cases, accurately model
CREXIM (see also Section 4.3).
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TABLE 4.2: Deviation of theoretical average charges from the
experimental values, for the individual carbon atoms and three

coincidence channels.

C2 C3 C4 C5 C6

I++ N+ +2.8 % +5.6 % +7.6 % +3.8 % +8.1 %

I4++ N2+ +44.4 % +25.3 % +22.6 % +19.0 % +13.5 %

I6++ N2+ +25.8 % +4.7 % +0.1 % +2.4 % -1.4 %

However, the lower charge on the C2 atom for the higher-charge coinci-
dences is not captured by the current XMDYN model. In contrast, XMOLE-
CULE calculations for iodobenzene with fixed nuclei predict the experimen-
tally observed electron density polarization, with the lower partial charges
on the carbon atoms closer to the highly charged iodine. [22] Therefore, I be-
lieve that molecular orbitals are indispensable in order to accurately model
the collective rearrangement of the ring electron density. In the current, com-
putationally efficient version of XMDYN only individual atom pairs with
atomic energy levels are taken into account in electron transfer events (see
Section 2.4.1). In light of the computational iodobenzene study [22], we learn
from the current experimental results (4.12B, 4.12C) that the electron rear-
rangement is not impeded by the nuclear motion (as it was conjectured for
different pulse parameters also there). Please refer to Section 4.5.4 for an ex-
planation.

The overestimation of the carbon charges for the higher-charge coinci-
dences (Figs. 4.12E, 4.12F) could, aside from a too high fluence, also be caused
by the assumption of a too short pulse duration in the calculations (see Sec-
tion 4.5.9). In future work calculations for 20 fs pulse durations and 1.80×
1011 as well as 2.30× 1011 photons/µm2 fluence could be additionally per-
formed. It is conceivable that a longer pulse duration could have a stronger
influence on the higher-charge coincidence channels, as a longer pulse dura-
tion enables more atomic motion during the ionization dynamics, and more
highly charged ions move faster. This motion lets the potential barriers rise,
which potentially causes more imbalance in the distribution of charge be-
tween iodine and the ring (i.e., lower carbon charges for a given iodine charge).
Apart from this, it would be interesting to know which results for the charge
state distributions are obtained using the approach described in Section 4.3,
based on time-dependent partial charges in XMOLECULE calculations with
fixed molecular geometry.

Error bars in the charge state distributions

The theory results in Fig. 4.12 are depicted with statistical error bars. I ap-
plied the “common recipe” of taking the square root of the number of events√

n as error bars. [141] Here, this corresponds to the square root of the num-
ber of trajectories with the carbon atom in the respective final charge state q,√nq. As the shown value itself nq

N , also the error bar is given normalized to
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the total number of trajectories N, i.e., as
√nq

N . Underlying this
√

n method
is the assumption of a Poisson distribution. [141] In fact, the charge state dis-
tribution of every carbon atom is described by a multinomial distribution,
the generalization of the bionomial distribution with more than two possible
outcomes (here the charges from 0 to 6 are the possible outcomes). It is a
property of the multinomial distribution that the abundance of each of the
charges q is given by a binomial distribution. The variance σ2 of a binomially
distributed variable is given as

σ2 = Npq
(
1− pq

)
. (4.7)

I approximate the probability for each charge state pq with the relative abun-
dance nq

N observed in the calculations, and define the absolute error ∆q for
every charge state as the square root of the variance, i.e., the standard devia-
tion

∆q =

√
��N

nq

��N

(
1− nq

N

)
. (4.8)

For the normalized error ∆q
N follows

∆q
N

=

√
nq

(
1− nq

N

)
N

. (4.9)

As a binomial distribution approaches a Poisson distribution in the case
of rare events, Equation (4.9) only converges to

√nq
N for nq

N � 1. This is
clearly not fulfilled here, at the sight of, for example, more than 80 % C1+ in

the I++ N+ coincidence channel. Since the missing factor
√

1− nq
N is always

smaller than 1, using
√nq

N instead of Eq. (4.9) only results in overestimated,
conservative error bars in Fig. 4.12, which is not a problem.

4.5.4 Higher-charge coincidence channels

The intense XFEL pulses generated not only ions with a charge of +1 (as
shown in Fig. 4.9), but also ions carrying considerably higher charges: in the
experimental data iodine ions with charges up to I25+ are contained. Where
statistics are sufficient, the coincidence channels with higher ion charges pro-
duce Newton plots which are qualitatively similar to Fig. 4.9, but the absolute
ion momenta increase as a consequence of the higher charges. Figure 4.13
shows two exemplary higher-charge coincidence channels of 2-iodopyridine,
in experiment and theory.
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FIGURE 4.13: Experimental and theoretical Newton plots of
higher-charge coincidence channels. I4++N2++C3+ Newton
plots in experiment (A) and theory (B), as well as I6++N2++H+

Newton plots in experiment (C) and theory (D). I employed flu-
ences of 1.8 × 1011 (B) and 2.3 × 1011 photons/µm2 (D) in the

calculations.

The slight smudginess in the experimental subfigures is probably a con-
sequence of insufficient statistics. The agreement between experiment and
theory is good, in particular for the proton momenta. The signals for the
individual atoms are a bit further separated from each other than in the
I++ N++ C+ and I++ N++ H+ cases. This confirms the finding in Ref. [41],
that the mapping from initial atomic positions to final fragment momenta is
more straightforward for higher charge states.
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FIGURE 4.14: Calculated time-dependent geometry and
charge evolution of 2-iodopyridine molecules fragmenting
into I4++N2+ ions. The average interatomic distances are
shown in (A), and (B) depicts the average charge on each
atom. In (A) the assumed Gaussian-shaped X-ray pulse of 10 fs
FWHM is displayed, which is centered at 0 fs. In (B) it is shown
in green how this assumed pulse finds expression in the av-
erage number of photoionization events per molecule and per
femtosecond time interval. Error bars are not indicated in (A)
because the standard errors of the mean would not be larger
than the data point markers. In (B) the standard error of the

mean is shown as error bars.

In comparison with the I++ N+ coincidence (Fig. 4.10), in the case of
the I4++ N2+ coincidence (Fig. 4.14) the structural changes of 2-iodopyridine
start earlier and take place with higher velocity. An I-C2 distance minimum
is also found for this coincidence. Here it is reached immediately after the
end of the pulse, at 13 fs, compared to 30 fs in the I++ N+ case. The hydro-
gen charge evolution curves in Fig. 4.14B exhibit no maximum. Instead, the
charges rise until nearly all hydrogens are ionized already 5 fs after the pulse
center.

Figure 4.14 was generated from a subset of the trajectories yielding I4++ N2+

ions at the end of the propagation time (see Section 4.5.7), calculated with a
fluence of 7.5× 1010 photons/µm2. When comparing Figs. 4.14A and 4.14B,
it becomes clear that the charges on the carbon atoms predominantly build
up in the simulations before the carbon and nitrogen ions move. This can
serve as an explanation as to why the electron density polarization observed
for the I4++N2+ case experimentally is not impeded by the nuclear dynamics
(see also Section 4.5.3).

4.5.5 Improvements of the model

Sudden kinetic energy transfer to the ion cores

In XMDYN electron transfer is carried out between two atoms whenever
the over-the-barrier condition (Eq. (2.24) in Section 2.4.1) is found to be ful-
filled. Equation (2.25) is not a necessary precondition for electron transfer
in XMDYN, as it is rarely satisfied in systems with discrete energy levels
and diverse atomic numbers as well as charge states. Obviously, then the
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question arises how to treat the energy differences between the orbitals in-
volved in charge transfer events. In the previous XMDYN studies with elec-
tron transfer [59, 60], a methodology was employed which is also used in
surface hopping methods [142], in order to ensure energy conservation after
electron transfer between atomic orbitals with different energy. Energy was
conserved via a small, but sudden kinetic energy transfer to the ion cores, ex-
ecuted in a directionality preserving momentum. Also the change in the total
classical potential energy which can emerge following the displacement of a
charge in an electron transfer event was compensated with such a sudden
kinetic energy transfer to the ion cores.

In the earlier studies [59, 60] all atoms had the same atomic number, and
due to the overall low ionization degree, the system typically consisted of
neutral or singly charged atoms. Therefore, when performing charge trans-
fer, typically the electronic configurations of two atoms were simply exchanged,
yielding overall no change in the sum of atomic orbital energies and thus
minimizing the energy differences that led to a sudden modification of ion
kinetic energies in such a methodology. However, in the current CEI study,
atomic numbers are different, and the system is highly ionized. Consequently,
energy differences between the atomic orbitals involved in an electron trans-
fer can emerge which are large, relative to the total kinetic energy of the sys-
tem. Modifying ion kinetic energies to enforce strict energy conservation
leads to artifacts in the Newton plots, as shown in Fig. 4.15, where data points
are scattered and distinctive ion momentum distributions no longer persist.
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FIGURE 4.15: Newton plots with sudden kinetic energy trans-
fer to the ion cores. Newton plots from XMDYN for a coinci-
dent detection of I+ + N+ and all occurring H+ ions (A), and
I+ + N+ and all occurring C+ ions (B). These results were ob-
tained with the old scheme of treating atomic orbital energy dif-
ferences in electron transfer events (see text). The magnitudes
of all ion momenta are normalized such that the iodine momen-

tum equals 1 (pIz = 1)

A fully consistent framework for handling this general charge transfer
case is not yet available and is a subject of further ongoing studies. There-
fore, I disregarded the atomic orbital energy differences and changes of the
potential energies in the current charge transfer scheme, and did not perform
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any sudden change of ion kinetic energies. With this approach I obtained the
normalized Newton plots in Figs. 4.16A and 4.16B, which are in very good
agreement with the experimental results (see Figs. 4.16C and 4.16D), and also
the non-normalized Newton plots in Figs. 4.9 and 4.13. Consequently, the
presented joint experimental and theoretical study is very valuable because
the comparison with the experiment helped to improve XMDYN (see also
below and Section 4.5.6).

Recalling how electrons in real molecules can transfer between electronic
states differing in energy, there is, for example, internal conversion in a Jablon-
ski diagram [143], where an electron can switch from an electronically ex-
cited state into an excited vibrational state of an energetically more deeply
lying electronic state. When in the future XMDYDN will be equipped with
a generic force field, one could analogously counterbalance (small) atomic
orbital energy differences in electron transfer events by occupying a different
vibrational state with the force field. The reactive force field ReaxFF being im-
plemented in XMDYN can be used to calculate vibrational frequencies. [144]

In Ref. [132] it was emphasized that XMDYN obtains a greater spread
in the ion kinetic energies than XMOLECULE, thus better resembling the
experimental spread of kinetic energies. It can now be conjectured that this
is, at least partially, an artifact caused by the additional kinetic energy given
to the ions in electron transfer events.
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Exclusion of electron transfer into the iodine M- and N-shells
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FIGURE 4.17: Charge state distributions of carbon atoms in
experiment and two theory versions, for different coincidence
channels of 2-iodopyridine. The experimental ion yields (A)–
(C) are obtained by fitting a 2D Gaussian to each peak in the
respective Newton plots (see Fig. 4.5). The experimental error
bars represent an estimate of the systematic error introduced
in the fitting. Please note that the experiment is not sensitive
to neutral fragments. Theory results (D)–(I) are displayed with
the statistical error derived from the finite number of trajecto-
ries. I employed fluences of 0.75× 1011 (D), (G), 1.80× 1011 (E),
(H), and 2.3× 1011 photons/µm2 (F), (I) in the calculations. Pan-
els (D)–(F) show the results obtained from the initial model, i.e.,
when all orbitals of iodine with vacancy were considered. In a
model refinement electron transfer into the iodine M- and N-

shells was excluded (G)–(I).

The calculated charge state distributions which I obtained initially are shown
in Figs. 4.17D to 4.17F. For the I++ N+ coincidence a good agreement with
the experimental data is found. However, for the higher-charge coincidences
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(Figs. 4.17E, 4.17F), the distributions are shifted towards higher average charge
as compared to the experimental findings. I show results for the fluences that
maximize the percentage of the respective coincidence (see also Table 4.1 in
Section 4.4). But even for considerably lower fluences I found a carbon charge
overestimation for the higher-charge coincidences. I could then achieve a
clearly improved agreement of the average total charges for the given flu-
ences after exclusion of direct transfer of electrons from other atoms into the
iodine M- and N-shells (see Figs. 4.17H and 4.17I). Allowing for such electron
transfer, executed in the next 1-attosecond time step if the over-the-barrier
condition (Eq. (2.24) in Section 2.4.1) is fulfilled, had neglected the Auger life-
times (1.1 fs and 13.4 fs) of holes in the iodine M- and N-shells. These shells
predominantly absorb X-ray photons at 2 keV photon energy (see also Sec-
tion 4.5.8). Besides, the implementation of the over-the-barrier model was
refined in such a way that the transferred electron no longer occupies the
“outermost” acceptor atomic orbital with a vacancy (outermost is to signify
the orbital with the highest quantum number). Instead, the electron is put
into the orbital with a vacancy at the acceptor atom which is most similar in
energy to the donor atom orbital that was originally occupied by the electron.
This approach is based on quantum mechanical principles, and inspired by
the findings in Chapter 5.

The results improved in this way (Figs. 4.17G to 4.17I) are also shown in
the second row of Fig. 4.12.

4.5.6 Ion momenta in experiment and theory

The asymptotic ion momenta depicted in Fig. 4.9 are on average larger in the
XMDYN simulations than in the experiment. For the I+ + N+ coincidence
channel of 2-iodopyridine, the absolute iodine momenta are overestimated
by about 60 % in the calculations, the C+ momenta by about 40 %, the N+

momentum by about 30 %, and the H+ momenta by about 20 %. I ascribe
the overestimation of the momenta to the lack of chemical bonds in the sim-
ulation, since chemical bonds give rise to a force naturally working against a
Coulomb explosion of a molecule into atomic fragments.

In the study by Berrah et al. [60], the impact of chemical effects such as
chemical bonds and charge transfer on the fragmentation of buckminster-
fullerene after X-ray multiphoton ionization was investigated. They found
for C60 with ∼13 positive charges that the system does not undergo imme-
diate fragmentation. Instead, it takes time for the C60 molecule to break up
into smaller fragments with still-existing chemical bonds. In addition, it was
found that the XMDYN simulation with charge transfer and chemical bonds
strongly reduced the maximum carbon atom displacement as compared to
the XMDYN simulation without chemical effects, i.e., the chemical effects
counteract the fragmentation and structural changes.

In the current study, the average charge on each of the eleven atoms in
2-iodopyridine is higher (calculated average total molecular charge of +9 for
the I++N+ coincidence). As discussed in Section 4.2, there is no evidence
for the formation of intermediate molecular fragments. Therefore, an even
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larger part of the total accumulated electrostatic energy is spent on breaking
the chemical bonds in the 2-iodopyridine molecule, diminishing the Cou-
lomb energy being turned into kinetic energy, and thus the momenta of the
atomic ions. The sum of all binding energies in the 2-iodopyridine molecule
would be 54 eV, based on tabulated bond dissociation energies. In the cur-
rent study, however, the molecule does not stay in its neutral ground state,
but reaches highly ionized states, for which the binding energies are expected
to be smaller.

In order to include chemical bonds for any given molecule in the XMDYN
simulations (and not only phenomenologically for C60, as described in Ref. [58]),
Malik M. Abdullah and Dr. Zoltan Jurek have recently implemented a generic
reactive force field (ReaxFF [145, 146]) that can describe bond breaking and
bond formation, both of which are crucial in high-intensity X-ray studies. [18]
While first test calculations on light-atom systems have been carried out, the
force field is not yet ready for heavy atoms such as iodine and thus I could
not use it in the work presented in this Ph.D. thesis.

For the coincidence channels involving higher charges, the overestima-
tion of the iodine momentum is systematically lower the higher the ion charges
are (about 50 % for I4++ N2+ and 40 % for I6++ N2+ vs. the mentioned 60 %
for I++ N+). This can be explained with the missing chemical bonds becom-
ing less important at higher total charges, as the underlying potential energy
surfaces are more and more governed by pure Coulomb repulsion without
bound potentials.

This reasoning is in accordance with the findings by Zhou et al. [41], that
a model covering only Coulombic forces but no chemical bonds overesti-
mates the fragment velocities for low charges, but achieves an increasingly
adequate description for higher charges. Furthermore, this argumentation is
supported by Corrales et al. [133] who propagated wavepackets on ab initio
potential energy curves for the Coulomb explosion of CH3I into CH+

3 and Iq+

(q ≤ 3). They found that bound potentials could explain why they measured
lower kinetic energy distributions of the fragment ions than those predicted
considering only Coulomb repulsion forces.

As a last point, please note that aside from the incorporation of a force
field, the XMDYN simulations would also be expected to achieve better agree-
ment with experimental results in the case of higher molecular charging in-
duced by a shorter pulse, resulting in practically purely Coulombic potential
energy surfaces.
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4.5.7 Late-time charge evolution
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FIGURE 4.18: Simulated late-time charge evolution of 2-
iodopyridine molecules. In both cases the time interval be-
tween 82 fs and 982 fs is shown, in continuation of Figs. 4.10D
and 4.14B. At the end of the propagation time, the sys-
tems reach the coincidence condition of I++ N+ ions (A), and
I4++ N2+ ions (B), respectively. Error bars are not shown in (A)
because the standard errors of the mean would not be larger
than the data point markers. In (B) the standard error of the

mean is given as error bars.

In Fig. 4.10D the average charge on iodine is +1.15 at the latest shown time of
80 fs, in spite of the fact that only fragmentation events resulting in I+ were
selected from the data set. Similar to this, in Fig. 4.14B the average iodine
charge is +3.19 after 80 fs, for trajectories yielding I4+. These peculiarities
can be understood by analyzing the late-time charge evolution displayed in
Fig. 4.18, in which it becomes clear that the final iodine charge is reached in
the model only after 1 ps. The late change of the iodine charge can be ex-
plained as follows: in the XMDYN framework free electrons ejected from the
atoms after photoionization events or Auger decays are treated as classical
particles. If these electrons are captured in the general electrostatic poten-
tial around a cluster of positively charged ions, they no longer count as free
particles. Instead, they are considered as delocalized electrons. If an elec-
tron is close to one ion and its kinetic energy is lower than the electrostatic
attraction towards the ion, it is essentially trapped in the field around the
ion. More precisely, the code checks if the electron stays for n full periods
around the same ion, with n being an input parameter. [58] If this condition
is fulfilled, the system is identified as recombined, the electron is assigned
to this ion, and the ion’s charge is lowered by one. The chosen setting “ir
no” (= recombination off, see Section 4.5.7) means that this assignment is not
carried out internally in XMDYN during the run, but during postprocessing.
In this retrospective procedure of checking for recombination, a conversion
of a classical into a quantum bound electron cannot be performed. I.e., the
electron is kept classical even if its classical orbiting energy is lower (more
negative) than the orbital energy of the highest considered orbital containing
a vacancy. [58]

I could trace back the late changes in the average iodine charges in Fig. 4.18
to these classically recombined electrons: the decrease in Fig. 4.18A is caused
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by an increase in the average number of electrons trapped around the iodine
ion. Interestingly, the late iodine charge rise in Fig. 4.18 originates from a re-
duction of trapped electrons. A possible explanation could be autoionization-
like events between either two trapped electrons or one delocalized electron
and a trapped one, where one trapped electron receives enough energy to
leave the field around the iodine ion. As a result, the charge assigned to the
iodine ion increases by one.

4.5.8 Photoionization sites and CREXIM

My calculations show that at the given photon energy of 2 keV, 91 % of all
photoionization events occur at the iodine site, both for all 15000 trajectories
and the subset of 4560 I++ N+ trajectories (see Table 4.3). Consequently, the
vast majority of charges detected on carbon and nitrogen ions as well as pro-
tons are created by ultrafast electron transfer from the aromatic ring to the
heavy absorber iodine, as in the previous studies on iodine-containing com-
pounds at high X-ray intensities [21, 22]. The I 3d subshell accounts for the
largest share of photoionization events, followed by the I 3p subshell.

TABLE 4.3: Insight into the X-ray multiphoton ionization of
2-iodopyridine. Given are the average number of photoioniza-
tion events per trajectory and atomic photoionization sites in
the XMDYN calculations for 7.5 × 1010 photons/µm2 fluence,
2 keV photon energy and 10 fs pulse duration. The value for C

is summed up over all five carbon atoms.

trajectories av. photoionizations C H I N

all 15000 3.44±0.02 6.6 % 0.0 % 91.1% 2.4 %

4560 I++ N+ 3.32±0.02 7.1 % 0.0 % 90.6% 2.3 %

171 I4++ N2+ 7.00±0.10 4.3 % 0.0 % 94.2% 1.5 %

Selecting I++ N+ trajectories does not significantly alter the atomic site
of photoionization compared to the average over all trajectories, whereas se-
lecting I4++ N2+ trajectories implicates selecting cases where the photoion-
ization events occurred even more predominantly at the iodine site than for
the average over all trajectories. Table 4.3 additionally reveals that along
the fragmentation pathway, which results in the coincidence with the final
charges I++ N+, an average of three photons are absorbed, while in the case
of the I4++ N2+ coincidence, on average, seven photoionization events occur.

In order to quantify the molecular ionization enhancement, I carried out
simulations for 2-iodopyridine as molecular system using XMDYN and XMO-
LECULE as well as in the independent-atom model using XATOM, for the
same pulse parameters. Table 4.4 shows the results. Two features are salient:
(a) the molecular ionization enhancement is almost twice as high based on
the XMDYN results compared to the XMOLECULE results (∆C5H4INXMDYN-IAM =
+13.7− (+10.5) = +3.2 vs. ∆C5H4INXMOLECULE-IAM = +12.2− (+10.5) =
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+1.7)). (b) XMDYN yields considerably higher charges on the ring atoms
and a lower average charge on the iodine, compared to the XMOLECULE
calculations with fixed molecular geometry.

Please keep in mind here that we know from Table 4.2 that XMDYN tends
to overestimate the carbon charges in comparison with experimental values.
It could be that the over-the-barrier model with initially constant exchange of
electrons between the atoms [132] (here on average ∼60000 electron transfer
events per I++ N+ trajectory) overestimates the electron rearrangement from
the ring to the iodine, leading to too high carbon charges and too low iodine
charges. A lower average iodine charge in the XMDYN than in the XMO-
LECULE calculations at low fluences was also found in Ref. [132]. However,
also the corresponding average total molecular charge was found to be lower
with XMDYN than with XMOLECULE (see Fig. 4.7). There are three main
differences in the calculations in Ref. [132]: electron transfer was allowed into
all iodine shells (including the ensuing sudden kinetic energy transfer to the
ion cores), the photon energy was 8.3 keV, and the XMOLECULE calculations
included nuclear dynamics. At this point it is not clear why the average total
charge is higher with XMDYN than with XMOLECULE. The reason is not
that the ionization stops earlier in the molecular calculation with fixed nu-
clei due to the increased binding energies caused by the charged molecular
environment, as in Chapter 3. At 2 keV photon energy, the iodine photoioion-
ization channels close for iodine charges above +30 (see Chapter 3, both for
isolated atomic iodine and iodine in a fixed molecular geometry), and the
iodine charges in Table 4.2 are well below this value. Future work could aim
at comparing the molecular ionization enhancement obtained with XMDYN
and with XMOLECULE for more pulse parameter combinations and try to
elucidate discrepancies.
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TABLE 4.4: Comparison of average charges obtained with
XATOM, XMOLECULE and XMDYN. Values are given
with the standard error of the mean. In all calculations
2 keV photon energy, 10 fs FWHM pulse duration and 7.5 ×
1010 photons/µm2 fluence were assumed. Average over 200
XATOM (for iodine, 600) and 15000 XMDYN Monte Carlo tra-
jectories. XMOLECULE average over Mulliken final partial
charges of 50 Monte Carlo trajectories with fixed molecular ge-
ometry. For obtaining the XMDYN results electron transfer into

the iodine M- and N-shells was excluded.

XATOM XMOLECULE XMDYN

C5H4IN +10.5 ± 0.4 +12.2 ± 0.7 +13.7 ± 0.1

I +9.7 ± 0.2 +6.6 ± 0.5 +2.5 ± 0.0

N +0.2 ± 0.0 +0.6 ± 0.1 +1.2 ± 0.0

C +0.1 ± 0.0

H +0.0 ± 0.0

C2 +0.4 ± 0.1 +1.5 ± 0.0

C3 +0.3 ± 0.1 +1.5 ± 0.0

C4 +0.4 ± 0.1 +1.5 ± 0.0

C5 +0.5 ± 0.1 +1.4 ± 0.0

C6 +0.5 ± 0.1 +1.4 ± 0.0

H3 +0.7 ± 0.0 +0.6 ± 0.0

H4 +0.8 ± 0.0 +0.7 ± 0.0

H5 +0.8 ± 0.0 +0.6 ± 0.0

H6 +0.8 ± 0.0 +0.7 ± 0.0
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4.5.9 Pulse duration dependence: 10 fs vs. 20 fs
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FIGURE 4.19: Pulse duration dependence. Newton plots from
XMDYN for a pulse duration of 20 fs FWHM and a fluence of
7.5 × 1010 photons/µm2. Results are shown for a coincident
detection of I++N+ and all occurring H+ ions (A), as well as
I++N+ and all occurring C+ ions (B). The magnitudes of all ion
momenta are normalized such that the I+ momentum equals 1

(pIz = 1).

Based on the electron bunch charge of 250 pC in the accelerator, an upper
limit for the experimental X-ray pulse duration of 25 fs was estimated. Up
to the present, no direct measurement of the X-ray pulse duration has been
performed at European XFEL.

From experiments at the XFEL LCLS it is known that X-ray pulse shapes
need not necessarily match the electron bunch shapes, and that the X-ray
pulse duration can well be as much as 50 % shorter than the electron bunch
duration. [54, 94, 147] Apart from that, also during the described beam time
at European XFEL different indirect measurements provided indications that
the pulse duration could be shorter than 25 fs. Thus, almost all computational
results presented in this thesis were generated assuming a pulse duration of
10 fs FWHM. Except for Fig. 4.19, where I assumed a 20 fs pulse in order to
investigate the pulse duration dependence and try to make a statement about
the actual pulse length in the experiment.

When comparing Fig. 4.19 with the analog for 10 fs in Fig. 4.16, it becomes
clear that the pulse duration does not alter the normalized I++ N+ Newton
plots significantly. Also the absolute ion momenta are very similar for both
pulse durations (see Table 4.5). However, the absolute proton momenta are
slightly less overestimated in the calculations for 20 fs pulse duration. This
suggests that for a 20 fs pulse the protons leave the molecule even earlier than
in the 10 fs case, earlier with respect to the full charge-up of the molecule.
In order to verify this, it would be interesting to generate time-dependent
geometry and charge evolution curves also for a 20 fs pulse, by analogy with
Fig. 4.10 for the 10 fs pulse.
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TABLE 4.5: Comparison of absolute asymptotic fragment mo-
menta in theory and experiment, given as ratio pTheory

pExperiment
, for

the I++N+ coincidence channel and two assumed pulse dura-
tions. Theory values are calculated for 7.5× 1010 photons/µm2

fluence, and averaged over all hydrogen atoms, and over the
C3, C4 and C5 atoms, respectively. Experimental values are av-

eraged over all hydrogen and carbon atoms, respectively.

ion species 20 fs 10 fs

I+ 1.63 1.64

av. C+ 1.41 1.41

N+ 1.33 1.34

av. H+ 1.15 1.22

On grounds of these computational results, it is not possible to assess the
actual pulse duration in the experiment. Also the calculated average total
molecular charge is very similar: +9.2 for 10 fs in comparison with +9.1 for
20 fs. However, the fraction of I++N+ trajectories reduces from 30 % (10 fs) to
24 % (20 fs), at a given fluence of 7.5× 1010 photons/µm2.
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Chapter 5

Charge Transfer Scheme for
XMDYN Based on Quantum
Mechanical Principles

Both XMDYN [58] and XMOLECULE [23] do not model charge transfer on
a microscopic level. In particular, they lack a proper timescale for it. In the
XMOLECULE framework, after each ionization step the orbitals are instan-
taneously optimized for the new electronic configuration. Electron transfer
happens through a gradual shift of the molecular orbitals in the course of the
X-ray induced ionization dynamics. In contrast, in the XMDYN framework,
electron transfer is modeled by immediate electron jumps between atoms in
the next time step (e.g., 1 attosecond in Chapter 4), whenever the over-the-
barrier condition is fulfilled (Eq. (2.24) in Section 2.4.1). As long as there is
no potential barrier exceeding the involved energy levels, a constant elec-
tron transfer among atoms takes place in every time step. Besides, the classi-
cal over-the-barrier model for charge transfer between atoms or atomic ions
cannot accurately describe neither molecular nor quantum mechanical prop-
erties. For instance, no quantum tunneling through the potential barrier is
taken into account.

In order to fill this gap, a charge transfer scheme for XMDYN is derived
in this chapter which is based on quantum mechanical principles.

5.1 Solution of the generalized eigenvalue prob-
lem

The charge transfer scheme presented in this chapter involves a minimal
model, in which molecular orbitals are constructed by linear combinations
of two atomic orbitals located on two different atoms. Within the framework
of the model, the molecular orbitals can be evaluated analytically, thus ren-
dering the model promising in terms of numerical efficiency.

When two atomic orbitals combine, they form two molecular orbitals. I
approximate the molecular orbitals |ψ1〉 and |ψ2〉 as linear combinations of
the atomic orbitals of the atoms A and B, which are represented by the basis
functions |φa〉 and |φb〉 (MO-LCAO),
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|ψ1〉 = c1a |φa〉+ c1b |φb〉 , (5.1)

and
|ψ2〉 = c2a |φa〉+ c2b |φb〉 . (5.2)

The coefficients c1a, c1b, c2a and c2b give the contributions of the atomic or-
bitals to the molecular orbitals.

Since atomic orbitals at different atomic sites may overlap, the atomic or-
bital basis is non-orthogonal. Hence, a generalized eigenvalue problem in
the type of Roothaan-Hall equations [69] has to be solved, namely

H c = E S c , (5.3)

where H denotes the Hamiltonian matrix, c is the generalized eigenvector
and E is the associated generalized energy eigenvalue. The assumption of
normalized basis functions leads to the overlap matrix

S =

1 S

S 1

 , (5.4)

where S is given as
S = Sab = 〈φa|φb〉 . (5.5)

The off-diagonal elements of the overlap matrix are not zero because the
basis functions |φa〉 and |φb〉 at two different atomic sites form a non-orthogonal
basis. The Hamiltonian matrix H is given as

H =

Haa Hab

Hab Hbb

 , (5.6)

with

Haa = 〈φa| Ĥ |φa〉, Hab = 〈φa| Ĥ |φb〉, and Hbb = 〈φb| Ĥ |φb〉 .

The assumption of real basis functions and the hermiticity of the Hamilto-
nian Ĥ lead to S = Sba = Sab in Eq. (5.4) and to Hba = Hab in Eq. (5.6).

The present problem is reminiscent of the simplest model of a chemical
bonding in the H+

2 ion, with a basis of two atomic orbitals at two different
atoms, and can be solved approximatively analytically analogously (see Sec-
tion 5.1.4 of Ref. [71] for a good explanation for H+

2 ). Here, however, the two
atoms can be of different element types, such that in general

Hbb 6= Haa , (5.7)

which renders the expressions more complicated than in the H+
2 case.

Inserting all approximations into Eq. (5.3), we obtain
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Haa Hab

Hab Hbb

ca

cb

 = E

1 S

S 1

ca

cb

 (5.8)

and the equations

Haa · ca + Hab · cb = E · ca + E · S · cb (5.9)

(Haa − E) · ca + (Hab − E · S) · cb = 0 (5.10)

Hab · ca + Hbb · cb = E · S · ca + E · cb (5.11)

(Hab − E · S) · ca + (Hbb − E) · cb = 0 (5.12)

Equations (5.10) and (5.12) form a homogeneous system of linear equa-
tions (secular equations) for the evaluation of the coefficients ca and cb. Such
a system of equations only has solutions other than the zero vector, if the
secular determinant vanishes,

∣∣∣∣∣∣ Haa − E Hab − ES

Hab − ES Hbb − E

∣∣∣∣∣∣ = 0 . (5.13)

Equation (5.13) is a quadratic equation in E,

(Haa − E)(Hbb − E)− (Hab − ES)2 = 0 , (5.14)

E2(1− S2) + E(2SHab − Haa − Hbb) + HaaHbb − H2
ab = 0 , (5.15)

that can be used to evaluate two values for E, for which Eq. (5.13) is ful-
filled. [71, 148] Such a quadratic equation can be solved using the quadratic
formula.

5.1.1 Generalized energy eigenvalues

Equation (5.13) is solved for the molecular orbital energies

E1,2 =
−(2SHab − Haa − Hbb)±

√
(2SHab − Haa − Hbb)2 − 4(1− S2)(−H2

ab + HaaHbb)

2(1− S2)
.

(5.16)

In order to render Expression (5.16) shorter and clearer, I will now intro-
duce parameters. The parameter V = Hab serves as indicator of the coupling
strength between the considered atomic orbitals of the atoms A and B, which
are represented by the basis functions |φa〉 and |φb〉. Moreover, the parameter
∆ε = Haa − Hbb denotes the difference between the matrix elements Haa and
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Hbb, and ε̄ = Haa+Hbb
2 is introduced as the average value of Haa and Hbb.

Using these parameters, Haa and Hbb can be rewritten as

Haa =
1
2

∆ε + ε̄ (5.17)

Hbb = −
1
2

∆ε + ε̄ (5.18)

Thus, as generalized energy eigenvalues E1 and E2 of the molecular or-
bitals |ψ1〉 and |ψ2〉 I obtain

E1,2 =
ε̄−V · S

1− S2 ±

√√√√( ε̄−V · S
1− S2

)2

−
ε̄2 −

(
∆ε
2

)2
−V2

1− S2 . (5.19)
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FIGURE 5.1: Illustration of the different energy terms. The
fraction E1−E2

∆ε describes the relative energy splitting of the
molecular orbitals with respect to the difference ∆ε between the

matrix elements Haa and Hbb.

Figure 5.1 illustrates that the fraction E1−E2
∆ε describes the relative energy

splitting of the molecular orbitals with respect to the difference ∆ε between
the matrix elements Haa and Hbb. Haa and Hbb become equal to the atomic
orbital energies for infinite distance between the atoms A and B.

For a vanishing overlap matrix element S=0, Equation (5.19) becomes

E1 − E2

∆ε
=

√√√√1 +

(
V
∆ε
2

)2

. (5.20)

Figure 5.2 shows that this molecular energy splitting increases monoton-
ically as a function of the ratio V

∆ε .
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FIGURE 5.2: The ratio E1−E2
∆ε as a function of the ratio V

∆ε for
S = 0 .

For V
∆ε = 0, E1−E2

∆ε equals 1, which means that the system cannot achieve
a relative energy gain by combining atomic orbitals to molecular orbitals
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and occupying them partially1. V
∆ε = 0 means that either the coupling matrix

element Hab is equal to 0 or the difference between the matrix elements Haa
and Hbb, ∆ε, is infinitely large. The monotonic increase in Fig. 5.2 means
that for a given coupling strength V, the energy splitting and molecular
effects become more and more important, the smaller the difference ∆ε =
Haa− Hbb is, i. e., the more similar the atomic orbitals are in energy. On the
other hand, the increase means also that for a given ∆ε the relative molecular
energy splitting increases as a function of the coupling matrix element V.

E1 − E2

∆ε
=

√√√√√
(

ε̄
∆ε − V·S

∆ε

)
· 2

1− S2

2

−
(

ε̄
∆ε

)2 · 4− 1−
( V

∆ε

)2 · 4
1− S2 (5.21)

As Equation (5.21) indicates, for a nonzero overlap matrix element S the
ratio E1−E2

∆ε depends not only on V
∆ε and S, but also on ε̄

∆ε . The fraction ε̄
∆ε

denotes the ratio of the average value of Haa and Hbb and the difference be-
tween Haa and Hbb. In the following, I will illustrate the dependencies by
inserting values for the parameters in Eq. (5.21).

Figure 5.3 shows that for S = 0.1 and ε̄
∆ε = 10, E1−E2

∆ε has a minimum
at V

∆ε = 1 and E1−E2
∆ε = 1. As mentioned, E1−E2

∆ε = 1 implies that a system
cannot gain energy by combining atomic orbitals to molecular orbitals and
occupying them partially.

 0

 1

 2

 3

 4

 5

 6

 0  2  4  6  8  10

(E
1
-E

2
)/

∆
 ε

V/∆ ε

FIGURE 5.3: The ratio E1−E2
∆ε as a function of the ratio V

∆ε for
S = 0.1 and ε̄

∆ε = 10 .

Increasing S to 0.2, while maintaining ε̄
∆ε = 10, shifts the minimum to

V
∆ε = 2 and E1−E2

∆ε = 1 (see Fig. 5.4).

1This refers to the ground state, in which electrons occupy orbitals in order from lowest
to highest energy (Aufbau principle).
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FIGURE 5.4: The ratio E1−E2
∆ε as a function of the ratio V

∆ε for
S = 0.2 and ε̄

∆ε = 10.

Figure 5.5 shows that, if ε̄
∆ε is then increased tenfold to 100, while main-

taining S = 0.2, the minimum is shifted to V
∆ε = 20 and E1−E2

∆ε = 1.
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FIGURE 5.5: The ratio E1−E2
∆ε as a function of the ratio V

∆ε for
S = 0.2 and ε̄

∆ε = 100.

Halving S to 0.1 when going from Fig. 5.5 to Fig. 5.6, shifts the minimum
to V

∆ε = 10 and E1−E2
∆ε = 1.
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FIGURE 5.6: The ratio E1−E2
∆ε as a function of the ratio V

∆ε for
S = 0.1 and ε̄

∆ε = 100.

We learn that the V
∆ε -value of the minimum is proportional to the overlap

integral S as well as to ε̄
∆ε , the ratio of the average value of Haa and Hbb and

the difference between Haa and Hbb.

5.1.2 Generalized eigenvectors

The next step is to determine the molecular orbitals |ψ1〉 and |ψ2〉 that be-
long to the two energy values E1 and E2 in Eq. (5.19). More precisely, in the
MO-LCAO approach this means that we have to determine the respective
coefficients of the linear combinations in Eqs. (5.1) and (5.2) by solving the
secular equations given in Eqs. (5.10) and (5.12) for each of the two energy
values. [71] In addition, the normalization condition that the molecular or-
bitals have to fulfill,

〈ψ1|ψ1〉 = |c1a|2 + 2 · |c1a| · |c1b| · |S|+ |c1b|2 !
= 1 , (5.22)

〈ψ2|ψ2〉 = |c2a|2 + 2 · |c2a| · |c2b| · |S|+ |c2b|2 !
= 1 , (5.23)

is used to determine the generalized eigenvectors.

The coefficients c1a and c1b for molecular orbital |ψ1〉 are determined us-
ing Eq. (5.12), and the coefficients c2a and c2b for molecular orbital |ψ2〉 are
determined using Eq. (5.10) because otherwise one would divide by 0 for
V = S = 0.
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(Hab − E1S)c1a + (Hbb − E1)c1b = 0 (5.24)
(Hab − E1S)c1a = −(Hbb − E1)c1b (5.25)

c1b = −
Hab − E1S
Hbb − E1

c1a = −
V − E1S
Hbb − E1

c1a (5.26)

(Haa − E2)c2a + (Hab − E2S)c2b = 0 (5.27)
(Haa − E2)c2a = −(Hab − E2S)c2b (5.28)

c2a = −
Hab − E2S
Haa − E2

c2b = −
V − E2S
Haa − E2

c2b (5.29)

Inserting Eq. (5.26) into Eq. (5.1), and Eq. (5.29) into Eq. (5.2) yields

|ψ1〉 = c1a |φa〉 −
V − E1S
Hbb − E1

c1a |φb〉 (5.30)

|ψ2〉 = −
V − E2

Haa − E2
c2b |φa〉+ c2b |φb〉 (5.31)

By substituting E1 and E2 into Eqs. (5.30) and (5.31), and using the normal-
ization conditions in Eqs. (5.22) and (5.23), I obtain results for the expansion
coefficients c1a, c1b, c2a and c2b of the molecular orbitals, which are given be-
low.

c1a =
1√

1 + 2S ·
(
−V−E1·S

Hbb−E1

)
+
(
−V−E1·S

Hbb−E1

)2
(5.32)

=
1√√√√√√√1 + 2S ·

(
− V − E1 · S
−1

2 ∆ε + ε̄− E1

)
︸ ︷︷ ︸

X1

+

(
− V − E1 · S
−1

2 ∆ε + ε̄− E1

)2

︸ ︷︷ ︸
X2

1

=
1√

1 + 2S · X1 + X2
1

(5.33)

c1b = −
V − E1 · S
Hbb − E1

· 1√
1 + 2S ·

(
−V−E1·S

Hbb−E1

)
+
(
−V−E1·S

Hbb−E1

)2
(5.34)

= − V − E1 · S
−1

2 ∆ε + ε̄− E1
· 1√

1 + 2S ·
(
− V−E1·S
− 1

2 ∆ε+ε̄−E1

)
+

(
− V−E1·S
− 1

2 ∆ε+ε̄−E1

)2

(5.35)

=
X1√

1 + 2S · X1 + X2
1

= X1 · c1a (5.36)
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c2a = −
V − E2 · S
Haa − E2

· 1√
1 + 2S ·

(
−V−E2·S

Haa−E2

)
+
(
−V−E2·S

Haa−E2

)2
(5.37)

= − V − E2 · S
1
2 ∆ε + ε̄− E2︸ ︷︷ ︸

X2

· 1√√√√√√√1 + 2S ·
(
− V − E2 · S

1
2 ∆ε + ε̄− E2

)
︸ ︷︷ ︸

X2

+

(
− V − E2 · S

1
2 ∆ε + ε̄− E2

)2

︸ ︷︷ ︸
X2

2

(5.38)

=
X2√

1 + 2S · X2 + X2
2

= X2 · c2b (5.39)

c2b =
1√

1 + 2S ·
(
−V−E2·S

Haa−E2

)
+
(
−V−E2·S

Haa−E2

)2
(5.40)

=
1√√√√√√√1 + 2S ·

(
− V − E2 · S

1
2 ∆ε + ε̄− E2

)
︸ ︷︷ ︸

X2

+

(
− V − E2 · S

1
2 ∆ε + ε̄− E2

)2

︸ ︷︷ ︸
X2

2

=
1√

1 + 2S · X2 + X2
2

(5.41)

For indefinite distance R → ∞ between the atoms A and B, the atomic
basis functions do not overlap (S → 0). The off-diagonal element of the
Hamiltonian matrix Hab vanishes as well if there is no overlap between the
functions. Below, I will verify that for S = Hab = 0 the molecular orbital |ψ1〉
becomes identical to |φa〉, and the molecular orbital |ψ2〉 becomes identical to
|φb〉. In this case, Equation (5.8) turns intoHaa 0

0 Hbb

ca

cb

 = E

ca

cb

 . (5.42)

For R→ ∞, E1,2 → Haa, Hbb:Haa 0

0 Hbb

c1a

c1b

 = Haa

c1a

c1b

 (5.43)

Haa · c1a = Haa · c1a (5.44)

Hbb · c1b = Haa · c1b (5.45)



Chapter 5. Charge Transfer Scheme 88

Haa 0

0 Hbb

c2a

c2b

 = Hbb

c2a

c2b

 (5.46)

Haa · c2a = Hbb · c2a (5.47)

Hbb · c2b = Hbb · c2b (5.48)

We consider the general case of atoms A and B belonging to different
element types, i.e., Haa 6= Hbb. Therefore, Equations (5.45) and (5.47) only
hold for c1b = 0 and c2a = 0. From the normalization conditions in Eqs. (5.22)
and (5.23), it follows for the eigenvectors

~c1 =

1

0

 (5.49)

and

~c2 =

0

1

 . (5.50)

It could thus be shown that for S = Hab = 0

|ψ1〉 = |φa〉 (5.51)

and
|ψ2〉 = |φb〉 . (5.52)

Furthermore, I verified that my results for the coefficients c1a , c1b, c2a and
c2b lead to molecular orbitals that satisfy the orthogonality condition

〈ψ1|ψ2〉 = 0 , (5.53)

i.e.,
c1a
∗ · c2a + c1a

∗ · c2b · S + c1b
∗ · c2a · S + c1b

∗ · c2b
!
= 0 (5.54)

or
c1a · c2a + c1a · c2b · S + c1b · c2a · S + c1b · c2b

!
= 0 (5.55)

under the assumption of real basis functions that is made here. If the calcu-
lated molecular orbitals are eigenfunctions of the Hamiltonian Ĥ, they must
satisfy the orthogonality condition as they have different energy eigenvalues
and I assumed Ĥ to be Hermitian.
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5.2 Charge transfer dynamics

5.2.1 Construction of the wave packet

In Section 5.1 the molecular orbitals |ψ1〉 and |ψ2〉 were written in the atomic
orbital basis as

|ψ1〉 = c1a |φa〉+ c1b |φb〉 (5.56)

and
|ψ2〉 = c2a |φa〉+ c2b |φb〉 . (5.57)

The results that were obtained for the expansion coefficients can now be
used in order to describe charge transfer dynamics between atomic orbitals
|φa〉 and |φb〉 by propagating a wave packet |Ψ(t)〉,

|Ψ(t)〉 = e−
i
h̄ Ĥt |Ψ(0)〉 = e−

i
h̄ Ĥt |µ1ψ1 + µ2ψ2〉 = µ1 · e−

i
h̄ E1t |ψ1〉+µ2 · e−

i
h̄ E2t |ψ2〉 ,

(5.58)
where µ1 and µ2 are the expansion coefficients of the molecular orbitals

in the expression for the wave packet at time t = 0. Under the assumption
that the Hamiltonian Ĥ is time-independent, the time evolution operator is
the exponential operator e−

i
h̄ Ĥt.

At time t = 0, the electron is assumed to be in a non-stationary state that
is localized on atomic orbital |φa〉, i.e., the wave packet at time t = 0 is

|Ψ(0)〉 = µ1 |ψ1〉+ µ2 |ψ2〉 !
= |φa〉 . (5.59)

By multiplying from the left side with 〈ψ1| and 〈ψ2|, respectively, µ1 as
well as µ2 can be determined.

〈ψ1|Ψ(0)〉 = µ1 〈ψ1|ψ1〉+ µ2 〈ψ1|ψ2〉 = 〈ψ1|φa〉 (5.60)

〈ψ2|Ψ(0)〉 = µ1 〈ψ2|ψ1〉+ µ2 〈ψ2|ψ2〉 = 〈ψ2|φa〉 (5.61)

Since |ψ1〉 and |ψ2〉 are normalized eigenstates of the Hermitian Hamilto-
nian Ĥ with different eigenvalues, they are orthogonal to each other, and thus
〈ψ1|ψ2〉 = 0 and 〈ψ1|ψ1〉 = 〈ψ2|ψ2〉 = 1 can be used to simplify Eqs. (5.60)
and (5.61).

⇒ µ1 = 〈ψ1|φa〉 = 〈c1a · φa + c1b · φb|φa〉 = c1a
∗ 〈φa|φa〉+ c1b

∗ 〈φb|φa〉 = c1a
∗+S · c1b

∗

(5.62)

⇒ µ2 = 〈ψ2|φa〉 = 〈c2a · φa + c2b · φb|φa〉 = c2a
∗ 〈φa|φa〉+ c2b

∗ 〈φb|φa〉 = c2a
∗+S · c2b

∗

(5.63)
I verified that my results for the coefficients c1a, c1b, c2a and c2b eventu-

ate in coefficients µ1 and µ2, such that the wave packet |Ψ(t)〉 satisfies the
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normalization condition,
〈Ψ(t)|Ψ(t)〉 !

= 1 . (5.64)

It is sufficient to verify that the wave packet is normalized for t = 0 because
in this case it stays normalized for all times as the time evolution operator is
unitary. For t = 0 the normalization condition reads

〈Ψ(0)|Ψ(0)〉 !
= 1 (5.65)

⇒ 〈µ1ψ1 + µ2ψ2|µ1ψ1 + µ2ψ2〉 !
= 1 (5.66)

⇒ |µ1|2 〈ψ1|ψ1〉+ µ1
∗ · µ2 〈ψ1|ψ2〉+ µ2

∗ · µ1 〈ψ2|ψ1〉+ |µ2|2 〈ψ2|ψ2〉 !
= 1
(5.67)

Since 〈ψ1|ψ1〉 = 〈ψ2|ψ2〉 = 1 and 〈ψ1|ψ2〉 = 〈ψ2|ψ1〉 = 0:

⇒ |µ1|2 + |µ2|2 !
= 1 (5.68)

⇒ |c1a
∗ + S · c1b

∗|2 + |c2a
∗ + S · c2b

∗|2 !
= 1 (5.69)

⇒ |c1a
∗|2 + 2 · |S| · |c1a

∗| · |c1b
∗|+ |S|2 · |c1b

∗|2 + |c2a
∗|2 + 2 · |S| · |c2a

∗| · |c2b
∗|+ |S|2 · |c2b

∗|2 !
= 1

(5.70)

5.2.2 Charge transfer probability

By construction, the probability Pa to find an electron in atomic orbital |φa〉 is
at time t = 0

Pa(t = 0) = | 〈φa|Ψ(t = 0)〉 |2 = 1 . (5.71)

Accordingly, the complementary event 1− Pa is the probability for an elec-
tron to leave atomic orbital |φa〉. The probability to find an electron in atomic
orbital |φb〉 is denoted with Pb. Since |φa〉 and |φb〉 are non-orthogonal to each
other,

Pa + Pb 6= 1 (5.72)

and
1− Pa 6= Pb . (5.73)

We want to inspect the probability of charge transfer as a function of time.
At time t = 0, the charge transfer probability PCT shall vanish,

PCT(t = 0) !
= 0 . (5.74)

Due to
|Ψ(t = 0)〉 !

= |φa〉 , (5.75)
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1− Pa(t = 0) = 0 . (5.76)

Notably, this does not mean that Pb(t = 0) = 0, due to the non-orthogonality.

Hence, I choose in the following to express the charge transfer probability
as the probability for an electron to leave atomic orbital |φa〉, i.e., as 1− Pa(t).
The term 〈φa|Ψ(t)〉 denotes the projection of the wave packet |Ψ(t)〉 onto
the basis function |φa〉. The assumption of real basis functions leads to S =
〈φa|φb〉 = 〈φb|φa〉 in Eq. (5.82).

PCT(t) := 1− Pa(t) = 1− | 〈φa|Ψ(t)〉 |2 = 1− | 〈φa| e−
i
h̄ Ĥt |Ψ(0)〉 |2 (5.77)

= 1− | 〈φa| e−
i
h̄ Ĥt |µ1ψ1 + µ2ψ2〉 |2 (5.78)

= 1− | 〈φa| e−
i
h̄ E1t |µ1ψ1〉+ 〈φa| e−

i
h̄ E2t |µ2ψ2〉 |2 (5.79)

= 1− |µ1 · e−
i
h̄ E1t 〈φa|ψ1〉+ µ2 · e−

i
h̄ E2t 〈φa|ψ2〉 |2 (5.80)

= 1− | 〈ψ1|φa〉 · e−
i
h̄ E1t 〈φa|ψ1〉+ 〈ψ2|φa〉 · e−

i
h̄ E2t 〈φa|ψ2〉 |2

(5.81)

= 1− |(c1a
∗ + S · c1b

∗) · e− i
h̄ E1t · (c1a + S · c1b) (5.82)

+ (c2a
∗ + S · c2b

∗) · e− i
h̄ E2t(c2a + S · c2b)|2

= 1−
∣∣∣|c1a + S · c1b|2 · e−

i
h̄ E1t + |c2a + S · c2b|2 · e−

i
h̄ E2t
∣∣∣2

(5.83)

= 1−
{∣∣∣(|c1a|2 + 2 · |S| · |c1a| · |c1b|+ |S|2 · |c1b|2)

∣∣∣2
(5.84)

+
∣∣∣(|c2a|2 + 2 · |S| · |c2a| · |c2b|+ |S|2 · |c2b|2)

∣∣∣2
+2 ·

(
|c1a|2 + 2 · |S| · |c1a| · |c1b|+ |S|2 · |c1b|2

)
·
(
|c2a|2 + 2 · |S| · |c2a| · |c2b|+ |S|2 · |c2b|2

)
· cos

[(
E1 − E2

h̄

)
t
]}

In the last step I used that the absolute square of the sum of two complex
numbers z1 = r1eiφ1 and z2 = r2eiφ2 is given as

|z1 + z2|2 = (r1e−iφ1 + r2e−iφ2)((r1eiφ1 + r2eiφ2) = r2
1 + r2

2 + 2r1r2cos(φ2− φ1) .
(5.85)
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5.2.3 Simplification of the expression for the charge transfer
probability

In order to simplify the first and third bracket in Eq. (5.84), the normalization
condition in Eq. (5.22) can be rearranged as

|c1a|2 + 2 · |c1a| · |c1b| · |S| = 1− |c1b|2 . (5.86)

Adding +|S|2 · |c1b|2 on both sides yields

|c1a|2 + 2 · |S| · |c1a| · |c1b|+ |S|2 · |c1b|2 = 1− |c1b|2 + |S|2 · |c1b|2 (5.87)

= 1− (1− |S|2) · |c1b|2 (5.88)

Analogously, the second and fourth bracket in Eq. (5.84) can be simplified
as follows, using the normalization condition in Eq. (5.23).

|c2a|2 + 2 · |c2a| · |c2b| · |S| = 1− |c2b|2 (5.89)

|c2a|2 + 2 · |S| · |c2a| · |c2b|+ |S|2 · |c2b|2 = 1− |c2b|2 + |S|2 · |c2b|2 (5.90)

= 1− (1− |S|2) · |c2b|2 (5.91)

Substituting Eqs. (5.88) and (5.91) into Eq. (5.84), we obtain for the charge
transfer probability PCT(t) the simplified expression

PCT(t) := 1− Pa(t) = 1−
{∣∣∣1− (1− |S|2) · |c1b|2

∣∣∣2 + ∣∣∣1− (1− |S|2) · |c2b|2
∣∣∣2

(5.92)

+2 ·
[
1− (1− |S|2) · |c1b|2

]
·
[
1− (1− |S|2) · |c2b|2

]
· cos

[(
E1 − E2

h̄

)
t
]}

.

Introducing parameter g as

g = 1− |S|2 , (5.93)

shortens the expression further,

PCT(t) := 1− Pa(t) = 1−
{∣∣∣1− g · |c1b|2

∣∣∣2 + ∣∣∣1− g · |c2b|2
∣∣∣2 (5.94)

+2 ·
[
1− g · |c1b|2

]
·
[
1− g · |c2b|2

]
· cos

[(
E1 − E2

h̄

)
t
]}

.

Expanding the squares yields
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PCT(t) := 1− Pa(t) = 1−
{

2− 2g ·
(
|c1b|2 + |c2b|2

)
+ g2 ·

(
|c1b|4 + |c2b|4

)
(5.95)

+2 · (1− g · |c1b|2) · (1− g · |c2b|2) · cos
[(

E1 − E2

h̄

)
t
]}

.

The normalization conditions in Eqs. (5.22) and (5.23) can be rearranged
as

2 · |S| · |c1a| · |c1b| = 1− |c1a|2 − |c1b|2 (5.96)

and
2 · |S| · |c2a| · |c2b| = 1− |c2a|2 − |c2b|2 . (5.97)

Now I assume that the coefficients c1a, c1b, c2a and c2b are real. Conse-
quently, Equation (5.70) turns into

c1a
2 + 2 · |S| · |c1a| · |c1b|+ S2 · c1b

2 + c2a
2 + 2 · |S| · |c2a| · |c2b|+ S2 · c2b

2 !
= 1 .
(5.98)

Substituting in Eq. (5.98) the terms 2 · |S| · |c1a| · |c1b| and 2 · |S| · |c2a| · |c2b|
with Eqs. (5.96) and (5.97) facilitates further simplifications.

�
�c2
1a + 1−�

�c2
1a − c2

1b + S2 · c2
1b +�

�c2
2a + ��1−�

�c2
2a − c2

2b + S2 · c2
2b = ��1 (5.99)

1− c2
1b − c2

2b + S2 · c2
1b + S2 · c2

2b = 0 (5.100)

1 = (1− S2)(c2
1b + c2

2b) (5.101)

Transposing Eq. (5.101) yields

c2
1b + c2

2b =
1

1− S2 =
1
g

(5.102)

and

c2
2b =

1
g
− c2

1b . (5.103)

Inserting Eq. (5.102) into Eq. (5.95) leads to

PCT(t) := 1− Pa(t) = 1−
{
��2− ��2��g ·

�
�
��1

g
+ g2 ·

(
c1b

4 + c2b
4
)

(5.104)

+2 · (1− g · c1b
2) · (1− g · c2b

2) · cos
[(

E1 − E2

h̄

)
t
]}

.

Inserting also Eq. (5.103) and further simplification steps result in the final
expression for the charge transfer probability given in Eq. (5.110).
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PCT(t) = 1−
{

g2 ·
[

c1b
4 +

(
1
g
− c1b

2
)2
]
+ 2 · (1− g · c1b

2) ·
[

1− g ·
(

1
g
− c1b

2
)]
· cos

[(
E1 − E2

h̄

)
t
]}

(5.105)

= 1−
{

g2 ·
(

c1b
4 +

1
g2 − 2 · 1

g
· c1b

2 + c1b
4
)
+ 2 · (1− g · c1b

2) ·
(
�1− �g ·

�
�
�1

g
+ g · c1b

2
)
· cos

[(
E1 − E2

h̄

)
t
]}

(5.106)

= 1−
{

g2 · c1b
4 + �

�g2 · 1

��g
2
− g�2 · 2 · 1

��g
· c1b

2 + g2c1b
4 + 2 · (1− g · c1b

2) · g · c1b
2 · cos

[(
E1 − E2

h̄

)
t
]}

(5.107)

= 1−
{

g2 · c1b
4 + 1− 2 · g · c1b

2 + g2 · c1b
4 + 2 · g · c1b

2(1− g · c1b
2) · cos

[(
E1 − E2

h̄

)
t
]}

(5.108)

= ��1− 2g2 · c1b
4 − ��1 + 2 · g · c1b

2 − 2 · g · c1b
2 ·
(

1− g · c1b
2
)
· cos

[(
E1 − E2

h̄

)
t
]

(5.109)

PCT(t) = 1− Pa(t) = 2 · g · c1b
2 ·
(

1− g · c1b
2
){

1− cos
[(

E1 − E2

h̄

)
t
]}

(5.110)

5.2.4 Charge transfer timescale

The timescale for charge transfer is given by the argument of the cosine func-
tion in Eq. (5.110). Since the curly bracket in Eq. (5.110) exhibits the structure
1 − cos, the minimum transfer probability is zero for cos(0) = 1, i.e., for
t = 0, as required in Eq. (5.74). Also for degenerate molecular orbitals with
E1 = E2 the charge transfer probability vanishes. The charge oscillates be-
tween the two atoms with a frequency given by E1−E2

h̄ . [149] Interestingly, for
an energy splitting of the molecular orbitals, which is greater in magnitude
(|E1 − E2|), the charge transfer thus occurs with higher frequency. The am-
plitude of the charge transfer dynamics is determined by the prefactor A in
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front of the cosine,

A = −2gc2
1b + 2g2c4

1b (5.111)

= −2(1− S2)c2
1b + 2(1− 2S2 + S4)c4

1b . (5.112)

The second term in Eq. (5.112) with the greater exponents results in an ampli-
tude of the charge transfer probability that is increasing with larger overlap.
The maximum transfer probability is determined by cos(π) = −1. The
timescale for the charge transfer is given by the time between minimum and
maximum transfer probability,(

E1 − E2

h̄

)
tCT = π (5.113)

tCT = π · h̄
E1 − E2

=
h

2(E1 − E2)
. (5.114)

Thus, the goal of this chapter is reached and a charge transfer timescale
tCT is derived that corresponds to half the period of the cosine function in
Eq. (5.110). Inserting exemplary HOMO-LUMO gaps of CO and N2 from
Ref. [150] into Eq. (5.114), I calculate values for the charge transfer timescale
tCT in the attosecond domain (see Table 5.1), which is known to be the timescale
of electron dynamics. [151, 152]

TABLE 5.1: Charge transfer timescale tCT for CO and N2.
HOMO-LUMO gaps are taken from Ref. [150]

gap [eV] tCT [as]

CO 7 295

N2 8 259

For further illustration of Eq. (5.110), I will now insert values for the an-
alytically solvable problem of H+

2 . [71] The needed Coulomb, exchange and
overlap integrals for 1s orbitals are given in Ref. [153] as a function of the in-
ternuclear distance R. I assume the equilibrium bond length of R = 2 a0 [154]
and obtain the time-dependent electron transfer probability as

PCT,H+
2
(t) = 0.328

[
1− cos

(
1.625× 1016t

)]
, (5.115)

which is plotted in Fig. 5.7.
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FIGURE 5.7: Time-dependent electron transfer probability for
H+

2 . Depicted is Eq. (5.110) for 1s orbitals of H+
2 in equilibrium

bond distance. Overlap, Coulomb and exchange integrals are
taken from Ref. [153].

It becomes clear that the maximum electron transfer probability is∼66 %.
Averaged over time the transfer probability is ∼33 %. The energy splitting
between the molecular orbitals of the H+

2 ion is 10.7 eV. According to Eq. (5.114),
this corresponds to a charge transfer timescale of 193 as, which is half the pe-
riod of the cosine function in Fig. 5.7.

5.2.5 Discussion

According to Molecular Orbital Theory, only atomic orbitals which are simi-
lar in energy and of the same symmetry combine to form molecular orbitals.
Therefore also in the presented model, electron transfer should only be con-
sidered between atomic orbitals that fulfill these criteria.
Here, a coherent electronic wave packet is used to describe the electron dy-
namics between two atomic orbitals at two atomic sites, and nuclear motion
is neglected. The consequence is the prediction of a long-lived oscillatory
motion of the electron density. However, on timescales longer than a few
femtoseconds decoherence effects may come into play, due to the coupling
between electronic and nuclear motions, which would interrupt the oscilla-
tion and eventually lead to charge localization. [149, 155–157] In the XMDYN
framework this effect could be mitigated and nuclear motion could be some-
what included by constructing a new charge transfer probability function
PCT(t), e.g., every femtosecond, using the momentary atomic positions.
A possible implementation of the presented model into the XMDYN frame-
work could be to evaluate the charge transfer probability function PCT(t) in



Chapter 5. Charge Transfer Scheme 97

every time step (e.g., 1 as) and perform electron transfer with the respective
likelihood in the next time step (wavefunction collapse), such that both the
oscillatory behavior and the transfer probability averaged over time are ac-
curately reflected.
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Chapter 6

Conclusions and Outlook

Simulating the X-ray multiphoton ionization of molecules at X-ray free-electron
lasers (XFELs) is complex and requires computational tools specially devel-
oped for this purpose. In this Ph.D. thesis I presented different modeling
strategies in this field and their results.
Optimizing the molecular electronic structure of every occurring multiple-
hole electronic configuration, constitutes a large computational effort. This
challenge is addressed by employing the Hartree-Fock-Slater [25] electronic
structure model and the fixed-geometry assumption in my calculations on
the 11-atom iodopyridine isomers. My results obtained with the ab initio
toolkit XMOLECULE [23] reveal distinct differences between the molecular
ionization induced by soft and hard XFEL pulses. In the soft X-ray regime,
the light atoms are not only ionized via electron rearrangement towards the
heavy absorber, but also notably through direct photoionization of the light
atoms, as a consequence of higher photoionization cross sections. Another
difference is that in the soft X-ray regime a large relative molecular ionization
enhancement is observed already for low fluences, whereas in the previous
studies with hard X-rays [21, 22], a molecular ionization enhancement was
found only for higher fluences. These insights into the electronic radiation
damage need to be taken into account in diffractive imaging experiments
that utilize soft XFEL pulses.
For the parameter combination of 2 keV photon energy and 2× 1013 photons/µm2

fluence I computed a peculiar, higher total charge for the sum of independent
atoms than in the full molecular calculation. I ascribe this effect to three spe-
cific features in the calculations. Firstly, the ionization edge shifts above the
photon energy of 2 keV by two charges earlier in a charged molecular en-
vironment as compared to the isolated-atom case. Secondly, the occupation
numbers of the C 1s and N 1s orbitals suggest that the one-center approxima-
tion [108–113] overestimates the Auger lifetimes here, and that multi-center
effects should be incorporated when calculating Auger decay rates of ex-
tremely highly charged molecules with delocalized valence orbitals. Thirdly,
an insufficient basis set on iodine impedes effective valence electron transfer
from the pyridyl ring to the iodine, where the electrons would have a higher
probability of being ionized.
The maximum overlap method (MOM) [70] can be used to find higher-energy
SCF solutions and is employed in the XMOLECULE framework to model the
electronic structure of excited states. However, especially for high ioniza-
tion degrees I encountered many cases, where this strategy did not yield a
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converged solution with molecular orbitals optimized for the respective oc-
cupation pattern. Instead, the molecular orbitals optimized for the previous
configuration were then occupied according to the new electronic configura-
tion. Hence, new strategies should be developed for finding higher-energy
SCF solutions, that are not based on the orbital overlap. In a follow-up study
my trajectories from Chapter 3 could be rerun, applying the recently devel-
oped fallback strategy [125, 126], that partially lifts the restrictions imposed
by the MOM, to inspect if it can mitigate the SCF convergence problems. In
addition, future work could include calculations on iodocyclohexane under
the exact same conditions as in the iodobenzene study [22], to investigate to
what extent the very efficient electron transfer across the ring is facilitated by
the delocalized nature of the aromatic ring.

An alternative to full molecular electronic structure calculations is to ap-
proximate a molecule as a sum of atoms, that can exchange electrons based
on a classical-over-the barrier model [61], and whose interaction with the X-
rays is described with atomic ab initio X-ray physics. This computationally
less costly approach is realized in the XMDYN [58] toolkit, and renders it
possible to propagate the atom positions of an 11-atom molecule using clas-
sical molecular dynamics. My results show that this model can simulate the
XFEL-induced Coulomb explosion of 2-iodopyridine and iodopyrazine sur-
prisingly well. A clear improvement is achieved over a simple point-charge
model that instantaneously assigns the final charge to all atoms at their equi-
librium positions. The good agreement allowed me to add time-resolved
information to the study, which was experimentally not accessible. I ascribe
the remaining discrepancies between experimental and theoretical momenta
to residual chemical bonding. Once the generic reactive force field is readily
implemented into the XMDYN framework also for heavy atoms, it could be
studied if the discrepancies can thus be overcome. In the long term, future
work should then aim at establishing an iterative optimization scheme for
geometry reconstructions of complex molecules [36, 40], using Coulomb ex-
plosion data from XFELs.
I started all trajectories with the molecular equilibrium geometries. How-
ever, the ion trajectories are expected to be significantly affected by the initial
ground-state vibrations [56], which should be mapped to the final momen-
tum patterns. Future simulations should include these initial structural fluc-
tuations, and it would be interesting to see if these results reproduce better
the large widths in the experimental momentum distributions. The other
conceivable explanation for the widths of the experimental CEI peaks is the
fluctuating nature of SASE pulses, which is currently not accurately repre-
sented in the calculations, where a simple Gaussian is assumed for the tem-
poral profile.
The comparison with the experiment helped to improve the implementation
of the over-the-barrier model in XMDYN. I could achieve much better agree-
ment with the experimental Newton plots after refraining from performing
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sudden kinetic energy transfer to the ion cores. In a further model refine-
ment, direct electron transfer into inner-shells was excluded, which can oth-
erwise only be replenished via Auger or fluorescence decay. Moreover, the
model was supplemented with quantum mechanical principles, such that
electron transfer occurs between atomic orbitals which are most similar in
energy.
Nevertheless, even after these improvements the electron transfer model in
XMDYN exhibits deficiencies. For example, no quantum tunneling through
the potential barrier is taken into account, and the time-dependence of elec-
tron transfer is not modeled on a microscopic level. Thus, I developed a
charge transfer scheme based on quantum mechanical principles. It is being
implemented as XOVERLAP into the XMDYN framework by Dr. Rui Jin,
and gives electron transfer in XMDYN a solid foundation.
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