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Abstract 

 

 

The spatio-temporal characteristics of charge and energy transfer following photoexcitation of 

model solar energy harvesting systems are studied using time-resolved X-ray spectroscopy 

techniques. The thesis consists of two parts: First, a model system for heterogeneous light-harvesting 

architectures, consisting of N3 ((cis-bis(isothiocyanato)bis(2,2′-bipyridyl-4,4′-dicarboxylato)-

ruthenium(II))) dye molecules adsorbed onto a nanostructured ZnO substrate, is studied using time-

resolved X-ray photoelectron spectroscopy (TRXPS). The element specificity of X-ray spectroscopy 

techniques enables independent insight into both sides of the heterojunction, i.e., the light-absorbing 

N3 dye and the ZnO electrode into which photoexcited electrons are injected. The positions of both 

types of photoinduced charge carriers, holes remaining on the dye and injected electrons within the 

surface region of the ZnO electrode, are revealed on the nanometer scale by spectral variations in 

the XPS data. In the second part of the thesis, cupric oxide (CuO), a semiconductor (SC) used in 

catalysis, supercapacitors and magnetic storage media among others, is investigated with time-

resolved X-ray absorption spectroscopy (TRXAS). The technique is sensitive to structural and 

electronic changes following photoexcitation and this study presents a framework to disentangle the 

two contributions to TRXAS data on solid state samples. The results are interpreted in terms of 

temperature effects that modify the atomic lattice structure, and they highlight the need to take these 

effects into account when investigating photoinduced electronic phenomena. 

The groundwork for the N3-ZnO study is an XPS investigation of the bare nanocrystalline ZnO 

electrode. This wide-bandgap SC is used in biological and chemical sensors and photovoltaic 

systems in various nanostructured forms. Especially, under conditions different from ultra-high 

vacuum, single-crystal ZnO surfaces are known to exhibit pronounced downward band bending. 

This study reveals a similar situation for the technologically pertinent surface of nanostructured 

ZnO. Band bending in the near-surface region of the sample is detected as a shift and broadening of 

the photoelectron spectra. Data of the Zn3d photoline is acquired for different degrees of 

hydroxylation of the ZnO surface, controlled via the sample temperature. Modelling this data set 

with a global fit algorithm yields a (790 ± 30) meV downward band bending within a surface layer 



5 

that is less than 6 nm thick. The existence of such a strong electron confining potential has important 

implications for charge carrier mobility and lifetimes in photocatalytic applications. The band 

bending revealed for the ground state of the bare ZnO substrate also applies to the N3 dye-sensitized 

nanocrystalline ZnO films. For the latter system we demonstrate that the N3 adsorption does not 

change the surface electronic structure. Within the main study of the first part of this thesis, TRXPS 

is used to follow the spatial distributions of photoexcited charge carriers on the nanometer scale 

through the stages of charge injection, separation, and recombination in N3-ZnO. This capability is 

crucial to identify bottlenecks in heterogeneous light-harvesting systems. Two complementary 

TRXPS data sets are acquired: The C1s and Ru3d photolines, which are both exclusively associated 

with the N3 dye, and the Zn3d photoline stemming from the ZnO SC. The N3 chromophore is 

excited with 532 nm light pulses and a shift of the C1s/Ru3d spectra appears within the instrument 

response function (IRF) of the experiment (~70 ps), indicating the oxidation of the chromophore. 

The arrival of the respective photo-injected electron in the ZnO conduction band (CB), however, 

appears with a ~300 ps delay as a shift and broadening of the Zn3d photoline. This time delay 

strongly suggests an interfacial charge transfer (ICT) configuration being populated in an 

intermediate step between photoexcitation and charge injection into the CB. The recombination 

dynamics between holes remaining on the dye and injected electrons range from ns to μs timescales. 

An additional transient downward band bending of (100 ± 20) meV is observed at the ZnO surface 

within a width of less than 6 nm. These results are deduced from the time-resolved broadening and 

shift of the Zn3d line, modelled within the same depth-resolving analysis framework used in the 

bare ZnO study. Additionally, the position of the hole is determined to be in the range of 0.3-1.2 nm 

above the ZnO surface. This matches the expected location of the HOMO hole density of the N3 

dye. This information is accessible through the additional shift of the C1s/Ru3d lines that occurs on 

top of the shift due to altered ZnO band bending. The potential difference between electron donor 

and acceptor is described within a parallel plate capacitor model. The significant downward band 

bending in both ground and excited states leads to strong electron confinement in the near-surface 

region after injection into the CB. Correspondingly, electron transport needs to proceed near the SC 

surface, opening new recombination pathways that likely contribute to shortcomings of 

nanostructured ZnO electrodes compared to their TiO2 counterparts. 
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The second part of this thesis focuses on a ubiquitous side effect in pump-probe experiments on 

solid state samples: laser-induced sample heating. In a proof-of-principle study, a framework to 

deconvolute lattice contributions from electronic effects in TRXAS is applied to laser-induced 

changes in the oxygen K-edge X-ray absorption of CuO. The transient signals following 532 nm 

excitation can be fully described within a one-dimensional heat deposition and diffusion model 

within the precision of the experiment. The model is calibrated using a series of steady-state, 

temperature-resolved XAS data. The method produces a spatio-temporal lattice temperature profile 

on an absolute scale with a temporal and spatial sensitivity on the order of tens of picoseconds and 

tens of nanometers. This profile is the result of an initial laser-induced temperature profile that is 

propagated in time by iteratively using Fick’s Law of diffusion to describe heat dissipation. Both, 

heat deposition and dissipation, can be estimated in a one-dimensional approach along the surface 

normal given a significantly larger pump than probe diameter at the sample surface. The resulting 

thermal conductivity of (1.3 ± 0.4) Wm-1K-1 for the CuO sample is in good agreement with the 

literature value for CuO powder (1.013 Wm-1K-1). A caveat becomes apparent when modelling 

TRXAS data following 355 nm excitation, where a comparatively short laser penetration depth 

causes pronounced temperature gradients that require extrapolation of the temperature-resolved 

data, which cannot fully describe the observed TRXAS effects.  
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Zusammenfassung 

 

 

Die räumlichen und zeitlichen Eigenschaften von photo-induziertem Ladungs- und Energietransfer 

in Modellsystemen fuer die Umwandlung von Solarenergie werden mittels zeitaufgelöseten 

Röntgenspektroskopiemethoden untersucht. Die Dissertation besteht aus zwei Teilen: Ein 

Modellsystem für heterogene Lichtsammelarchitekturen, bestehend aus N3 ((cis-

bis(isothiocyanato)bis(2,2′-bipyridyl-4,4′-dicarboxylato)-ruthenium(II))) Farbstoffmolekülen, die 

auf ein nanostruckturiertes ZnO Substrat adsorbiert sind, wird mittels zeitaufgelöster 

Röntgenphotoelektronenspektroskopie (TRXPS) untersucht. Die Elementselektivität von 

Röntgenspektroskopien ermöglicht unabhängige Einblicke in beide Seiten der Heterostrucktur, d.h. 

des lichtabsorbierenden N3 Farbstoffes und der ZnO Elektrode, in welche die lichtangeregten 

Elektronen injeziert werden. Die Positionen beider Ladungsträgertypen, Löcher, die auf dem 

Farbstoff bleiben, und injezierte Elektronen innerhalb der Oberflächenregion der ZnO Elektrode, 

werden auf der Nanometerskala mittels spektraler Veränderungen der XPS Daten sichtbar gemacht. 

Im zweiten Teil der Dissertation wird Kupfer(II)-oxid (CuO), ein Halbleiter der unter anderem in 

der Katalyse, Superkondensatoren und magnetischen Speichermedien Anwendung findet, mittels 

zeitaufgelöster Röntgenabsorptionsspektroskopie (TRXAS) untersucht. Diese Messmethode ist auf 

lichtinduzierte struckturelle und elektronische Veränderungen empfindlich und diese Studie 

presentiert eine Methodik zur Unterscheidung dieser zwei Beiträge zu TRXAS Daten von 

Festkörperproben. Die Ergebnisse werden im Sinne von Temperatureffekten interpretiert, welche 

die atomare Gitterstrucktur beeinflussen, und heben die Notwendigkeit hervor diese Effekte bei der 

Untersuchung von lichtinduzierten elektronischen Phänomenen in Betracht zu ziehen. 

Die Grundlage der Studie des N3-ZnO ist eine XPS Untersuchung der blanken, nanokristallinen 

ZnO Elektrode. Dieser Halbleiter mit großer Bandlücke wird in biologischen und chemischen 

Sensoren, sowie in der Photovoltaik in verschiedenen nanotstruckturierten Formen verwandt. 

Besonders unter nicht-ultrahochvakuum Bedingungen sind kristalline ZnO Oberflächen bekannt für 

deutlich nach unten gebogene elektronische Bänder. Diese Studie zeigt, dass die technologisch 

relevanten Nanostruckturen des ZnO eine ähnliche Situation aufweisen. Gebogene Bänder nahe der 
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Probenoberfläche äußern sich durch Verschieben und Verbreitern der Photoelektronenspektren. 

Daten der Zn3d Photolinie werden für verschiedene Grade von Oberflächenhydroxilierung 

aufgenommen, welche durch die Probentemperatur gesteuert wird. Eine Modellierung dieses 

Datensatzes mittels eines globalen Fitalgorithmus ergibt um (790 ± 30) meV nach unten gebogene 

Bänder in einer weniger als 6 nm breiten Oberflächenregion. Eine derart ausgeprägte räumliche 

Einschränkung der Elektronen hat wichtige Auswirkungen auf die Mobilität und Lebenszeit der 

Ladungsträger in photokatalytischen Anwendungen. Die Bandverbiegung des blanken ZnO 

Substrates im Grundzustand trifft auch auf das mit N3 sensitisierte nanokristalline ZnO zu. Für 

letzteres System wird gezeigt, dass die Adsorption von N3 die elektronische Strucktur der 

Oberfläche nicht verändert. Innerhalb des Haupteils dieses ersten Teils der Dissertation wird TRXPS 

genutzt, um der räumlichen Verteilung von lichtangeregten Ladungsträgern in N3-ZnO auf der 

Nanoskala durch die Phasen von Ladungsinjektion, -separation und -rekombination zu folgen. Dies 

stellt eine entscheidende Fähigkeit dar, um Engpässe in heterogenen Lichtsammelsystemen zu 

identifizieren. Hierfür werden zwei sich ergänzende TRXPS Datensätze aufgenommen: Die C1s und 

Ru3d Photolinien, die ausschließlich dem N3 Farbstoff zuzuordnen sind, und die Zn3d Photolinie, 

die vom ZnO Halbleiter stammt. Der N3 Chromophor wird mit 532 nm Lichtpulsen angeregt, 

worauf eine Verschiebung der C1s/Ru3d Spektren innerhalb der Instrumentenantwortfunktion des 

Experiments (~70 ps) eintritt, die auf die Oxidation des Chromophor hinweist. Die Ankunft der 

entsprechenden lichtinjezierten Elektronen im Leitungsband des ZnO tritt allerdings mit einer 

Verzögerung von ~300 ps als eine Verschiebung und Verbreiterung der Zn3d Photolinie auf. Diese 

Zeitverzögerung deutet stark auf einen Ladungstransferzustand an der Grenzfläche als Ursache für 

die Verzögerung zwischen Lichtanregung und Ladungsträgerinjektion in das Leitungsband hin. Die 

Rekombinationsdynamiken von Löchern, die auf dem Farbstoff verbleiben, und injezierten 

Elektronen finden auf Zeitskalen zwischen Nano- und Mikrosekunden statt. Die Oberfläche des ZnO 

zeigt ein zusätzliches, transientes Verbiegen der Bänder von (100 ± 20) meV innerhalb einer weniger 

als 6 nm dicken Schicht. Diese Ergebnisse werden von der zeitaufgelösten Verbreiterung und 

Verschiebung der Zn3d Photolinie abgeleitet, welche mithilfe der selben tiefenauflösenden Methode 

modelliert wird, die in der Studie des blanken ZnO verwandt wurde. Zusätzlich wird die Position 

des Lochs in Bezug auf die Oberfläche des ZnO als 0.3-1.2 nm bestimmt. Dies stimmt mit der 

erwarteten Lage der HOMO Lochdichte des N3 Farbstoffes überein. Diese Information is durch eine 
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Verschiebung der C1s/Ru3d Linien zugänglich, welche zusätzlich zur Verschiebung durch 

Bandverbiegung des ZnO auftritt. Diese Potentialdifferenz zwischen Elektronendonor und -akzeptor 

wird mittels eines parallelen Plattenkondensators modelliert. Die deutliche, nach unten gerichtete 

Verbiegung der Bänder im Grund- sowie im angeregten Zustand führt zu einer stark ausgeprägten 

räumlichen Einschränkung der Elektronen innerhalb der oberflächennahen Region nach Injektion in 

das Leitungsband. Dementsprechend muss der Elektronentransport nahe der Halbleiteroberfläche 

stattfinden, was neue Rekombinationsmöglichkeiten eröffnet und wahrscheinlich zur verminderten 

Effizienz von Elektroden aus nanostruckturierten ZnO im Vergleich zu TiO2 beiträgt. 

Der zweite Teil dieser Dissertation behandelt eine allgegenwärtige Begleiterscheinung in Pump-

probe Experimenten an Festkörperproben: laserinduziertes Erwärmen der Probe. In einer 

Grundsatzstudie wird eine Methode zur Unterscheidung von Gitterbeiträgen und elektronischen 

Effekten in TRXAS auf laserinduzierte Veränderungen der Röntgenabsorption der Sauerstoff K-

Kante von CuO angewandt. Die Anregung mit 532 nm führt zu transienten Signalen, die innerhalb 

der experimentellen Streuung der Daten vollständig durch ein eindimensionales Modell der 

Wärmedeponierung und -diffusion dargestellt werden können. Das Modell basiert auf einer Reihe 

von temperaturaufgelösten XAS Daten. Diese Methode produziert ein zeitlich und räumlich 

aufgelöstes Gittertemperaturprofil auf einer absoluten Skala, welches empfindlich auf Änderungen 

auf einer Größenordnung von zehn Pikosekunden und zehn Nanometern ist. Dieses Profil resultiert 

aus einem anfänglichen laserinduziertem Temperaturprofil, das durch iterative Benutzung des 

Fick’schen Gesetzes in der Zeit propagiert wird, um die Wärmedissipation zu beschreiben. Sowohl 

Wärmedeponierung als auch -dissipation können näherungsweise in einem eindimensionalen Ansatz 

entlang der Oberflächennormale beschrieben werden, da der Durchmesser des Pump- deutlich 

größer als der des Probe-pulses auf der Probenoberfläche ist. Die daraus resultierende 

Wärmeleitfähigkeit der CuO Probe von (1.3 ± 0.4) Wm-1K-1 stimmt gut mit dem Literaturwert von 

puderförmigen CuO (1.013 Wm-1K-1) überein. Eine Einschränkung wird durch die Modellierung 

von TRXAS Daten nach Anregung mit 355 nm deutlich. Die vergleichsweise kurze 

Lasereindringtiefe führt hier zu starken Temperaturgradienten. Dies erfordert eine Extrapolation der 

temperaturaufgelösten Daten, mithilfe welcher die beobachteten TRXAS Effekte nicht vollständig 

beschreiben werden können. 
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1 Introduction 

 

 

Solar light harvesting technology plays a central role in the transition to a sustainable energy future. 

The potential of solar power is best illustrated by putting its scale into perspective. Approximately 

120,000 TW of solar power are incident on the earth’s surface at any given moment.1 The 

corresponding solar energy accumulated within less than one and a half hours is equal to the global 

primary energy supply per year of 606 EJ or ~1.68∙105TWh (2019).2 This vast amount of energy is 

increasingly tapped with the annually installed photovoltaic power production capacity increasing 

to 138.2 GW in 2020, a plus of 18% compared to the year before.3 In terms of the installation cost 

per kWh in a centralized power plant scenario, renewable energy sources have become comparable 

to fossil fuels for electricity generation.4 Regarding the price per kWh produced, solar power is 

already competitive with fossil fuels.5 The electricity sector accounts for 20% of the primary energy 

consumption which is 418 EJ or ~1.16 TWh (2019).6 Oil (40.4%), natural gas (16.4%) and coal 

(9.5%) still make up ~67% of the primary energy consumption.6 While oil is used mainly for 

transport, natural gas is mostly used within the industrial and residential sectors, and coal mostly in 

industrial processes. For some transport, such as air travel, and industrial applications requiring 

energy densities similar to fossil fuels, a promising route is producing gasoline-range (C5-C11) 

synthetic fuels, via hydrogenation of CO2
7,8 or a modified Fischer-Tropsch mechanism9 for example. 

These fuels are carbon-neutral when utilizing renewable energy, green hydrogen and CO2 from 

direct air capture.10 And they can be used to mitigate greenhouse gas emissions from industrial 

processes or power generation involving fossil fuels where higher CO2 concentrations than in air are 

present. All these chemical transformations usually involve charge-transfer processes in materials 

that act as electrodes and/or catalysts. On a microscopic scale effective charge migration with 

minimal losses to competing channels depends on local electronic potentials. In light-triggered 

applications specifically, the timely separation of photoinduced charge carriers is key to minimize 

losses right after light absorption.11,12 A full spatio-temporal understanding of photoinduced charge 

carrier dynamics with the aim of increased device efficiency is an impactful research topic 

concerning electricity, hydrogen, and synthetic fuel generation because increased device efficiency 
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would reduce land usage and cut costs per installed kW. Improvements will make photovoltaic and 

photocatalytic technologies more widely available and are necessary to enable green hydrogen and 

carbon-neutral synthetic fuels at an industrial scale. 

With single-junction silicon-based cells approaching the Shockley-Queisser Efficiency Limit13,14 of 

~34%, hetero- and multi-junction cell designs have received increasing attention and currently 

achieve a maximum efficiency of 47%.15 The general idea of these systems is to combine materials 

to improve the overall absorption characteristics either by covering an increased portion of the solar 

spectrum or enhancing the photoconversion efficiency. This is routinely realized by combining a 

wide bandgap SC, such as TiO2 or ZnO, with smaller bandgap materials or sensitizers, such as 

nanoparticles (NPs), quantum dots or molecules.16–19 This approach maximizes the converted energy 

per unit area with the goal of translating this surplus into a higher overall device efficiency. 

Therefore, it is imperative to develop a sound understanding of charge separation, migration, and 

recombination, especially within the interfacial regions of the different system components. As SCs 

are the most widely used material class and central to this study, the next chapter starts by 

introducing basic SC terminology (section 2.1) such as the nomenclature of energy levels and 

potential differences in SCs. In general, recombination of the photo-generated charges is a central 

loss mechanism in hetero- and multi-junction systems. Counteracting this tendency requires a fast 

spatial separation of electron and hole as well as maintaining sufficient separation between them 

throughout the migration to their respective electrodes, both of which can strongly depend on 

interfacial electronic fields and potential differences. Band bending (section 2.2) between the surface 

and the bulk electronic levels within a SC represents a local electronic potential variation that is key 

for the charge carrier dynamics upon photoexcitation: Upward band bending (towards the surface or 

interface) drives mobile electrons into the bulk while downward band bending confines them in the 

near-surface region and vice versa for holes. Hence, the SC band bending constitutes one factor 

determining whether photo-generated charge pairs are efficiently spatially separated in 

heterojunctions. Section 2.3 introduces a heterojunction model system, consisting of the N3 dye 

molecule20 and a nanoporous ZnO film – the sample studied in the first part of this work. The N3-

ZnO interfacial energy alignment is discussed in the broader context of the working principle of 

(dye-sensitized) solar cells with a focus on the generation of photo-currents. In photocatalytic 

applications,21,22 the spatial separation of photo-generated charges is often desired and enables two 
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simultaneous half-cycle reactions, i.e. oxidation and reduction. Depending on the specific catalytic 

process, this separation can help mitigate recombination of the product gases and corrosion of the 

electrodes as well as charge recombination prior to chemical reactions. Photoinduced charge carriers 

themselves influence the band bending, which is referred to as the surface photovoltage (SPV) effect 

(section 2.4). Improving photovoltaic and photocatalytic applications requires the ability to follow 

charge carrier positions with sufficient spatial and temporal resolution in order to make design 

changes to suppress undesired processes. The ideal experimental method would enable this 

capability under in operando conditions of a device and for different excitation parameters. 

The photoexcitation itself would be most accurately replicated by a solar simulator. However, 

experiments based on constant illumination cannot provide sufficient insights into time-dependent 

processes that are needed for a comprehensive understanding of the underlying physical 

mechanisms. In order to study elementary electronic processes in matter, pump-probe methods are 

widely-used time-resolved spectroscopic techniques.23 A pump pulse excites the sample into a non-

equilibrium state and is followed by a probe pulse to retrieve information on the state of the sample 

that is averaged only over the probe pulse duration with additional temporal broadening by the pump 

pulse duration. As the delay between pump and probe pulse is variable and precisely adjustable, 

information on the ground state (at negative delays), around the excitation (at near-zero delays), and 

the ensuing dynamics and kinetics of pump-induced changes (at positive delays) is accessible. 

Generally, the overall data acquisition time is proportional to the number of recorded pump-probe 

delays and the repetition rate at which the pump-probe experiment can be operated. The repetition 

rate typically lies in the kHz to MHz regime and should be low enough to ensure that any pump-

induced dynamics have decayed before the next pump pulse excites the sample, in order to avoid 

accumulation or saturation effects. 

The choice of probe spectroscopy determines the observable effects of the photoexcitation. The 

photon energy of the probe pulse selects the accessible probed transitions. Many spectroscopic 

techniques use ultraviolet (UV), visible or infrared light to probe transitions from the valence to the 

conduction band in solids and transitions between valence electronic, vibrational and/or rotational 

energy levels. X-ray spectroscopy, on the other hand, utilizes transitions of core-electrons into the 

unoccupied density of bound states or the ionization continuum. Since the localized core-electrons 

have distinct, element-specific binding energies, individual elements can be addressed. In addition 
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to this element specificity, the binding energies of core-electrons depend to a varying degree on the 

chemical environment of their corresponding element. This is referred to as chemical sensitivity. 

These two characteristics of any X-ray spectroscopy allow accessing information on the electronic 

structure of valence bands from the perspective of each constituting element. Pairing pump-probe 

spectroscopy with pulsed X-ray light sources creates experimental tools that can follow time-

dependent and local photoinduced changes of valence charge distributions, electronic potentials, 

oxidation states and local structure. Such a method is especially useful for investigating hetero- and 

multi-junction systems because the individual system components will contain different elements 

and/or different (chemical) environments for identical elements. Targeting suitable elements results 

in distinct probe signals uniquely associated with each component. 

The unique capacity of time-resolved X-ray spectroscopy is realized in two experimental laser pump 

– synchrotron probe setups with picosecond time resolution (chapter 3). The two X-ray spectroscopy 

techniques used as probes in this thesis are X-ray photoelectron spectroscopy (XPS, historically 

called electron spectroscopy for chemical analysis, ESCA)24,25 and X-ray absorption spectroscopy 

(XAS).26 Briefly, XPS analyzes photoelectrons ejected from the sample by absorption of X-ray 

photons of an energy larger than the electron binding energy and sample material work function. 

This barrier is modified by (local) surface electronic effects27,28 such as surface dipoles. Because of 

these interactions, local electronic potentials and their transient changes27,28 are mapped onto the 

electron kinetic energy spectrum. Before reaching the surface, the photoelectron may inelastically 

scatter, the likelihood of which is expressed by its inelastic mean free path (IMFP). In the soft X-ray 

regime, typical IMFP values vary between a few Ångstrom (Å) and a few nanometers depending on 

the material and the electron kinetic energy. The latter, can be adjusted via the X-ray photon energy 

and therefore, the surface sensitivity is tunable, making XPS and TRXPS29 ideal tools to investigate 

electronic potentials at surfaces and interfaces in equilibrium and during charge transfer processes. 

Indeed, TRXPS is an established technique to study band bending at interfaces and surfaces via SPV 

effects.30–40 Section 3.1 discusses the TRXPS experimental setup involving the electronic 

synchronization of the pump laser and data acquisition, detection scheme and data structure. 

While XPS accesses valence electron dynamics exclusively through core level shifts, XAS is 

inherently sensitive to transitions between initial and final (core-excited) states. Generally, sample 

absorption is characterized by the logarithm of the ratio between the radiation incident on and 
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transmitted through the sample. XAS in transmission mode is best suited for samples with a 

transmission of about 1/e. For thicker samples, with insufficient transmission, core-hole relaxation 

products such as fluorescence and Auger electrons provide proxy signals for the X-ray absorption 

strength. For very dilute element concentrations the fluorescence yield is advantageous as well. Both 

techniques, XAS and XPS, provide surface sensitivity, given primarily by the X-ray penetration 

depth in case of XAS and the IMFP in XPS, the latter technique providing tunable surface sensitivity 

in the nanometer range. Section 3.2 briefly describes the total fluorescence yield (TFY) detection 

scheme of the TRXAS setup and available data acquisition modes utilizing different parts of the X-

ray pulse train of the synchrotron. It highlights a particular improvement to the data normalization 

that significantly increases the signal-to-noise ratio of the technique. This improvement is achieved 

by adding a second data acquisition channel that allows to simultaneously record ground- and 

excited-state TRXAS signals, measured with X-rays that are produced by the same electron bunch 

in the synchrotron ring. This capability effectively decouples photoinduced effects from artefacts 

that can be induced by charge fluctuations between different electron bunches and corresponding 

intensity fluctuations in the associated X-ray pulses. 

Chapter 5 contains the published results of this cumulative thesis. Section 5.2 presents new insight, 

gained by TRXPS, into the spatio-temporal dynamics of photoinduced charge transfer at the 

interface between N3 dye molecules and a nanocrystalline ZnO film. The model hybrid system N3-

ZnO is excited with a 532 nm pump pulse that is absorbed by the dye chromophore. The 

photoinduced HOMO-to-LUMO transition (from the highest occupied to the lowest unoccupied 

molecular orbital) is realized by a charge transfer from the metal center to the molecule ligand. The 

following electron injection into the ZnO substrate is delayed compared to other SC electrodes.41–48 

The nature of this intermediate state has been debated to be either a triplet state within the dye, 

populated by intersystem crossing (ISC),49–52 or an ICT configuration.41–44,47 Furube et al.41 found 

ultrafast IR absorption signatures of the oxidized molecule, as well as a delayed appearance of free 

ZnO CB electrons, pointing toward the ICT configuration as the likely scenario. Němec et al.42 found 

a similar result accessing free SC CB electrons (multiplied with their mobilities) via ultrafast THz 

conductivity and using optical spectroscopy to probe the electron donor side. In the competing ISC 

model, strong coupling between intramolecular modes retains the electron on the dye and a 

thermalized triplet metal-to-ligand charge-transfer (MLCT) state precedes the electron injection into 
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the SC CB.52 TRXPS gives access to both sides of the charge transfer within a single experiment. 

The results presented here on the C1s/Ru3d and Zn3d photoelectron regions are directly attributable 

to the electron donating or accepting sides, respectively. Photolines associated with the oxidized 

molecule exhibit a shift to higher binding energies by ~80 meV that appears within the instrument 

response function of ~70 ps. The existence of an ICT configuration is clearly observed in the delayed 

appearance of free charge carriers in the ZnO CB on a timescale of ~300 ps. These photoinduced 

charge carriers lead to a transient increase in downward band bending by (100 ± 20) meV to a total 

of ~890 meV, enhancing their confinement in a <6 nm deep surface-near region. The results are 

confirmed by two independent Zn3d time-series data sets acquired at photon energies of ~320 and 

~614 eV. The spatial distribution of photo-injected electrons is directly connected to the electronic 

potentials via the Poisson equation. This allows converting spectral changes of the TRXPS Zn3d 

photoline into spatial distributions of the photo-injected ZnO CB electrons. The corresponding data 

analysis method is detailed in section 4.4. Similarly, spatial information on the hole remaining on 

the chromophore can be retrieved from the ~80 meV IRF-limited C1s/Ru3d shift in excess of the 

band bending change. This shift represents the potential difference between molecule and ZnO 

surface and, within in a parallel plate capacitor model, translates into a 0.3-1.2 nm distance between 

electron holes and SC surface (section 4.1). This combination of insights showcases the ability of 

TRXPS to follow the timescales and energetics of photoinduced charge transfer with spatial 

sensitivity within a single experimental scheme. Besides adsorbate-SC systems,45 TRXPS has been 

successfully used to study purely molecular interfaces,53,54 as well as metal NP-SC heterojunctions.55 

The work, on charge transfer in the N3-ZnO system, is supported by a temperature-dependent 

steady-state XPS investigation of the ground-state surface electronic structure of the bare 

(unsensitized) nanocrystalline ZnO substrate (section 5.1). In this study, the surface hydroxylation 

of the ZnO sample is controlled via the sample temperature to vary and thereby reveal the band 

bending in the near-surface region. The sintered ~15 nm diameter NPs forming the film show 

downward band bending similar to the single-crystal surface.56,57 The entire data set is best described 

by an underlying band bending of cubic polynomial shape with a maximum value of (790 ± 30) meV 

at the surface and an upper boundary for its spatial extent into the material of 6 nm, where the bands 

reach their bulk value. In this XPS as well as in the TRXPS study, the spatial extent of the band 

bending is on the nanometer length scale, with its 1/e-equivalent value roughly matching the IMFP 
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of the Zn3d photoelectrons. Therefore, the measured Zn3d spectrum consists of contributions 

originating from different depths within the ZnO whose kinetic energies vary according to the depth-

dependent band bending. The corresponding mathematical framework that connects the overall 

spectrum and individual components is described in section 4.4 and within the publication re-printed 

in section 5.1.58 Generally, steeper band bending within the surface region of the SC leads to 

increased broadening of photoelectron spectra and smaller apparent shifts compared to the maximum 

potential energy changes at the surface. Such effects have been exploited to gain spatial sensitivity 

along the surface normal at solid/liquid interfaces.59–61 The approach of varying the band bending 

by an experimental parameter to study its shape and amplitude is especially useful for nanostructured 

materials. Angle-resolved photoelectron spectroscopy (ARPES) can give similar insights into 

single-crystal samples,56,57 but not irregular nanostructured samples as they lack the necessary long-

range structural order. 

In most solid-state pump-probe experiments, the deposition of energy in the sample by the pump 

pulse via electronic excitation is followed by a conversion to heat via electron-phonon and phonon-

phonon coupling. The second part of this thesis focuses on laser-induced heating (section 4.2) and 

the subsequent heat dissipation (section 4.3) in solid-state samples. A framework is developed to 

model the overall magnitude of the heating effect and its decay dynamics in pump-probe 

experiments on solid-state samples. The goal is to gain insight into the relevant experimental 

parameters and to enable the distinction of these temperature-related signatures from laser-induced 

electronic effects in future experiments. The technique used in this case is TRXAS, which is highly 

sensitive to structural changes of the sample as a consequence of temperature changes, and at the 

same time, to laser-induced electronic effects. The X-ray absorption of a sample is recorded as a 

function of the incoming X-ray photon energy. The response contains resonantly excited electronic 

transitions into bound or unbound states as well as X-ray absorption into the ionization continuum 

for X-ray energies larger than the binding energy of the targeted electronic orbitals. The local 

electronic and chemical structure around the targeted element influences the absorption around the 

onset of continuum absorption, i.e. the near-edge X-ray absorption fine structure (NEXAFS). 

Complementary, the geometrical lattice structure dominates the extended X-ray absorption fine 

structure (EXAFS) region starting several tens of eV above the onset of the continuum. Spectral 

interferences in the EXAFS region can be isolated and analyzed via Fourier transformation to extract 
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nearest neighbor distances. These modulations stem from the outgoing electron wave packet which 

is partially backscattered by the neighboring atoms and interferes with itself. While this makes 

EXAFS an interesting technique to study laser-induced lattice effects in detail, the NEXAFS region 

reveals the interplay of laser-induced heat energy transfer and electronic effects in solids. 

Existing TRXAS26 literature has so far made qualitative comparisons of XAS data acquired at a 

variety of temperatures and time delays.62–64 Lin et al. studied non-radiative recombination in PbI2 

via TRXAS and confirmed temperature effects as the underlying reason through a complementary 

ultrafast electron diffraction study.63 Hayes et al. acquired TRXAS as well as ultrafast near-IR 

absorption data on hematite (α-FeO3). In both experiments any effects at pump-probe delays larger 

than 100 ps can be attributed to lattice effects.62 Finally, Schultze et al. followed lattice dynamics in 

silicon via bandgap modulations arising on the femtosecond timescale.64 While these studies identify 

the natural timescales of their corresponding effects in great detail64 and verify the lattice origins of 

the observed effects with complementary experimental techniques,62,63 the study on CuO presented 

in this thesis (section 5.3) provides quantitative modelling of heat deposition and dissipation for the 

entire cycle of laser-induced heating and subsequent cooling. A series of independently acquired 

steady-state temperature-resolved XAS data is used to calibrate the effects within the TRXAS data. 

This study exploits known X-ray penetration and escape depths, as well as laser penetration depths 

to infer a depth-resolved (see sections 4.4 and 5.3) temperature distribution with a resolution of tens 

of nanometers throughout the TRXAS time series. As the laser pump pulse spot size is significantly 

larger than the X-ray probe spot size, the radial temperature distribution in the probed sample volume 

is expected to be homogeneous. Therefore, a one-dimensional depth-resolved model is adequate to 

describe the heat dissipation (section 4.3) following laser excitation. In the case of excitation with 

532 nm light, dominant TRXAS effects are explained by lattice heating within the signal-to-noise 

of the measurement. The results of this fit model are a thermal conductivity of (1.3 ± 0.4) Wm-1K-1, 

matching the literature value of CuO powder (1.013 Wm-1K-1),65 and an initial surface temperature 

of (120 ± 11) °C, which is reasonably close to the estimate of 157 °C based on the laser parameters 

as described in section 4.2. The limitations of the chosen model become apparent in a second data 

set where laser excitation with a wavelength of 355 nm leads to a relatively small laser penetration 

depth and consequently to high temperature gradients close to the surface. Here, the expected initial 

surface temperature is much larger than the highest temperature used in the steady-state temperature-
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resolved XAS calibration measurements and TRXAS data is not fully explained by extrapolated 

temperature-resolved XAS data. 

The thesis concludes (chapter 6) by summarizing the presented work and providing an outlook on 

future experiments building on the frameworks presented. The emphasis is on moving towards in 

operando environments by combining TRXPS and ambient-pressure XPS to study fully functional 

photovoltaic and photocatalytic cells under working conditions. 
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2 Theoretical Background 

 

 

This chapter provides the necessary background for understanding the results presented in chapter 

5, specifically the steady-state potential study of the hydroxylated ZnO surface region and laser-

induced charge redistribution study on the N3-ZnO system. Firstly, basic SC terminology is laid out 

in section 2.1. Building on these basics, section 2.2 describes band bending in SCs, affecting the 

energy alignment at the SC surface or interface with other materials, such as NPs, and quantum dots, 

and for molecular adsorbates such as the N3 dye on the nanocrystalline ZnO surface. Section 2.3 

describes the N3-ZnO functional heterogeneous interface as the central part of a model dye-

sensitized solar cell (DSSC) design. The general mechanism of how DSSCs function is described 

with a focus on the timescales of photoinduced generation and separation of charge carriers at the 

N3-ZnO interface specifically. Lastly, laser-induced changes of band bending, i.e. surface 

photovoltage (SPV) effects, are discussed in section 2.4. In the N3-ZnO system, SPV occurs as a 

consequence of laser-induced charge carrier injection from the N3 dye into the ZnO CB. Both, 

equilibrium band bending and SPV effects, are crucial for charge carrier separation. Moreover, the 

maximum retrievable energy difference per absorbed photon depends on the (interfacial) energy 

level alignment. Spatially, charges can either be pinned at the interface or pushed into the bulk. 

Sufficient spatial separation is a necessary to avoid losses via charge recombination. 

2.1 Basics of Semiconductor Terminology 

The electronic properties of a SC depend significantly on the number of impurities, such as dopant 

atoms, or other defects per volume. Typically, these densities range between 1015 and 1018/cm3 

corresponding to roughly 10-8 to 10-5 of atoms. This characteristic is in contrast to (semi-)metals and 

insulators whose electrical properties are not significantly influenced by impurity densities of this 

magnitude. There is a qualitative difference to metals, as their conductivity as a function of 

temperature decreases, while it increases for SCs around room temperature. The difference to 

insulators is only quantitative: Diamond without doping behaves as an insulator (with a bandgap of 

𝐸𝑔𝑎𝑝 = 5.5 eV), while sufficient doping makes it semiconducting. 
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In the absence of any thermal energy, the energy levels of an intrinsic SC (no impurities) are depicted 

in Figure 1a. Available electronic states are divided between the completely filled valence band (VB) 

and completely empty CB. The VB maximum 𝐸𝑉 and the CB minimum 𝐸𝐶 are separated by the 

bandgap 𝐸𝑔𝑎𝑝 in which there are no allowed electronic states. Hence, 𝐸𝑔𝑎𝑝 represents the minimum 

amount of energy required to lift an electron from the valence into the conduction band. CB electrons 

contribute to the electrical conductivity of the SC. There are two conceptually different definitions 

of the vacuum level 𝐸𝑣𝑎𝑐. The local 𝐸𝑣𝑎𝑐 corresponds to the energy of an electron at rest, i.e. with 

zero kinetic energy with respect to the surface, located just outside the surface of a solid. This 

relatively loose definition alludes to a distance large enough for the electron to be subjected to the 

full impact of a surface dipole, usually a few nanometers,28 but small compared with the distance 

from any other surface with a potentially different local vacuum level. This is in contrast to the 

vacuum level at infinity 𝐸𝑣𝑎𝑐(∞) referring to the energy of an electron at rest far away from any 

solid surface.28 This distinction is especially relevant for photoelectron spectroscopy where surface 

dipole effects are distinguishable from other observables modifying 𝐸𝑣𝑎𝑐. 𝐸𝑣𝑎𝑐(∞), on the other 

hand, is experimentally not readily accessible and has mostly theoretical implications. The energy 

difference between 𝐸𝑣𝑎𝑐 and the lowest unoccupied state is called electron affinity 𝐸𝐴 = 𝐸𝑣𝑎𝑐 − 𝐸𝐶 . 

The energy difference between 𝐸𝑣𝑎𝑐 and the highest occupied state is called ionization energy 

𝐼𝐸 = 𝐸𝑣𝑎𝑐 − 𝐸𝑉. 

Figure 1b (c) depicts the situation for a SC doped with impurity atoms. These atoms function as 

electron donors (acceptors), if they carry more (fewer) valence electrons than the lattice atoms they 

Figure 1: Energy levels in a) intrinsic, b) n-type and c) p-type doped SCs. The CB minimum 𝐸𝐶  and VB 

maximum 𝐸𝑉 are separated by the bandgap of size 𝐸𝑔𝑎𝑝. 𝐸𝐹  is the Fermi level and 𝐸𝐷 and 𝐸𝐴 are the donor 

and acceptor levels, respectively. See text for explanations. 
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replace. Doping an intrinsic SC with electron donors (acceptors) makes it n-type (p-type) with donor 

states 𝐸𝐷 (acceptor states 𝐸𝐴), in the top (bottom) half of the bandgap. Generally, in an n-type SC 

electrons are the most prevalent type of charge, therefore called majority charge carriers, and holes 

are minority charge carriers, while their roles are flipped in a p-type SC. The Fermi level 𝐸𝐹, or 

electrochemical potential, can conceptually be described as the energy level that has a 50% chance 

of being occupied in thermodynamic equilibrium. It is the thermodynamic work required to add one 

electron to a solid-state system. While at 𝐸𝐶 and 𝐸𝑉 there are available electronic states, generally, 

for 𝐸𝐹 this is not the case in a non-degenerate SC. 𝐸𝐹 depends on the density of states, doping 

concentration, carrier concentration and temperature of the material. It is a statistical value that 

generally lies between 𝐸𝑉 and 𝐸𝐶, and more specifically between 𝐸𝐷 and 𝐸𝐶 in an n-type (Figure 1b) 

or between 𝐸𝑉 and 𝐸𝐴 in a p-type SC (Figure 1c). The work function 𝛷 is the difference between 𝐸𝐹 

and 𝐸𝑣𝑎𝑐. All quantities defined with respect to 𝐸𝑣𝑎𝑐, i.e. 𝛷, 𝐸𝐴, 𝐼𝐸, are positive valued and are 

meaningful only at the surface of the material. 

The combination of different SC layers allows the creation of a variety of different electronic 

functional interfaces, consisting of either a combination of differently doped versions of the same 

SC material (homojunctions) or different SCs (heterojunction). The properties of such junctions 

mainly depend on the energy band alignment at the interface. Generally, three types of 

heterojunctions are distinguished as displayed in Figure 2. In a straddling gap (type I, Figure 2a) the 

wider gap (𝐸𝑔𝑎𝑝,1) of one SC completely encompasses the smaller gap (𝐸𝑔𝑎𝑝,2) of the other SC, such 

that 𝐸𝐶,1 > 𝐸𝐶,2 and 𝐸𝑉,1 < 𝐸𝑉,2. If there is partial overlap of 𝐸𝑔𝑎𝑝,1 and 𝐸𝑔𝑎𝑝,2 a staggered gap (type 

Figure 2: Energy level alignment at different heterojunction SC interfaces. a) A straddling gap (type I) interface 

involves material 2 with a smaller bandgap (𝐸𝑔𝑎𝑝,2) that lies entirely within the wider bandgap (𝐸𝑔𝑎𝑝,1) of 

material 1. b) A staggered gap (type II) appears when both 𝐸𝐶  and 𝐸𝑉 of one material lie energetically below 

𝐸𝐶  and 𝐸𝑉 of the other material with an overlapping bandgap. c) A broken gap (type III) is formed when there 

is no overlap in bandgap as the 𝐸𝐶  of one material is energetically below the other material’s 𝐸𝑉. 
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II, Figure 2b) is formed. Here, 𝐸𝐶,1 and 𝐸𝑉,1 lie energetically above 𝐸𝐶,2 and 𝐸𝑉,2, respectively. In a 

broken gap (type III, Figure 2c) scenario, there is no energetic overlap between the bandgap of 

material 1 and 2 such that 𝐸𝐶,2 lies not only below 𝐸𝐶,1but also 𝐸𝑉,1. The energy bands away from 

the junction are assumed as flat in Figure 2. However, in reality their functional shape is determined 

by Poisson's equation, as described in detail in the following section 2.2. These junctions, as well as 

SC-metal, or SC-molecule junctions, are building blocks for more complex electronic structures, 

such as transistors, light emitting diodes, photovoltaic cells, etc. They enable the trapping or 

movement of charge carriers often controllable via an external voltage bias.  

2.2 Band Bending and Interfacial Electric Fields at Semiconductor Interfaces 

All energy levels, excluding 𝐸𝐹, of the SC bulk and surface are not necessarily aligned in thermal 

equilibrium. Band bending refers to a continuous shift of energy levels approaching the surface of a 

SC. This is a consequence of spatially varying charge densities in the surface region compared to 

the bulk material. The direction and magnitude, together with the spatial extent of the band bending 

has critical impact on the functionality of photocatalytic devices and heterogeneous interfaces used 

in light-harvesting devices, as schematically shown in Figure 3. Consider the difference between a 

super-bandgap excitation in a SC with downward and upward band bending towards the interface. 

In the first case (Figure 3a), the electron is confined within the surface region and may move laterally 

with respect to the surface normal. In the second case (Figure 3b), the injected electron will be 

pushed away from the interface and migrate into the SC bulk. These two scenarios lead to a focus 

Figure 3: Effect of band bending on distribution of photo-generated charges. Absorption of a photon (violet) 

with an energy greater than the SC bandgap creates a super-bandgap excitation with an electron (blue) in the 

CB and a hole (green) in the VB. a) Downward band bending leads to the hole being pushed into the SC bulk 

and the electron in the CB towards the surface. b) Upward band bending reverses the situation such that the 

electron migrates into the bulk and the hole is confined at the surface. 
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on defect states in either the bulk or the surface region of the SC in terms of device optimization. 

This is key information, as the electronic structure of the bulk is mainly determined by defects and 

dopant atoms incorporated during the growth and production processes, whereas the surface 

electronic structure, additionally, can be modified after production by sputtering, annealing, ozone 

cleaning, adsorption of individual atoms or molecules, chemical treatment, or coating with 

macroscopic layers of material.  

In photocatalytic devices, light with a photon energy larger than the SC bandgap will excite a valence 

electron into the CB, leaving behind a hole, i.e. positive charge, in the VB. After such super-bandgap 

excitation, the direction of the band bending will determine which charge carrier type will migrate 

to the surface as described in Figure 3. While holes facilitate the oxidative part, electrons are needed 

for the reductive part of the photocatalytic reaction. The magnitude of band bending, thus, directly 

influences the efficiency of the respective subreactions.66–68 

In general, band bending can appear at metal-SC interfaces, be caused by external electric fields, or 

by the existence of surface states and the presence of adsorbates.69 The following descriptions of 

each of them will be limited to the case of an n-type SC as is the case for ZnO. Note that adsorbates 

on SC surfaces are discussed separately and in more detail in section 2.3 as this case is including the 

N3-ZnO interface studied in the TRXPS experiments. 

Metal-semiconductor interface 

Schottky, Mott and Davydov independently developed the band bending concept studying metal-SC 

interfaces, specifically as a framework to describe their rectifying behavior.70–74 If the work function 

of the metal 𝛷𝑀  differs from the work function of the SC 𝛷𝑆𝐶, charge will redistribute between the 

two after bringing them into electrical contact until equilibrium is reached, i.e. their Fermi levels are 

aligned. Generally, on the SC side such charged surface regions are called space charge layers (SCL) 

and typically extend from the nanometer range up to a few micrometers into the bulk. This 

redistribution of charges results in an electrostatic dipole potential in the SCL called built-in 

potential. If 𝛷𝑀 > 𝛷𝑆𝐶  (Figure 4a), electrons from the SC will flow into the metal, leading to a 

charge surplus on the metal side and charge depletion in the SCL (Figure 4c).69 This so-called 
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depletion layer gets its name from the relative absence of the majority carriers (i.e. electrons in an 

n-type SC). The charge depletion is realized by now empty donor states having transferred their 

electron to the metal. Every such electron transfer increases the potential (“Schottky”) barrier, for 

remaining SC electrons towards the interface. This transfer of charge leads to upward band bending 

within the SC with the empty donor states lying above 𝐸𝐹. The Schottky barrier height is equal to 

Figure 4: Energy diagrams of n-type SC-metal junctions. The independent energy levels before contact are 

shown for a metal with a work function ΦM larger (a) and smaller (b) than the SC work function ΦSC. After 

contact of the two components, charge redistribution at the interface facilitates the equalizing of SC and metal 

Fermi levels, i.e. EF,SC and EF,M, respectively. c) In the case of ΦM > ΦSC electrons (blue) flow from the SC to 

the metal leaving behind empty donor states (green) in a depletion layer in the SC. The SC bands are bent 

upwards and any backflow of electrons from the metal to the SC CB would have to overcome the Schottky 

barrier. The height of the Schottky barrier is given by ΦSB = ΦM − EA within the Schottky-Mott model. d) If 

ΦM < ΦSC, electrons flow from the metal to the SC where they accumulate near the surface. In both cases the 

amount of band bending (ȁ𝐵𝐵ȁ) is defined by the difference in work functions of the two materials. 
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the difference between 𝐸𝐹 and 𝐸𝐶 at the SC surface and, within the Schottky-Mott model, given by 

𝛷𝑆𝐵 = 𝛷𝑀 − 𝐸𝐴. Significant deviations from this rule occur depending on the exact nature of the 

materials and the interface.75–77 As the charge imbalance in the SC is mediated by minority charge 

carriers, the width of the depletion layer is dependent on the donor state density. On the other hand, 

if 𝛷𝑀 < 𝛷𝑆𝐶  (Figure 4b), electrons from the metal are transferred into the SC giving rise to an 

accumulation layer (Figure 4d). Here, excess majority charge carriers lead to downward band 

bending. As there is no barrier at the interface, this configuration is called an ohmic contact. 

Typically, the width of an accumulation layer is smaller than that of a depletion layer, as the spatial 

density of the (mobile) majority charge carriers is not limited by the (immobile) available donor 

states per volume. The SCL is the region in which charge densities differ from the bulk. The 

generally low free charge carrier density in SCs, compared to metals, leads to less efficient screening 

of charges. This can be viewed as the underlying reason of the macroscopic extent of band bending 

and the SCL. The amount of band bending (|BB| in Figure 4), i.e. the difference between surface and 

bulk energy levels, is given by the absolute difference of the work functions of metal and SC before 

electrical contact. 

External electric fields 

The low concentration of free charge carriers in SCs also gives rise to inefficient screening of 

external electric fields. An external electric field can therefore penetrate the SC and lead to band 

bending.78 Consider a flat metal plate mounted parallel to an n-type SC connected to ground. To 

exclude other sources of band bending, it is assumed that the work functions of the metal plate and 

the SC are identical, and that there are no SC surface states. The flat bands of the SC remain flat, if 

no voltage is applied to the metal plate. Positive (negative) voltages on the metal lead to electron 

accumulation (depletion) in the SCL, causing downward (upward) band bending in the SC surface 

region. 

Surface states 

The lattice periodicity of the SC bulk is broken at its surface resulting in unpaired electrons at the 

surface, i.e. half-filled orbitals also called dangling bonds. The unreconstructed Si(111) surface, for 

example, has one dangling bond per surface atom.79 The corresponding states form surface bands 

are generally located within the bandgap and can have metallic or semiconducting/insulating 
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character. As in the bulk, metallic surface state bands are filled up to 𝐸𝐹, while in semiconducting 

and insulating ones a bandgap is separating a filled from an empty band. Since surface states usually 

have large densities (ca. 1015/cm2), a small change of 𝐸𝐹 within a surface band results in a large 

surface charge. On the other hand, the dopant density of states in the bulk parallel to the surface is 

typically comparatively small (between ca. 108 and 1012/cm2).69 Charge conservation must be 

fulfilled between the surface itself and the near-surface region, which has bulk like characteristics. 

Because of the difference in density of states 𝐸𝐹 shifts only marginally with respect to the surface 

band. This is referred to as Fermi level pinning (to the surface band). Equilibrium between bulk and 

surface requires their Fermi levels to be aligned. This alignment is achieved by charge transfer 

between surface and bulk, if necessary, leading to the bands bending towards the surface while 𝐸𝐹 

in the surface band will move only slightly.79 To describe this charge transfer process and its effect 

on the local potentials in more detail, a half filled and centered surface band located in the middle 

of the surface bandgap is assumed. In the case of an intrinsic SC, the bulk 𝐸𝐹 is also in the middle 

of the bandgap. Therefore, no charge transfer takes place and VB and CB are flat throughout the 

material.69 In an n-type SC the bulk 𝐸𝐹 is located between 𝐸𝐷 and 𝐸𝐶 whereas it is pinned in the 

middle of the surface band at the surface as shown in Figure 5a. For electrons in donor states above 

𝐸𝐹 it is energetically favorable to migrate into empty surface states. Figure 5b depicts the ensuing 

negatively charged surface (QSS) and positively charged SCL (QSC). The charge redistribution 

between surface and bulk goes along with an electrostatic dipole potential in the SCL. This built-in 

Figure 5: Upward band bending in an n-type SC induced by surface states. a) The material’s energy levels are 

shown for the conceptual case of no electrical contact between bulk and surface, including a differing EF. b) 

In reality, the equilibrium case has one consistent EF achieved through charge transfer. A surplus in electrons 

in the surface band (QSS) is screened by positive charges in the SCL (QSC) such that QSS = −QSC. The magnitude 

of the band bending (orange vertical arrow) is proportional to the corresponding built-in potential V(z) (see eq. 

(1) in text) evaluated at the surface (z = 0): eVS = e ∙V(z = 0), where e is the electron charge. 
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potential is represented by upward bent valence, donor and conduction bands toward the surface in 

Figure 5b. Assuming a constant concentration of ionized donor states 𝑁𝐷 in the SCL, the built-in 

potential is defined by 

𝑉(𝑧) = 𝑉𝑏𝑢𝑙𝑘 −
2𝜋𝑁𝐷

𝜖
(𝑧 − 𝑑)2 ,                                                     (1) 

where d is the thickness of the SCL, 0 < z < d is the distance from the surface, 𝜖 is the dielectric 

constant of the SC and 𝑉𝑏𝑢𝑙𝑘 is the position of the band far away from the surface.80 Note that after 

multiplying the potential with the electron charge e (with negative sign) the upward band bending 

of the n-type SC becomes apparent. For most materials, the defect density at the surface differs from 

the bulk defect concentration. Non-homogeneous defect densities lead to higher order built-in 

potentials. For NPs the amount of maximally achievable band bending generally increases with the 

particle size.81 However, in the presence of a varying defect density between the surface and bulk of 

the NP considerable band bending is possible even within individual NPs of small sizes.82 As an 

example, in a 20 nm diameter TiO2 NP a maximal band bending of 250 meV has been reported.83 

The above description and Figure 5 refer to a depletion layer as the SCL, named for the relative 

absence of the majority carriers in it. This is the standard case (Figure 6b), however two other 

Figure 6: Overview of all possible surface-state-induced band bending scenarios for a (bulk) n-type SC 

depending on the charge distribution between surface and SCL. a) In the absence of any surface states or 

charges there is no band bending and majority (“−”) and minority (“+”) charge carriers have bulk like 

distributions all the way to the surface, as shown in the schematic at the bottom. b) Negative surface charges, 

e.g., from dangling bonds, are screened by positive charges within the SCL originating from empty donor 

levels pulled above EF by upward band bending. c) Positive surface charges, e.g., from an adsorbate, are 

screened by negative charges accumulating in the SCL and downward band bending is present. d) High 

negative surface charge densities lead to screening effects sufficient to locally reverse majority and minority 

charge carrier type roles, generating a p-type SC as holes become the majority charge carrier in the SCL. 
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scenarios are possible besides the theoretical case of bulk and surface energy levels being aligned in 

the first place (Figure 6a).69 An accumulation layer (Figure 6c) forms, if the surface band is 

energetically closer to the CB minimum than the VB maximum. In this case, electrons transfer from 

the surface into the bulk leading to an accumulation of majority carriers in the SCL screening 

positive charges at the surface. The respective downward bending is again equal to the difference 

between bulk and surface 𝐸𝐹 when not in electrical contact. Lastly, in an inversion layer (Figure 6d), 

significantly stronger band bending than in the depletion layer (Figure 6b) is caused by minority 

carriers determining the electronic properties in the SCL. In this scenario the n-type SC is effectively 

locally turned into a p-type SC in the near-surface region. The (re-)arrangement of bulk and surface 

charges is qualitatively displayed at the bottom of each subfigure. 

2.3 N3-ZnO Heterojunction in Dye-Sensitized Solar Cells 

Atoms and molecules adsorbing to SC surfaces can influence the interfacial energetics in different 

ways. Physisorption of an atom consisting of positively charged core and negatively charged 

electrons leads to image charges within the substrate due to screening.84 Chemisorption that includes 

charge redistribution between adsorbate and substrate gives rise to dipoles.84 Similar to the metal-

SC interface, this charge redistribution leads to a Helmholtz layer and affects band bending in the 

SC. Adsorbates can function either as electron acceptor or donors, depending on the specific 

interface and specific site. For the ZnO(1010) surface, at low temperatures, atomic hydrogen binds 

to both oxygen and zinc atoms at the surface, functioning as electron donor and acceptor, 

respectively.56 While this leaves the surface in a semiconducting state, at above room temperature 

conditions H only binds to O sites,56 leading to surface metallization.85,86 Here, the adsorbate-induced 

downward band bending is strong enough to locally pull the CB minimum below the Fermi level at 

the surface. Clear signatures of surface metallization are present in single-crystal ZnO(1010) 

samples investigated via angle-resolved XPS.56,57 As the density of states of the associated part of 

the CB that lies below the Fermi level is rather small, it can generally not be detected via standard 

XPS. However, a combination of UV/vis measurements and literature values of the nanocrystalline 

ZnO sample used here strongly suggests downward band bending large enough for surface 

metallization consistent with the single-crystal samples. See section 5.1 (re-print of ref. 58) for a 

more detailed explanation. 
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After the adsorption of N3 dye molecules20 on this nanoscale ZnO film, the ZnO band bending stays 

constant.87 Adsorption of the dye molecule on the ZnO(1010) surface mainly takes place via the 

carboxyl groups (COOH).45 Density functional theory (DFT) calculations show the most 

energetically favorable configuration consists of bonds involving three of the four carboxyl groups, 

in the two bipyridyl rings. Specifically, two COO– groups are binding to Zn sites in a Zn-O-C-O-Zn 

geometry, with the corresponding hydrogen ions binding to nearest neighbor oxygen lattice sites, 

and a third carboxyl group where one O-Zn bond is replaced by a connection to an oxygen lattice 

site via a hydrogen bond (---) Zn-O-C-O---H-O.45 The net zero effect of the N3 adsorption on ZnO 

band bending implies no effect of the newly formed bonds with Zn lattice atoms on the electric 

potential at the surface. Note that this situation may change in the presence of a solvent. 

The N3-ZnO interface is a model system for charge transfer in heterogeneous adsorbate-SC systems, 

and the central part of an early DSSC88,89 design. The standard design of photovoltaic devices 

consists of a SC material, most often crystalline silicon, sandwiched by the two electrodes. In the 

SC a photon is absorbed, and the emergent electron-hole pair is separated. The separation and 

migration of electron and hole to their respective electrodes is enabled by applying a voltage bias 

across the structure. This conversion of photons to electrical current has a maximally retrievable 

amount of energy per electron-hole pair that is equal to the bandgap of the employed SC. Therefore, 

this process by itself has unit efficiency for a photon energy matching the bandgap of the SC. With 

increasing photon energy the efficiency declines directly proportional to the excess photon energy 

exceeding the SC bandgap. All photons with energy below the SC bandgap cannot be converted to 

a photo-current, referred to as spectrum loss. These basic assumptions combined with the solar 

spectrum after passing through the atmosphere forms the basis of the Shockley-Queisser Efficiency 

Limit:13 For single-junction designs the theoretical efficiency limit is ~34% at an ideal theoretical 

SC bandgap of 1.34 eV.14 Other loss mechanisms included in this limit are the recombination of 

electron-hole pairs, and black body radiation due to increased solar cell temperature. Sources of the 

latter are non-radiative recombination of charge pairs and the transfer of photonic excess energy 

above the SC bandgap into heat via electron-phonon coupling. A common approach to overcome 

this efficiency limit is to combine different absorber materials separated by electric junctions in a 

so-called multi-junction cell design. Different parts of the solar spectrum are absorbed in different 

subsections of the solar cell. Typically, a wide bandgap SC is followed by one or more increasingly 
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smaller bandgap SC layers. Photon energies above the bandgap of the first layer are absorbed while 

below bandgap energies are transmitted to deeper lying layers until reaching a small enough bandgap 

SC material where they can be absorbed. In single-junction solar cell designs, on the other hand, the 

main idea behind combining different materials is the quick separation of photo-generated charges 

to minimize recombination losses. 

DSSCs are one category of single-junction solar cells combining different absorber materials. 

Typically, a wide bandgap SC such as TiO2 or ZnO is combined with a dye absorbing in the visible 

spectrum. Figure 7a schematically shows the working principle of a DSSC based on the synthetic 

N3 dye, with an absorption maximum at a wavelength of 535 nm,20 adsorbed onto ZnO. Absorption 

of a photon in the N3 dye molecules leads to an excitation from the highest occupied molecular 

orbital (HOMO) into the lowest unoccupied molecular orbital (LUMO), marked as step 1 in Figure 

7a. While the HOMO is localized at the Ru metal center and the thiocyanate (NCS) groups (see 

Figure 7c), the LUMO is associated with the bipyridine rings of the ligands.45 Therefore, the HOMO-

to-LUMO excitation corresponds to a MLCT. The photoexcited singlet MLCT state decays on a 

<500 fs timescale45 (step 2 in Figure 7a) leaving the system in an intermediate state before the 

electron injection into the SC.41–48 The nature of this intermediate state has been debated to be either 

a triplet MLCT state49–52 or a ICT configuration for which the TRXPS study in section 5.2 finds 

Figure 7: a) Schematic working principle of a dye-sensitized solar cell. Absorption of an incident photon leads 

to electron excitation from the highest occupied molecular orbital into the lowest unoccupied molecular orbital 

of the dye (step 1). Subsequent rapid dye ionization (step 2) is followed by injection of the electron into the 

SC CB (step 3). Here, the electron relaxes to the CB minimum and arrives at the working electrode (anode) 

with this energy (step 4). The HOMO hole is filled by electrons supplied by iodide anions (𝐼−) within the 

electrolyte (step 5). The counter electrode (cathode) supplies the iodide/triiodide redox cycle with electrons 

(step 6). b) A schematic of the SC-dye-electrolyte interface illustrates the nanoporous layer of sintered ZnO 

NPs (grey) and chemisorbed N3 dye molecules (red) immersed in the electrolyte (cyan). c) The chemical 

structure of the N3 molecule consists of a Ru metal center and two bipyridyl groups and thiocyanide ligands. 
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strong evidence: Separate signals from the dye and ZnO electrode establish clear evidence of 

ultrafast dye ionization and delayed injection of the photo-electron into the ZnO CB by ~300 ps 

agreeing with previous studies41,42,47,87 (step 3 in Figure 7a). The injection step requires an energetic 

configuration between the LUMO energy (𝐸𝐿𝑈𝑀𝑂) and CB minimum at the surface (𝐸𝐶
𝑠𝑢𝑟𝑓𝑎𝑐𝑒

) such 

that 𝐸𝐶
𝑠𝑢𝑟𝑓𝑎𝑐𝑒

< 𝐸𝐿𝑈𝑀𝑂. The ZnO film is directly connected to the anode receiving the electron, 

thereby completing the first half of the photo-current generation process (step 4 in Figure 7a). The 

hole remaining in the HOMO is filled with an electron supplied by the electrolyte (step 5 in Figure 

7a). Charges are transported via ion diffusion and replenished within the electrolyte via a redox 

cycle: 𝐼3
− + 2 ∙ 𝑒− ↔ 3 ∙ 𝐼−.20 Here, electrons from the cathode (step 6 in Figure 7a) enable a 

triiodide-to-iodide reduction reaction while the reverse oxidation reaction generates the electrons to 

neutralize the N3 dye HOMO hole. The total energy gained per charge pair separation 𝐸𝐺𝐴𝐼𝑁 equals 

the difference between the SC Fermi level and the electrolyte redox potential.20 

Besides the charge transfer steps laid out in Figure 7a there are potential loss channels. In principle, 

every injection step as well as the electron transport within the electrode could suffer from competing 

recombination losses. The ICT configuration following the singlet MLCT state benefits from the 

carboxylate groups in the ligand binding the dye to the SC surface90 and establishes good electronic 

connectivity. The latter is associated with a fast transfer timescale91 in the femtosecond to 

picosecond regime, depending on the material combinations making up the interface.20,92 Besides 

the delayed injection signal, the transient TRXPS signal (section 5.2) associated with the dye is 

sensitive to the recombination timescales. While a distinct recombination site or mechanism is hard 

to pinpoint, the depth-resolution shows downward band bending that should lead to electron 

transport near the usually more defect-rich surface within the electrode. These defects could trap 

otherwise (laterally) mobile charges and reduce the device performance of the N3-ZnO system 

compared to its TiO2 counterpart. 

The nanoporous structure of the ZnO film illustrated in Figure 7b significantly increases the 

available surface area and thereby the volume density of adsorbed dye molecules. This design feature 

enables much higher cell efficiencies compared to a flat single-crystal substrate. Because of the 

porous nature of the interface this DSSC design is a bulk-junction device. The originally individual 

NPs, with a diameter of ~15 nm (see section 5.2), are sintered to improve electrical contact, before 
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sensitizing the film by immersing it in a solution of the N3 dye molecules in ethanol. Exact details 

of the sample preparation method can be found in section 5.2. 

2.4 Surface Photo-Voltage in Semiconductors 

Surface photo-voltage (SPV) is a photoinduced change in band bending. SPV effects can be 

observed in Kelvin probe measurements93–96 and in special cases indirectly via photoluminescence 

which can be sensitive to the width of the SCL.97 Photoelectron spectroscopy is a direct and the most 

widely used technique for accessing band bending changes.29,69,98–102 TRXPS is sensitive to SPV 

effects and Figure 8 shows several important SPV mechanisms using an n-type SC with 

accumulation layer as an example, as this is the configuration of the ZnO substrate studied in sections 

5.1 and 5.2. In this scenario, positive surface charges are screened by a negatively charged SCL. The 

corresponding dipole moment is pointing outwards, from bulk to surface (light blue arrow), 

displayed at the bottom of each subfigure. Super-bandgap excitation (Figure 8a) leads to a VB hole 

migrating away from the surface and a CB electron moving towards the surface. The respective 

laser-induced dipole (orange arrow shown in the middle of the bandgap) is opposing the existing 

dipole and therefore flattens the bands. This transient upward band bending is indicated by the 

upward pointing black arrows on the right. The super-bandgap excitation is the most relevant 

mechanism for photon energies exceeding the bandgap due to the high density of states of the VB 

and CB compared to surface, doping or defect induced states. Figure 8b shows an excitation of a VB 

electron into the surface band, with the VB hole again being driven away from the surface. The 

resulting transient dipole counteracting the accumulation layer dipole and flattening the bands 

similar to the super-bandgap excitation case. The minimally needed photon energy for this process 

is 𝐸𝐹 − 𝐸𝑉
𝑠𝑢𝑟𝑓𝑎𝑐𝑒

. An excitation of a surface band electron into the CB (Figure 8c) leaves a hole at 

the surface with the CB electron relatively confined within the SCL depending on the magnitude of 

the band bending. The resulting dipole (orange arrow) is enhancing the existing dipole (light blue 

arrow) bending the bands further downwards. The minimally needed photon energy of 𝐸𝐶
𝑠𝑢𝑟𝑓𝑎𝑐𝑒

−

𝐸𝐹 is relatively small in this example. Finally, a light absorbing adsorbate can inject electrons into 

the SC CB after laser excitation (Figure 8d). Typically, an excitation from the HOMO into LUMO 

within the molecule is followed by electron injection from the LUMO into the SC CB, as is the case 

for the N3-ZnO interface. A necessary prerequisite is suitable band alignment such that 𝐸𝐶
𝑠𝑢𝑟𝑓𝑎𝑐𝑒

<
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𝐸𝐿𝑈𝑀𝑂 where 𝐸𝐿𝑈𝑀𝑂 is the LUMO energy position. The similarity between Figure 8c and d 

highlights the importance of distinguishing the two mechanisms. If an adsorbate-SC electron 

injection mechanism is investigated, the blank SC substrate should also be interrogated with the 

same experimental parameters as the adsorbate-SC sample to exclude surface band to CB electron 

transfer or other sub-bandgap processes as competing possible scenarios. Notably, for the N3-ZnO 

experiment discussed in section 5.2, the corresponding bare ZnO reference measurement with the 

Figure 8: Laser excitation scenarios leading to SPV in an n-type SC with an accumulation layer of width D. 

The equilibrium charge distribution in the near-surface region is shown at the bottom of each subfigure along 

with the associated dipole (light blue arrow) pointing from bulk to surface. a) Super-bandgap, b) VB to surface 

band, c) surface band to CB excitations and d) adsorbate excitation followed by electron injection into the CB 

each create an additional transient dipole (orange arrow) between laser-generated charges (orange circles). 

This dipole can either reduce the existing dipole, as in a) and b), and flatten the bands (upward pointing black 

arrows) or enhance the existing dipole, as in c) and d), bending the bands further downwards (downward 

pointing black arrows). See text for details. 
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same experimental parameters exhibits no detectable surface band to CB electron transfer or any 

other sub-bandgap effect.  

Generally, the laser-induced CB electrons in the SCL can be considered relatively immobile along 

the surface normal, but laterally free to move, although under the influence of Coulomb forces from 

the laser-generated hole at the surface. The hole can be mobile within the VB (Figure 8a and b), or 

either laterally mobile or confined in the surface band or the adsorbate (Figure 8c and d) depending 

on their exact nature.  
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3 Experimental Setups 

 

 

This chapter describes key components and concepts of the two time-resolved experimental schemes 

employed, i.e. TRXPS and TRXAS. Both time-resolved X-ray spectroscopy experiments use a 

picosecond laser to generate the pump pulse and soft X-ray radiation from the Advanced Light 

Source (ALS) located at Lawrence Berkeley National Laboratory as a probe pulse. The data 

acquisition and the laser pulses are synchronized to the X-ray source via the ALS master clock and 

run with adjustable repetition rates of up to ~500 kHz. The X-ray pulse train combined with the 

time-resolved detection of X-ray photoelectron (TRXPS) or X-ray fluorescence (TRXAS) signals 

allows the implementation of a “single-pump multiple-probe” scheme. This approach leads to higher 

data acquisition rates where data for a large number of delays in the ns to µs regime are acquired 

simultaneously. Data with a time-resolution on the picosecond scale is acquired by varying the 

pump-probe delay. The best achievable time resolution is limited by (𝜏pump
2 + 𝜏probe

2)
1 2⁄

 where 

𝜏pump and 𝜏probe are the pulse durations of pump and probe pulse, respectively. In the presented 

experiments, the ALS probe pulses with a length of ~70 ps (FWHM) are effectively determining the 

temporal resolution. 

The TRXPS experiment, set up at beamline 11.0.2.2 of the ALS, is briefly described in section 3.1, 

including the temporal structure of the X-ray pulse train, electronic synchronization of laser and data 

acquisition to the X-ray source, and X-ray photoelectron data collection. More detailed information 

on the TRXPS experiment can be found in the works of Shavorskiy et al.,103 Neppl et al.,101 and 

Neppl and Gessner.29  

The TRXAS setup uses the same laser source and scheme to electronically synchronize the laser and 

data acquisition to the ALS. The detected signals, however, as well as experimental setups and used 

ALS beamline differ from the TRXPS setup. In the TRXAS results presented in section 5.3 the total 

fluorescence yield data is detected at beamline 8.0.1.2 of the ALS. Section 3.2 gives a brief 

introduction to the experimental setup focusing on the data acquisition scheme and a significant 

improvement to the data normalization, implemented during the course of this work. Specifically, 

the data acquisition is adjusted such that laser-excited and reference spectra are recorded using X-
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ray pulses originating from the same electron bunches within the synchrotron ring. This self-

referencing scheme improves the TRXAS signal-to-noise ratio by eliminating fluctuations in the X-

ray fluence caused by the intermittent refilling of individual electron bunches during the standard 

top-off operation mode of the ALS. A more detailed description of the setup beyond this aspect can 

be found in a study by Neppl et al.,104 which describes a proof-of-principle experiment on 

photoinduced dynamics in Cu2O. 

3.1 Time-Resolved X-ray Photoelectron Spectroscopy 

A schematic overview of the TRXPS setup is shown in Figure 9a.105 The electron bunches (violet) 

within the ALS synchrotron ring create X-rays (blue) when passing through the beamline 11 

undulator. The electron bunches are arranged in a pattern of a higher charge camshaft bunch 

surrounded by a gap and a multi-bunch region. The multi-bunches have a spatial separation that 

corresponds to a 2 ns delay between individual bunches while orbiting the synchrotron ring with 

close to the speed of light. Their energy loss is compensated within radiofrequency cavities driven 

by a 500 MHz master clock. As the electron bunch pattern defines the temporal characteristics of 

the X-ray pulse train, the ALS master clock is used to synchronize both the optical laser source as 

well as the data acquisition to the X-ray source. This electronic synchronization scheme enabling 

synchrotron based optical pump – X-ray probe schemes is similar to implementations at the 

Advanced Photon Source106 and Swiss Light Source.107 The 500 MHz master clock signal passes 

through a 1/6 frequency divider such that the resulting ~83 MHz frequency is equal to the repetition 

rate of the optical laser oscillator. Leakage from one of the oscillator mirrors provides a signal of the 

oscillator pulse train. The oscillator signal together with the ALS-derived ~83 MHz signal is fed into 

a clock synchronizer unit provided by the laser manufacturer. This unit locks the phase of the 

oscillator pulse train to the ALS by dynamically controlling the position of one of the laser oscillator 

cavity mirrors via a piezo motor. The jitter of this phase-locked loop typically ranges from the sub-

ps to the few-ps regime. The pump-probe delay is adjusted in 5 ps steps using a phase shifter unit 

with a maximum delay of ~5 ns. The experiment repetition rate as well as the coarse timing between 

X-rays and laser is set via the second branch of the synchronization electronics. The ~83 MHz signal 

passes through a programmable frequency divider (PFD). The user-defined division sets the laser 

repetition rate as the PFD output signal which is used to pick a pulse from the oscillator pulse train 
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for amplification and output. A fast photodiode sensitive to all available X-ray and laser photon 

energies is able to resolve the individual X-ray pulses. First, coarse temporal overlap between the 

optical and X-ray pulses is adjusted via the photodiode signal using an oscilloscope. Subsequently, 

the SPV effect (section 2.4) on a SC such as Si or GaAs is used to determine the precise timing of 

the laser relative to the X-ray pulse train. More technical details of establishing temporal overlap of 

laser and X-ray source are described in references 101 and 103.  

The X-rays produced in the beamline 11 undulator are incident on the sample where they create X-

ray photoelectrons (red). The photoelectrons are filtered by their kinetic energy within a 

Figure 9: Overview of the TRXPS experimental setup. a) Schematic of X-ray (blue pulses) source (ALS), 

optical laser (green pulses) system, and photoelectrons (red). The electronic synchronization of the laser source 

to the ALS master clock establishes a controllable time delay between the two light sources. See text for 

detailed explanation. The hemispherical electron analyzer (HEA) is equipped with a time- and position-

sensitive delay line detector (DLD) acquiring the X-ray photoelectron signal. b) Exemplary TRXPS data of 

the Au4f photoline of a gold foil is shown as a function of photoelectron kinetic energy and photoelectron 

detection time. Every X-ray pulse creates the typical Au4f doublet that is most clearly seen for the so-called 

camshaft signal (at ca. 100 ns detection time) surrounded by a gap. Cutting the TRXPS data at an individual 

photoelectron kinetic energy reveals its temporal structure shown as a black line behind the TRXPS three-

dimensional false color plot. c) The 2 ns spacing in the so-called multi-bunch region stems from the electron 

bunch filling pattern of the ALS shown in d). The setup can be used in both the two-bunch (top) and multi-

bunch (bottom) operating mode of the ALS. Reprinted with permission from Elsevier.105 
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hemispherical electron analyzer (HEA), amplified within a stack of two micro-channel plates (MCP) 

and detected using a time- and position-sensitive delay line detector (DLD).108 The hit positions 

indicate the electron kinetic energy within the energy window selected via voltages applied to the 

HEA. The time of arrival of the detected X-ray photoelectrons is recorded and digitized by a time-

to-digital converter (TDC). The trigger for the TDC stems from the PFD signal used by the laser 

pulse picker. An exemplary time- and energy-resolved Au4f X-ray photoelectron data set is shown 

in Figure 9b. The typical doublet structure of the Au4f spectrum can be best seen in the camshaft 

data with a relative detection time of just below 100 ns. The color-coded three-dimensional plot 

shows the gap around the camshaft spectrum followed by multi-bunch regions on both sides. The 

temporal structure of the TRXPS data is shown as a black line behind the color-coded plot for a 

selected X-ray photoelectron kinetic energy. Figure 9c emphasizes the multi-bunch region where 

photoelectron signals from different X-ray pulses are clearly distinguishable. With this combination 

of picosecond time-resolved pump-probe scheme and microsecond range data acquisition, extended 

ranges of photoinduced dynamics can be captured simultaneously. The best achievable time 

resolution is predominantly determined by the ~70 ps FWHM X-ray pulses. Figure 9d schematically 

shows the laser pulse pattern (green) and its associated photoinduced dynamics (red). Both the multi-

bunch mode (bottom) as well as the two-bunch mode (top) of the ALS can be used in the TRXPS 

experiment. In the two-bunch mode, two electron bunches with charges of 4-5 times of the camshaft 

and a spacing of ~328 ns circle the ring. Notice, that the temporal width of individual photoelectron 

signals, such as in Figure 9c, depends on the XPS signal intensity and the time-of-flight spread 

discussed in more detail in references 29 and 103. 

The 1064 nm laser system has integrated doubling (532 nm) and tripling (355 nm) stages. The user-

selected wavelength is passed through a telescope enlarging the spot size and then focused to 

between 50 and 250 µm (FWHM) on the sample, typically selected to be significantly larger than 

the X-ray spot size. Spatial overlap of the two light sources is established with a photodiode that is 

sensitive to all relevant laser as well as soft X-ray energies. A sharp edge on top of the photo-

sensitive area of the diode allows the determination of the beam positions via so-called knife-edge 

scans. The laser beam pointing is precisely adjusted by moving the last optical mirror before the 

experimental chamber, which is attached to a piezo-actuated mirror mount. 
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3.2 Time-Resolved X-ray Absorption Spectroscopy 

An experimental scheme of the TRXAS setup is shown in Figure 10. The employed laser and X-ray 

sources, their synchronization, and the procedure to establish their spatial overlap are identical to 

the TRXPS setup described in section 3.1. Coarse temporal overlap is established again via a fast 

photodiode signal. Fine-tuning takes place via a pump-probe delay scan at a fixed X-ray photon 

energy displaying a relatively large photoinduced effect such as CuO at ~529.5 eV. This section 

focuses on the TRXAS data collection scheme and specifically on a new data normalization 

technique significantly improving the signal-to-noise ratio. A more detailed description of other 

aspects of the setup can be found in a prior proof-of-principle publication by Neppl et al.104 

Figure 10a shows the X-ray beam incident on the sample where it is absorbed and leads to 

fluorescence and Auger electron decay processes. The TFY signal is amplified and detected by a 

MCP assembly connected to a TDC.109 The temporal structure of the TFY signals follows the X-ray 

pulse pattern which in turn depends on the electron bunches inside the synchrotron ring: A sequence 

of multi-bunches with a spacing of 2 ns is interrupted by a ~60 ns wide gap that contains only the 

more intensely filled camshaft bunch, 20 ns after the last multi-bunch. The resulting X-ray pattern 

repeats every ~656 ns, corresponding to a ~1.5 MHz repetition rate for X-rays from any one given 

electron bunch. An exemplary time- and X-ray photon energy-resolved data set of the O1s 

absorption edge of a TiO2 NP film is displayed in Figure 10b. The simultaneously collected total 

electron yield (TEY) spectrum is shown in black behind the color-coded plot of the time-resolved 

TFY data. The intensity of the camshaft TFY spectrum at a timestamp of ~165 ns is scaled down by 

a factor of 1/2 to enable better comparison with the multi-bunch region. The gap surrounding the 

camshaft signal described above is clearly visible between time stamps of ~145 to ~205 ns. Because 

of the rendering of the three-dimensional plot the multi-bunch TFY signals seemingly overlap while 

in fact the individual multi-bunch spectra are experimentally resolved. Figure 10c shows a typical 

timing configuration of the laser and X-ray pulses within the data acquisition window. The 

experimental pump-probe delay is adjusted such that the laser pump pulse precedes the camshaft X-

ray pulse. This allows to probe picosecond dynamics quickly with the high intensity camshaft pulse 

while dynamics on timescales of tens of nanoseconds and above are probed with the following X-

ray pulse train. However, there is no signal in the first 40 ns after the first probe pulse because of the 
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gap following the camshaft bunch schematically shown in Figure 10c. This gap in the acquired 

TRXAS data can be avoided by placing the laser pump pulse within the X-ray multi-bunch train.  

Both configurations, with the laser pulse placed before the camshaft or within the multi-bunch train, 

benefit from the improved dual-channel data normalization scheme developed in the course of this 

work. Figure 11 compares the single-channel (Figure 11a) and dual-channel (Figure 11b) data 

normalization schemes. In both cases, the laser pulse (green) induces a transient effect (red, dotted) 

modifying the pumped TRXAS signal (red). These transient effects are captured by subtracting a 

reference signal (violet) spectrum from the individual pumped signal (red) spectra, thereby creating 

Figure 10: Overview of time-resolved X-ray absorption setup. a) A schematic shows key components of the 

experiment including the ALS synchrotron ring, X-ray generation, pump laser source, and data acquisition 

method. Total fluorescence yield (TFY) signals are collected with a micro-channel plate (MCP) and delay-

line detector (DLD). See text for more details. b) Exemplary time- and photon-energy-dependent TFY spectra 

of the O1s edge of a TiO2 NP film. The color-coded three-dimensional plot shows individual multi-bunch 

spectra surrounding the higher amplitude camshaft signal at a timestamp of around 170 ns. The fast electronic 

readout enables the clear distinction of individual TFY signals and association to their respective pump-probe 

delays. Note that the perspective and rendering of the data plot creates an apparent merging of the separated 

multi-bunch signals. TRXAS data is corrected for slow X-ray beam intensity fluctuations and the photon-

energy-dependent X-ray transmission of the beamline by a reference photocurrent measurement on a gold 

mesh inserted into the X-ray beam. The more surface-sensitive total electron yield (TEY) spectrum of the 

sample (black solid line) is recorded simultaneously with the time-resolved TFY data. c) Timing schematic of 

the laser-pump (green)/multiple X-ray probe (blue) spectroscopy during ALS multi-bunch operating mode. 

Reproduced from ref. 104 with permission from the Royal Society of Chemistry. 
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a difference spectrum for each delay ∆𝑡𝑁. In the single-channel data acquisition scheme (Figure 11a) 

the reference signal is acquired just before the laser pulse is incident on the sample. Averaging of 

the reference signal provides some reduction of noise in the difference spectra. This version of the 

data acquisition scheme, however, is subject to significant systematic variations in the recorded 

difference spectra due to the operating mode of the synchrotron. Reference and pumped signals stem 

from X-ray pulses generated by different electron bunches in the synchrotron ring. These electron 

bunches are continuously refilled (“topped up”), to counteract scattering losses of electrons due to 

imperfect vacuum in the synchrotron ring. Refilling specific electron bunches manifests itself as a 

Figure 11: Overview of single- (a) and dual-channel (b) multiple-probe TRXAS data acquisition schemes. The 

laser pump pulse (green) induces a transient change (dotted red curve) detectable in TRXAS data associated 

with the X-ray pulses (blue) following the laser. Their time delays with respect to the laser pulse are ΔtN = Δt 

+ N×2 ns, where Δt is the time-delay of the first X-ray pulse and N ∈ N0. a) The single-channel data acquisition 

scheme records the reference signal (violet) before and the pumped signal (red) after the laser pulse using 

consecutive X-ray pulses that stem from different electron bunches within the synchrotron ring. b) The dual-

channel data acquisition scheme allows collection of reference and pumped signals originating from the same 

synchrotron electron bunches, one of which is shown schematically in c). This self-referencing signal 

eliminates the sensitivity of TRXAS data to variations in X-ray fluence from different electron bunches, 

thereby significantly improving the TRXAS signal-to-noise ratio. To this end, two separate data acquisition 

channels are used with a relative delay equal to the roundtrip time of an electron bunch within the synchrotron 

ring. 
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step-function-like change of the corresponding X-ray pulse intensity, thus creating an artefact in the 

TRXAS data of the time delay associated with this X-ray pulse.104 Either an individual bunch or 

every 4th bunch within the ring is topped up approximately every ~10 s. Multiple refilling events 

occur per TRXAS data point as typical data acquisition times are around 60 s per X-ray photon 

energy step. The ALS provides time-stamped data of the charge of each electron bunch. Normalizing 

the TRXAS spectra using the electron bunch charge data smooths these artefacts and improves the 

signal-to-noise ratio of the difference spectra as described in detail in ref. 104. However, the electron 

bunch data itself has finite accuracy and invariably a residual error remains within this single-

channel data acquisition scheme.  

Within this work, a self-referencing scheme (Figure 11b) has been implemented that eliminates this 

problem. Here, a second data acquisition channel, with a relative delay of one electron bunch 

roundtrip time, is added to enable acquisition of reference and pumped signals stemming from the 

same electron bunch (shown schematically in Figure 11c) in the synchrotron ring. Any refilling of 

electron bunches affects pumped and reference signals equally. Note that normalization of TRXAS 

spectra with electron bunch charge data can still be applied and smooths the overall individual 

spectra, enabling a more accurate comparison to literature data. Importantly however, the difference 

spectra used to evaluate photoinduced effects (such as the exemplary transient effect shown in Figure 

11) are inherently independent of changes in charge across different synchrotron electron bunches 

when using the dual-channel self-referencing technique. This technique has been used to acquire the 

TRXAS data presented in section 5.3.  
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4 Methods for Data Analysis 

 

 

This chapter provides more detail on the data analysis methods employed to generate the results 

presented in chapter 5 beyond the general data analysis description in the respective publications. 

Section 4.1 demonstrates how transient interfacial dipoles can be accessed via TRXPS. The section 

starts by describing accessible physical quantities within XPS, specifically for a molecule-SC system 

such as the N3-ZnO sample. The influence of a surface dipole, such as the photoinduced interfacial 

dipole between N3 adsorbate and ZnO substrate surface, is discussed in detail. Finally, the 

magnitude of the interfacial dipole is used, together with other experimental and sample parameters, 

to estimate the dipole distance, i.e. the distance between the adsorbate hole and SC surface, and the 

associated interfacial electric field. Section 4.2 describes laser-induced heat deposition in solids and 

gives temperature estimates for several technologically pertinent metal oxide SCs dependent on 

experimental parameters such as laser wavelength, spot size, and fluence. Whether a signature of 

the laser-induced temperature jumps should be expected in X-ray probe signals depends on electron-

phonon coupling timescales and experimental parameters such as sample scanning speed, laser pulse 

duration and repetition rate. Section 4.3 describes the time-resolved modelling of the dissipation of 

laser-deposited heat and the resulting temperature gradients in ultra-high vacuum conditions. This 

section represents the central piece of the fitting algorithm to describe energy transfer within the 

TRXAS study on CuO. Finally, section 4.4 details a framework for leveraging spectral changes in 

high energy resolution data to gain additional spatial insight into SPV and temperature effects in 

TRXPS and TRXAS experiments, respectively. To achieve this, measured spectra are represented 

as a linear combination of individual depth-dependent components. In the TRXAS data these 

components differ in temperature, while in the (TR)XPS experiment their binding energy varies 

according to the SC band bending. 

4.1 Interfacial Dipoles in X-ray Photoelectron Spectroscopy 

In XPS, electrons are ejected from the sample after absorbing X-ray photons with sufficient energy. 

Generally, an electron will be ejected, if the X-ray photon energy is larger than the sum of the 
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electron binding energy (measured relative to the Fermi energy) and the material work function. Any 

energy in excess of this barrier represents the electron kinetic energy at the sample.27 An XPS energy 

level diagram for the generic case of a SC substrate with downward band bending 𝑉𝐵𝐵 and an 

adsorbate is shown in Figure 12a. Photoelectrons from a substrate core level 𝐸(sub.) (green) and an 

adsorbate core level 𝐸(ads.) (yellow) are probed with X-rays of the same photon energy (violet 

arrows). The kinetic energy of the resulting photoelectrons near the SC surface, i.e. 𝐸𝑘𝑖𝑛
𝑆𝐶 (sub.) and 

𝐸𝑘𝑖𝑛
𝑆𝐶 (ads.), are defined by 

ℎ𝜈 = 𝐸𝐵(𝑠𝑢𝑏. ) + 𝛷𝑆𝐶 + 𝐸𝑘𝑖𝑛
𝑆𝐶 (𝑠𝑢𝑏. ) + 𝐸𝐹 − 𝐸𝑉

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
 ,                                 (2) 

or 

ℎ𝜈 = 𝐸𝐵(𝑠𝑢𝑏. ) + 𝛷𝑆𝐶 + 𝐸𝑘𝑖𝑛
𝑆𝐶 (𝑠𝑢𝑏. ) + 𝐸𝐹 − (𝐸𝑉

𝑏𝑢𝑙𝑘 + 𝑉𝐵𝐵) ,                           (3) 

and 

ℎ𝜈 = 𝐸𝐵(𝑎𝑑𝑠. ) + 𝛷𝑆𝐶 + 𝐸𝑘𝑖𝑛
𝑆𝐶 (𝑎𝑑𝑠. ) ,                                                 (4) 

respectively, where ℎ𝜈 is the X-ray photon energy, 𝛷𝑆𝐶 the SC work function, 𝐸𝐵(sub.) and 𝐸𝐵(ads.) 

their respective binding energies, and 𝐸𝑉
𝑏𝑢𝑙𝑘 and 𝐸𝑉

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
the VB maximum positions within the 

bulk and at the surface of the SC, respectively. Note that the binding energy for the SC is given 

relative to the top of the VB,110 while for the adsorbate it is given relative to the Fermi level of the 

combined adsorbate-SC system. The sign of 𝑉𝐵𝐵 is the same as for all other energy levels, i.e. 𝑉𝐵𝐵 

is negative in Figure 12. Interestingly, the detected kinetic energies of both substrate and adsorbate, 

i.e. 𝐸𝑘𝑖𝑛
𝐷 (sub.) and 𝐸𝑘𝑖𝑛

𝐷 (ads.), are referenced to the detector work function 𝛷𝐷 and thus independent 

of 𝛷𝑆𝐶. This can be rationalized by taking into account the so-called contact potential 𝛷𝑐𝑜𝑛𝑡𝑎𝑐𝑡 =

𝛷𝑆𝐶 − 𝛷𝐷, established between sample and detector upon electrical contact. This is the typical 

situation in XPS experiments as both sample and detector are connected to a common ground. Thus, 

kinetic energies defined with respect to sample and detector surfaces can be converted via 𝐸𝑘𝑖𝑛
𝐷 =

𝐸𝑘𝑖𝑛
𝑆𝐶 + 𝛷𝑐𝑜𝑛𝑡𝑎𝑐𝑡. Since any change in 𝛷𝑆𝐶 affects the photoelectron kinetic energy at the sample 

and the contact potential with opposite signs, there is no net effect of 𝛷𝑆𝐶 on the detected kinetic 

energy. Using eq. (2) to (4) and the contact potential yields a detected substrate photoelectron kinetic 

energy of 

𝐸𝑘𝑖𝑛
𝐷 (𝑠𝑢𝑏. ) = ℎ𝜈 − 𝐸𝐵(𝑠𝑢𝑏. ) − 𝛷𝐷 − 𝐸𝐹 + 𝐸𝑉

𝑠𝑢𝑟𝑓𝑎𝑐𝑒
 ,                                 (5) 
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or 

𝐸𝑘𝑖𝑛
𝐷 (𝑠𝑢𝑏. ) = ℎ𝜈 − 𝐸𝐵(𝑠𝑢𝑏. ) − 𝛷𝐷 − 𝐸𝐹 + 𝐸𝑉

𝑏𝑢𝑙𝑘 + 𝑉𝐵𝐵 ,                              (6) 

and a detected adsorbate photoelectron kinetic energy of 

𝐸𝑘𝑖𝑛
𝐷 (𝑎𝑑𝑠. ) = ℎ𝜈 − 𝐸𝐵(𝑎𝑑𝑠. ) − 𝛷𝐷 .                                                 (7) 

Figure 12b shows the effects of a surface dipole δ on the energy level alignment as is the case for 

the photoinduced electron injection of the N3 dye adsorbate on the nanocrystalline ZnO SC 

substrate. δ and all quantities changing as a result of its presence are marked in red. The surface 

Figure 12: (TR)XPS energy level diagram of an adsorbate/substrate sample without (a) and with (b) a surface 

dipole δ. a) The exemplary substrate (E(sub.), green) and adsorbate (E(ads.), yellow) energy levels are probed 

with an X-ray photon (violet) of the same energy each. The resulting photoelectron kinetic energies, 𝐸𝑘𝑖𝑛
𝑆𝐶 (sub.) 

and 𝐸𝑘𝑖𝑛
𝑆𝐶 (ads.), are referenced to the SC vacuum level 𝐸𝑣𝑎𝑐

𝑆𝐶  right outside its surface. The contact potential 

𝛷𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 𝛷𝑆𝐶 − 𝛷𝐷 is used to convert between sample and detector kinetic energies. Consequently, the 

experimentally accessible kinetic energies, measured by the detector, 𝐸𝑘𝑖𝑛
𝐷 (sub.) and 𝐸𝑘𝑖𝑛

𝐷 (ads.), depend on the 

detector work function 𝛷𝐷. b) The presence of a surface dipole δ modifies the SC vacuum level at the surface 

and all states directly bound to it, such as the adsorbate states including E(ads.). The surface dipole and all 

energy levels changed by it are shown in red. Importantly, while near the SC surface 𝐸𝑘𝑖𝑛
𝑆𝐶 (sub.) is affected by 

the surface dipole and 𝐸𝑘𝑖𝑛
𝑆𝐶 (ads.) is unaffected, the situation is reversed for the measured kinetic energies 

where 𝐸𝑘𝑖𝑛
𝐷 (sub.) is constant and 𝐸𝑘𝑖𝑛

𝐷 (ads.) changes. This is due to 𝛷𝑐𝑜𝑛𝑡𝑎𝑐𝑡 being affected by δ. See text for 

more details. 
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dipole directly influences the SC vacuum level and all adsorbate energy levels, including 𝐸(ads.) 

and consequently all associated quantities referenced to the constant 𝐸𝐹, i.e. 𝛷𝑆𝐶, 𝛷𝑐𝑜𝑛𝑡𝑎𝑐𝑡, 

𝐸𝑘𝑖𝑛
𝑆𝐶 (𝑠𝑢𝑏. ), 𝐸𝐵(𝑎𝑑𝑠. ), and 𝐸𝑘𝑖𝑛

𝐷 (𝑎𝑑𝑠. ).  

Crucially, while 𝐸𝑘𝑖𝑛
𝐷 (𝑎𝑑𝑠. ) is affected by δ, 𝐸𝑘𝑖𝑛

𝐷 (𝑠𝑢𝑏. ) is not.111,112 Therefore, measuring TRXPS 

data of both, substrate and adsorbate, specifically shifts 𝑆 in the photoelectron spectra of the substrate 

level 𝑆[𝐸𝑘𝑖𝑛
𝐷 (𝑠𝑢𝑏. )] and adsorbate level 𝑆[𝐸𝑘𝑖𝑛

𝐷 (𝑎𝑑𝑠. )], allows to isolate δ gaining quantitative 

insight into electric fields at the surface. To this end, 𝑆[𝐸𝑘𝑖𝑛
𝐷 (𝑠𝑢𝑏. )] is used to establish a baseline 

from signatures that affect all sample energy levels equally, such as band bending changes. Note 

that broadening effects may lead to an apparent shift that differs from the actual band bending which 

needs to be isolated as described in section 4.4. Any differential shift  

∆𝑆 = 𝑆[𝐸𝑘𝑖𝑛
𝐷 (𝑎𝑑𝑠. )] − 𝑆[𝐸𝑘𝑖𝑛

𝐷 (𝑠𝑢𝑏. )]                                                  (8) 

observed in adsorbate TRXPS data after correcting for the band bending baseline, constitutes an 

interfacial potential drop (IPD) represented by δ in Figure 12. In the case of the N3-ZnO experiment, 

photoexcitation leads to a transient δ consisting of a hole remaining on the adsorbate and an electron 

injected into the ZnO substrate. In a first order approach, the screening of the injected electron within 

the SC can be approximated as metal-like. This leads to an effective dipole distance that is insensitive 

to the exact position of the injected electron within the substrate. As previously shown for static 

interfacial fields,84 the IPD can be described as a voltage drop across a parallel plate capacitor when 

assuming (locally) flat surfaces. In this model, the electric field is 

𝐸 = ∆𝑆 𝑑𝐼𝑃𝐷⁄  ,                                                                     (9) 

where 𝑑𝐼𝑃𝐷 is the distance between the idealized plates, i.e. the SC surface and the adsorbate hole. 

The general relation valid for all capacitors 

𝐶 = 𝑄 ∆𝑆⁄  ,                                                                      (10)  

where 𝑄 is the stored charge, ∆𝑆 the voltage drop, and C the capacitance, can be combined with the 

parallel-plate capacitor relation 

𝐶 = 𝜀0𝜀𝑟𝐴 𝑑𝐼𝑃𝐷 ,                                                                  (11)⁄  

where 𝜀0 is the vacuum permittivity, 𝜀𝑟 the relative permittivity of the medium between the two 

plates, and A the area of each individual plate, to calculate the dipole distance as 
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𝑑𝐼𝑃𝐷 = ∆𝑆𝜀0𝜀𝑟𝐴 𝑄⁄ = ∆𝑆𝜀0𝜀𝑟 𝜌⁄  ,                                                 (12) 

where 𝜌 is the surface charge density 𝜌 = 𝑄 𝐴⁄ . As the idealized plates consist of individual dipoles 

that interact with each other,84 a correction factor, is introduced such that 

𝑑𝐼𝑃𝐷 = (1 + 𝑓𝑑𝑒𝑝)∆𝑆𝜀0𝜀𝑟𝐴 𝑄⁄ = (1 + 𝑓𝑑𝑒𝑝) ∆𝑆𝜀0𝜀𝑟 𝜌⁄  ,                             (13) 

where 𝑓𝑑𝑒𝑝 is the depolarization factor. For a square array of uniformly arranged charge pairs it is 

given by 𝑓𝑑𝑒𝑝 ≅ 9𝛼(𝜌 𝑒⁄ )3/2 (4𝜋𝜀0)⁄ ,84 where 𝛼 is the polarizability of the adsorbed molecules and 

e is the elementary charge. The surface charge density can be defined as 

𝜌 = 𝑃𝑒𝑥  𝑃𝑖𝑛 𝜌𝑀 = 𝜎𝑎𝑑𝑠(λ𝑙𝑎𝑠𝑒𝑟) 𝑁𝑝ℎ  𝑃𝑖𝑛 𝜌𝑀,                                          (14) 

where 𝑃𝑒𝑥 is the adsorbate excitation probability, which is the product of the laser wavelength 

dependent absorption cross-section of the adsorbate 𝜎𝑎𝑑𝑠(λ𝑙𝑎𝑠𝑒𝑟) and the number of photons per 

laser pulse per unit area 𝑁𝑝ℎ, 𝑃𝑖𝑛 is the likelihood of electron injection following excitation, and 𝜌𝑀 

is the number of adsorbed molecules per surface area. Inserting eq. (14) into eq. (13) yields a dipole 

distance of 

𝑑𝐼𝑃𝐷 = (1 + 𝑓𝑑𝑒𝑝)∆𝑆𝜀0𝜀𝑟 (𝜎𝑎𝑑𝑠(λ𝑙𝑎𝑠𝑒𝑟) 𝑁𝑝ℎ  𝑃𝑖𝑛 𝜌𝑀)⁄  .                              (15) 

Within this model, the position of the photoinduced adsorbate charge with respect to the substrate 

surface, their area density, as well as the interfacial electric field are quantitatively accessible 

through shifts in X-ray photoelectron spectra. 

4.2 Laser-Induced Heating in Pump-Probe Experiments 

Studying excited electronic states using pulsed lasers introduces the side effect of depositing thermal 

energy in the sample as a consequence of electronic relaxation following the optical excitation. In 

the case of SCs, the mechanism determining the timescale of electron relaxation is generally carrier-

phonon coupling113,114 often described by the two-temperature model.115–117 An exception is faster 

relaxation due to carrier-carrier scattering114,118 caused by high carrier densities. In any case, 

electron-phonon coupling is determining the onset of increasing lattice temperatures typically in the 

picosecond regime.114 However, the coupling strength varies significantly for different samples and 

is often found to positively correlate with laser fluence.119–121 For example, Graphene has an electron 

phonon-coupling time of tens of fs,122 single-walled carbon nanotubes of 10-400 fs,123,124 Si of 
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60 fs,64 Gold NPs,119,125 nanorods,126 thin films,127,128 and bulk129 exhibit timescales of ~500-800 fs, 

copper 1 ps,120 WSe2 of 1.83 (and 19) ps,130 and bismuth(111) of 5-6 ps.131 As a rule of thumb, 

thermal effects should be checked for in experiments with 10 fs and slower time resolution, while 

single femtosecond and faster time-resolved experiments, should generally not be directly affected. 

Time-resolved experiments with non-replenishing samples may show thermal signatures if the time 

between consecutive pump pulses is shorter than the time required for the sample to dissipate the 

deposited thermal energy. For replenishing samples, such as solid-state samples scanned using a 

manipulator or particles suspended in liquid jets, the sample scanning/jet speed 𝑣sample, laser 

repetition rate 𝑓𝑟𝑒𝑝 and laser spot size (diameter) 𝑑𝑙𝑎𝑠𝑒𝑟 in the direction of sample movement 

determine whether two consecutive laser pulses will hit the same sample spot/particle via 𝑓𝑟𝑒𝑝 ≥

𝑣𝑠𝑎𝑚𝑝𝑙𝑒 𝑑𝑙𝑎𝑠𝑒𝑟 ⁄ . Strictly speaking, in the case of liquid jets, the particle diameter should be added 

to the laser diameter, however it is usually several orders of magnitude smaller than the laser spot 

size and can be omitted. Typical parameters for experiments described in this thesis are sample scan 

speeds on the order of 100 μm to 1 mm per second, laser spot sizes of around 100 μm and laser 

repetition rates of 100 kHz. Therefore, 104 to 105 laser pulses will hit any given sample spot and 

thermal considerations become highly relevant. 

It is worth noting that even for condensed matter experiments with ideal parameters regarding 

thermal effects these considerations should not generally be cast aside: In liquid jet experiments 

𝑣𝑠𝑎𝑚𝑝𝑙𝑒 can reach 100 m/s,132 making the cutoff for 𝑓𝑟𝑒𝑝 = 1 MHz assuming 𝑑𝑙𝑎𝑠𝑒𝑟 = 100 μm. 

Currently the field of high harmonic generation is still dominated by Titanium:Sapphire based 

ultrafast lasers operating far below this threshold, usually in the kHz regime. However, the push to 

ever higher data acquisition rates requires higher repetition rates which are available via fiber133 and 

thin disk134,135 lasers and have been used for high harmonic generation.136–140 Noteworthy examples 

are a 10.7 MHz, 31 fs pulse duration, 76 W average power system for high harmonic generation at 

27.7 eV,136 a 20.8 MHz system producing up to the 17th harmonic of a 1030 nm central wavelength, 

35 fs pulse duration pump with 20 W average power,139 and an Ytterbium based system with 154 

MHz repetition rate using a driving laser with 120 fs pulse duration and 80 W average power.140 The 

situation is similar for cutting edge X-ray free electron lasers where most free-electron lasers 

currently operate in the kHz regime, but next generation facilities aim at the 100 kHz to MHz regime. 

The European XFEL already has a MHz intra-bunch repetition rate despite its overall 27 kHz 
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repetition rate. To fully exploit these gains in repetition rate, the pump laser repetition rate is required 

to match the rate of the probe pulse. Once the threshold of more than one laser pulse per individual 

particle is exceeded in liquid jet experiments the subsequent thermal relaxation can be expected to 

be slower compared to bulk solid-state samples as the thermal conductivity of the liquid surrounding 

the absorbing particle is small. At normal pressure and T = 25 °C, water e.g. has a thermal 

conductivity of 0.6062 Wm-1K-1, acetone of 0.161 Wm-1K-1, ethanol of 0.167 Wm-1K-1, and 

methanol of 0.202 Wm-1K-1,141 whereas metals and SCs typically have values that are approximately 

two to three orders of magnitude higher. 

Thermal effects are rarely discussed in (ultrafast) pump-probe experiments even though 

comparatively moderate fluences/pulse energies can be expected to lead to significant temperature 

jumps within the sample. To demonstrate this, the laser-induced temperature jump Δ𝑇 is estimated 

for the transition metal oxides α-Fe2O3 (hematite), Cu2O, CuO, ZnO and anatase TiO2. Assume a 

laser pulse with photon energy 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 is incident onto the sample as depicted in Figure 13a. 

Neglecting defect states located within the bandgap, 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 > 𝐸𝑔𝑎𝑝 is necessary for photon 

absorption within the sample material as shown in the inset on the left in Figure 13. The volume for 

which the temperature jump is calculated is a cylinder with the circular cross section of 

π/4∙(FWHM)2, where FWHM is the full-width-at-half-maximum of the symmetric laser spot on the 

Figure 13: Overview of relevant parameters for laser-induced sample heating. a) Schematic of a laser pulse 

incident on a SC sample. b) Top view of the circular laser pulse indicating its FWHM spot size on the sample 

surface. c) Side view showing the amount of deposited heat 𝑄(𝑧), as a consequence of absorbed laser light, as 

a function of depth 𝑧. The penetration depth 𝛿 is the 1/e value of the depth-dependent laser intensity as it 

propagates along z. The inset on the left shows the relevant energies, specifically the bandgap (Egap), laser 

photon (Ephoton), and maximum photonic excess energy above the bandgap Eexc = Ephoton − Egap. 
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sample surface (Figure 13b). The depth of the cylinder is chosen as the laser wavelength-dependent 

penetration depth 𝛿𝑙𝑎𝑠𝑒𝑟 (Figure 13c). The intensity of the laser light as a function of depth z within 

the material follows the Beer-Lambert law 𝐼𝑙𝑎𝑠𝑒𝑟(𝑧) = 𝐼0exp[−𝑧 𝛿𝑙𝑎𝑠𝑒𝑟(𝜆)⁄ ]. As the amount of 

absorbed intensity is proportional to the derivative of the intensity itself (𝑑𝐼 𝑑𝑧⁄ ), it is proportional 

to the same exponential profile as the intensity. Consequently, the deposited heat energy 𝑄(𝑧) and 

temperature differential Δ𝑇(𝑧) are also proportional to 𝐼𝑙𝑎𝑠𝑒𝑟(𝑧) as is shown in the side view in 

Figure 13c. To get a general sense of the magnitude of the laser heating effect, the average laser-

induced temperature jump is calculated within the cylinder described above. The total amount of 

deposited heat within the volume 𝑄𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 is connected to the temperature jump Δ𝑇 within the same 

volume via 

𝑄𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 𝑚 ∙ 𝐶 ∙ Δ𝑇 ,                                                             (16) 

where m is the mass and 𝐶 is the specific heat capacity of the material. Using the definition of density 

𝜌 = 𝑚 𝑉⁄  and the dimensions of the cylinder described above yields 

𝑄𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 𝑉 ∙ 𝜌 ∙ 𝐶 ∙ Δ𝑇 =
π

4
(𝐹𝑊𝐻𝑀)2 ∙ 𝛿 ∙ 𝜌 ∙ 𝐶 ∙ Δ𝑇 .                             (17) 

Because of the lateral two-dimensional Gaussian beam profile and the exponential decay from the 

surface (𝑧 = 0) into the bulk of the laser intensity and therefore also of 𝑄(𝑧), the heat deposited 

within the cylinder simplifies to 

𝑄𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = ∬ ∫ 𝑄(𝑧, 𝐴) 𝑑𝑧
𝛿

0𝐹𝑊𝐻𝑀

𝑑𝐴 =
1

2
∫ 𝑄(𝑧) 𝑑𝑧

𝛿

0

=
1

2

𝑒 − 1

𝑒
𝑄𝑡𝑜𝑡𝑎𝑙  ,               (18) 

where 𝑄𝑡𝑜𝑡𝑎𝑙 is the total heat deposited by the laser. Combining eq. (17) and (18) yields the laser-

induced temperature jump as 

Δ𝑇 =
2

π

𝑒 − 1

𝑒

𝑄𝑡𝑜𝑡𝑎𝑙

(𝐹𝑊𝐻𝑀)2 ∙ 𝛿 ∙ 𝜌 ∙ 𝐶
 .                                                (19) 

Two extreme cases for the relation between 𝑄𝑡𝑜𝑡𝑎𝑙 and the laser pulse energy 𝐸𝑝𝑢𝑙𝑠𝑒 can be 

considered, concerning electron relaxation from the CB minimum to the VB maximum. Minimal 

laser-induced heat deposition (Δ𝑇𝑚𝑖𝑛) occurs for radiative electron hole recombination. In this case, 

𝐸𝑒𝑥𝑐 (see inset Figure 13) is the only contributor to laser-induced sample heating. On the other hand, 

maximum heat deposition (Δ𝑇𝑚𝑎𝑥) is the consequence of a fully non-radiative electron hole 

recombination over the bandgap leading to 
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𝑄𝑡𝑜𝑡𝑎𝑙,𝑚𝑖𝑛 =
𝐸𝑝ℎ𝑜𝑡𝑜𝑛 − 𝐸𝑔𝑎𝑝

𝐸𝑔𝑎𝑝
∙ 𝐸𝑝𝑢𝑙𝑠𝑒                                                (20) 

and 

𝑄𝑡𝑜𝑡𝑎𝑙,𝑚𝑎𝑥 = 𝐸𝑝𝑢𝑙𝑠𝑒  .                                                            (21) 

The respective temperature jumps 

Δ𝑇𝑚𝑖𝑛 =
2

π

𝑒 − 1

𝑒
∙
𝐸𝑝ℎ𝑜𝑡𝑜𝑛 − 𝐸𝑔𝑎𝑝

𝐸𝑔𝑎𝑝
∙

𝐸𝑝𝑢𝑙𝑠𝑒

(𝐹𝑊𝐻𝑀)2 ∙ 𝛿 ∙ 𝜌 ∙ 𝐶
                             (22) 

and 

Δ𝑇𝑚𝑎𝑥 =
2

π

𝑒 − 1

𝑒
∙

𝐸𝑝𝑢𝑙𝑠𝑒

(𝐹𝑊𝐻𝑀)2 ∙ 𝛿 ∙ 𝜌 ∙ 𝐶
                                             (23) 

are the two extreme cases for the mean temperature jump in the cylindrical volume defined by laser 

penetration depth and FWHM of the laser. Table 1 contains the necessary material parameters, i.e. 

bandgap (𝐸𝑔𝑎𝑝), density (𝜌), specific heat (C) and penetration depth (𝛿) for 355 nm (top row in each 

field) and 532 nm (bottom row) laser excitation, and the results for laser-induced temperature jumps 

for the two cases Δ𝑇𝑚𝑎𝑥 and Δ𝑇𝑚𝑖𝑛. In these latter two columns the top rows refer to the λ = 355 nm 

case and bottom rows to λ = 532 nm, where 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 and 𝛿 are adjusted accordingly. Ranges of 

values, indicated by “-“ within a row, account for varying literature bandgap values. For ease of 

scaling the results to specific experimental parameters the estimates are based on 100 mW laser 

power assuming a spot size of 100 × 100 µm2 and a laser repetition rate of 100 kHz. These 

parameters correspond to a pulse energy of 1 µJ and a fluence of 12.7 mJ/cm2. The estimates assume 

instant deposition of the laser energy, i.e. an infinitesimally short laser pulse and no reflection of the 

laser pulse on the sample surface. The resulting Δ𝑇 values in the last two columns of Table 1 can be 

used to estimate the magnitude of any expected temperature-induced effects such as described for 

TRXAS on CuO in detail in section 5.3.  

Additional potentially irreversible effects are (partial) melting of the sample and other phase 

changes. As these effects play no role in the presented CuO study, they will only be discussed briefly. 

The melting point of the individual transition metal oxides is given in the second column as a 

boundary to compare Δ𝑇 values to. Note that surface melting is expected to start at lower 

temperatures than the literature (bulk) melting points157 and that the curvature of NPs lowers the 

onset of melting.158 Phase changes can occur in α-Fe2O3,159 Cu2O and CuO,160 ZnO,161 and TiO2,162 
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Table 1: Temperature jumps ΔT following laser excitation with 355 nm or 532 nm wavelength light in selected 

transition metal oxides assuming a 100 mW laser pulse with a 100 kHz repetition rate and Gaussian beam with 

FWHM spot size of 100 × 100 µm2. The relevant material parameters bandgap (Egap) at room temperature 

(RT), density (ρ), specific heat (C) and penetration depth (δ) for laser excitation with 355 nm (top row in each 

field) and 532 nm (bottom row) light are provided. ΔTmax and ΔTmin refer to conversion of the entire photon 

energy and excess photon energy above bandgap, respectively. Ranges, indicated by “-” within a row, account 

for different literature bandgap values. See text above for details on the calculation of ΔTmax and ΔTmin. 

Literature references are provided in square brackets. 

depending on temperature and the available partial oxygen pressure surrounding the sample, via 

release of oxygen from the lattice effectively changing the metal to oxygen ratio. In the case of TiO2 

the conversion from Anatase to Rutile is another effect to consider.163 

Generally, larger photon energies and shorter penetration depths will lead to higher ΔT within the 

pumped sample volume. This effect is especially pronounced for λ = 355 nm in α-Fe2O3, Cu2O and 

CuO. On the other hand, matching the photon energy to the sample bandgap, combined with large 

penetration depths and a radiative decay (Δ𝑇𝑚𝑖𝑛) produces minimal temperature jumps, as can be 

seen for λ = 355 nm in ZnO and TiO2. The effect of matching photon energy and bandgap, 

specifically, leads to a large relative discrepancy between Δ𝑇𝑚𝑎𝑥 and Δ𝑇𝑚𝑖𝑛. ZnO and TiO2 are 

practically transparent to λ = 532 nm light as the photon energy (2.33 eV) is smaller than their 

bandgaps. 

This estimate is fully applicable to bulk solid-state materials. For NPs with a diameter comparable 

to or smaller than the penetration depth, the temperature jump will be smaller as the laser pulse will 

Material Melting 

point 

[°C] 

Egap 

(at RT) 

[eV] 

Density 

ρ  

[g/cm3] 

C(T) 

(T=300K) 

[J/mol/K] 

δ [nm] 

{355nm} 

{532nm} 

ΔTmax [K] 

{355nm} 

{532nm} 

ΔTmin [K] 

{355nm} 

{532nm} 

α-Fe2O3 1565[141] 2.2[142] 

indirect 

5.25[141] 104.2[149] 23.9[154] 

105.8 

491.4 

111.0 

182.5 

6.2 

Cu2O 1235[141] 2.1 
[143,144] 

6.0[141] 62.7[150] 22.6[146] 

352.8 

677.1 

43.4 

270.9 

4.3 

CuO 1446[141] 1.9[145] 

1.2[146] 

6.31[141] 42.4[151] 21.2[146] 

124.5 

564.3 

96.1 

257.9-370.8 

17.7-46.6 

ZnO 1975[141] 3.4[147] 

3.2[141]  

5.6[141] 41.1[152] 470.8[155] 

5291.9 

30.2 

2.7 

0.9-2.6 

- 

TiO2 

Anatase 

1843[141] 3.0[148] 

indirect 

4.23[141] 55.4[153] 478.8[156] 

- 

28.6 

- 

4.1 

- 
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not be fully absorbed in the NP. However, it should also be noted that averaging within a depth 

ranging from the surface to the penetration depth underestimates Δ𝑇 at the surface. Similarly, the 

averaging in lateral direction underestimates Δ𝑇 at the center of the laser spot. Beyond melting or 

other phase changes it depends on the individual experiment whether laser-induced temperature 

jumps will create a signature in the probe signal. The result of jumps of up to hundreds of degrees 

Kelvin as a result of relatively moderate laser parameters of 1 µJ pulse energy distributed over a 100 

x 100 µm2 FWHM spot underlines the relevance of these considerations. High repetition rate 

experiments are expected to be especially sensitive as well as experiments with a time-resolution 

not significantly smaller than the electron-phonon coupling timescale of the sample. 

In principle, temperature changes can also lead to a (de-)population of (donor) acceptor states 

depending on their respective energy separation from the (conduction) valence band. In this context, 

laser-induced heating may potentially experimentally resemble a laser-induced electronic excitation 

of electrons from donor states into the CB or from the VB into acceptor states. This is relevant for 

ultraviolet and X-ray photoelectron spectroscopies. A temperature-dependent number of free charge 

carriers also potentially affects microwave conductivity, THz, and IR probes directly or indirectly 

via changes in the sample conductivity. 

4.3 Transport and Dissipation of Laser-Induced Heat in Solids 

This section describes the mechanisms of heat transport following the initial energy deposition by 

the laser in a solid-state sample. Generally, the transport of thermal energy away from a solid surface 

is possible via heat convection through fluids in contact with the solid surface, heat radiation emitted 

from the surface, and heat conduction within the solid itself, as well as through dissipation via a 

phase change of the solid. 

Heat convection in gases that are in contact with the sample surface is mediated by temperature 

differences within the gas. The associated density differences in turn lead to a material flow from 

high to low density regions effectively transporting thermal energy. A necessary precondition for 

this is the collision of gas atoms or molecules with each other. In this context, the mean free path 

between collisions 𝜆𝑀𝐹𝑃 for three different kinds of flow regimes can be distinguished relative to 

the diameter of the experimental vacuum chamber 𝑑𝑐ℎ𝑎𝑚𝑏𝑒𝑟. In the viscous or continuous flow 

regime (𝜆𝑀𝐹𝑃 < 𝑑𝑐ℎ𝑎𝑚𝑏𝑒𝑟),164 pressures of >1 mbar of air lead to significant absorption of soft X-
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rays and therefore, experiments are usually not feasible in this regime. Ambient pressure 

experiments investigating gas-solid and liquid-solid interfaces are typically conducted at pressures 

between 1 and 10-3 mbar and fall into the Knudson flow regime (𝜆𝑀𝐹𝑃 ≈ 𝑑𝑐ℎ𝑎𝑚𝑏𝑒𝑟),164 where the 

thermal conductivity of gases is significantly changed.164 Most X-ray experiments, including the 

ones presented here, are carried out in ultra-high vacuum (UHV). At pressures of <10-7 mbar, the 

particle flow is in the molecular regime (𝜆𝑀𝐹𝑃 ≫ 𝑑𝑐ℎ𝑎𝑚𝑏𝑒𝑟)164 with a λMFP > 103 m effectively 

rendering the mechanism of heat convection negligible.164 

Heat radiation requires neither a surrounding medium nor a temperature differential between two 

bodies and is therefore always present. The radiative heat loss can be estimated by computing the 

radiation of a black body via the Stefan-Boltzmann law 

P = σ ∙ A ∙ T4 ,                                                                    (24) 

where 𝑃 is the total radiated power, σ = 5.67∙10-8 Wm-2K-4 is the Stefan-Boltzmann constant, 𝐴 is 

the surface area, and 𝑇 is the surface temperature. Using the numbers from Table 1 and taking into 

account that temperatures directly at the surface are higher than these estimates, 𝑇 = 1000 °C is 

assumed for an order of magnitude estimate of the total radiated energy of a sample following laser 

excitation. The respective total radiated power is ~149 kW/m2 or 1.17 mW from a circular 100 × 100 

µm2 area representing the FWHM laser spot size. As a time window to compute the total amount of 

radiated energy in, 100 ns is chosen as most of the amplitude of laser-induced TRXAS effects 

decayed at this point (see Fig. 3 of section 5.3 or ref. 165). However, within the first 100 ns the 

emitted energy is equal to 1.17∙10-10 J. Therefore, compared to an overall laser pulse energy of 1 µJ, 

the fraction of radiated energy is equal to ~10–4 which can be neglected, in our case, as the 

experimental sensitivity is in the low percent regime. 

Phase changes, as discussed above, are irreversible and would therefore alter any spectra acquired 

in a straightforward and noticeable way. This was observed in temperature-resolved measurements 

on CuO used to calibrate the TRXAS results presented in section 5.3. At temperatures around 200 °C 

and above, the CuO surface was first partially then fully converted to Cu2O. The monitored O1s 

XAS of CuO and Cu2O are markedly different.104 Therefore, only temperature-resolved XAS spectra 

up to 145 °C were used in the presented study in section 5.3. These kinds of effects were also 

continuously checked for and excluded for the CuO sample during TRXAS data collection. 
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Consequently, heat conduction is the only relevant contribution to thermal dissipation in UHV 

experiments discussed in the framework of this thesis. Heat dissipation in solids is described by the 

heat equation. It is mathematically identical to Fick’s 2nd law generally describing diffusion 

phenomena: 

𝜕𝑄

𝜕𝑡
= ∇(𝑘∇𝑄) ,                                                                    (25) 

where 𝑄 is the heat distribution in the material as a function of location x⃗  and time 𝑡, and 𝑘 is the 

thermal conductivity. As the material density and the thermal conductivity as a function of location 

are constant, the equation simplifies to 

𝜕𝑄

𝜕𝑡
= 𝑘∆𝑄 ,                                                                       (26) 

where ∆ = ∇2 is the Laplacian. While analytical solutions can be found for certain, relatively simple 

starting conditions of 𝑄, in more complex cases the evolution of 𝑄 can be found numerically by 

solving eq. (26) iteratively for small increments of 𝑡.166 In the case of heat dissipation after laser-

induced heating in the context of pump-probe experiments, the starting conditions can be simplified 

from the general, multi-dimensional case. The temperature profile immediately following exposure 

to a Gaussian laser pulse is exponential along the surface normal 𝑧 and Gaussian in radial directions. 

As optical and X-ray penetration depths are in the nanometer range and beam sizes typically in the 

micrometer range, the shape of the pumped and probed sample volumes usually resemble the shape 

of a disk. Laterally, the pump pulse is typically adjusted to be significantly larger than the probe 

pulse to create an approximately homogeneous excitation density within the probe pulse area. 

Therefore, the lateral temperature profile in the probed area is relatively constant and decays much 

slower compared to the surface normal direction 𝑧. Consequently, heat conduction can be estimated 

as a one-dimensional diffusion process along 𝑧 within an insulated cylinder (ignoring lateral heat 

loss) by167–169 

𝛿𝑄(𝑡, 𝑧)

𝛿𝑡
= −𝑘 ∙ 𝐴

𝛿𝑇(𝑡, 𝑧)

𝛿𝑧
 ,                                                       (27) 

where 𝛿𝑄(𝑡, 𝑧) is the amount of thermal energy transferred through a cross-sectional area 𝐴 per time 

𝛿𝑡, 𝑘 is the thermal conductivity, and 𝑇 the depth- and time-dependent temperature profile. In 

general, the thermal conductivity of a material varies as a function of temperature, but for many 
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practical applications with limited temperature ranges, such as in the experiment presented here, it 

may be approximated as constant. 

The temperature distribution at time zero 𝑇(𝑡 = 0, 𝑧) is proportional to the derivative of the depth-

dependent laser intensity 𝐼𝑙𝑎𝑠𝑒𝑟(𝑧) = 𝐼0exp(−𝑧 𝛿𝑙𝑎𝑠𝑒𝑟(𝜆)⁄ ), where 𝛿𝑙𝑎𝑠𝑒𝑟 is the laser penetration 

depth. The amplitude of the resulting exponential function is the initial temperature increase after 

laser excitation at the surface ∆𝑇(𝑡 = 0, 𝑧 = 0) which leads to the following temperature profiles. 

Non-radiative recombination across the bandgap leads to a maximally observable temperature 

profile of 

𝑇𝑚𝑎𝑥(𝑡 = 0, 𝑧) =
(1 − 𝑅(𝜆)) ∙ 𝐸𝑝𝑢𝑙𝑠𝑒

2 ∙ 𝜌 ∙ 𝐴 ∙ 𝐶(𝑇) ∙ 𝛿𝑙𝑎𝑠𝑒𝑟(𝜆)
∙ 𝑒

−
𝑧

𝛿𝑙𝑎𝑠𝑒𝑟(𝜆) + 𝑇𝑟𝑒𝑓  ,                      (28) 

while radiative recombination across the bandgap leads to the minimal temperature profile of 

𝑇𝑚𝑖𝑛(𝑡 = 0, 𝑧) =
(1 − 𝑅(𝜆)) ∙ 𝐸𝑝𝑢𝑙𝑠𝑒

2 ∙ 𝜌 ∙ 𝐴 ∙ 𝐶(𝑇) ∙ 𝛿𝑙𝑎𝑠𝑒𝑟(𝜆)

𝐸𝑝ℎ𝑜𝑡𝑜𝑛 − 𝐸𝑔𝑎𝑝

𝐸𝑝ℎ𝑜𝑡𝑜𝑛
∙ 𝑒

−
𝑧

𝛿𝑙𝑎𝑠𝑒𝑟(𝜆) + 𝑇𝑟𝑒𝑓  .       (29) 

Here 𝑅(𝜆) is the sample reflectivity, 𝐸𝑝𝑢𝑙𝑠𝑒 is the laser pulse energy, 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 is the photon energy, 

𝐸𝑔𝑎𝑝 is the SC bandgap, 𝛿𝑙𝑎𝑠𝑒𝑟(𝜆) the 1/e laser penetration depth, 𝜌 the sample density, 𝐴 the 

FWHM laser spot size and 𝐶(𝑇) the specific heat capacity. The sample equilibrium temperature 𝑇ref 

is added to the laser induced temperature jump to convert to an absolute temperature 

scale 𝑇(𝑡 = 0, 𝑧). Any recombination of partly radiative and partly non-radiative decay across the 

bandgap would lead to a temperature profile with an amplitude between 𝑇𝑚𝑎𝑥 and 𝑇𝑚𝑖𝑛. 

4.4 Depth Resolution via Decomposition of Pump-Probe Spectral Signals 

The effects of a laser-induced perturbation can potentially be probed with depth-resolution if the 

length scale of the perturbation is matched by the surface sensitivity of the probe scheme. For the 

two experiments described in this thesis this is the case: In the TRXAS study on CuO the penetration 

depth of the laser determines the length scale of the temperature gradient along the surface normal 

of the sample. The effective probing depth of the oxygen K-edge X-ray absorption measurement in 

fluorescence yield mode matches the temperature gradient on a ~100 nm scale. In the TRXPS 

experiment on N3-ZnO, the spatial extent of the ZnO bending matches the IMFP of the detected 

photoelectrons on the ~1 nm scale. An additional necessary prerequisite is a sufficiently large 

magnitude of the temperature and band bending induced effects in the TRXAS and TRXPS spectra, 
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respectively. If all these prerequisites are met, a general framework to extract depth-resolved 

information can be utilized.  

This framework consists of a spectral deconvolution of the detected probe signal into contributions 

originating from different depths 𝑧𝑛. The detected spectrum 𝑆𝑑(𝐸, 𝑡 = 𝑡𝑖) at a certain pump-probe 

delay 𝑡𝑖 can be approximated by a modelled spectrum 𝑆𝑚(𝐸, 𝑡 = 𝑡𝑖) via a linear combination 

𝑆𝑚(𝐸, 𝑡 = 𝑡𝑖) = ∑ 𝐹𝑝ℎ(𝐸, par[𝑡𝑖, 𝑧𝑛])

𝑁

𝑛=0

∙ 𝑋𝑎𝑏𝑠(𝑧𝑛) ∙ 𝐷𝑜𝑢𝑡(𝑧𝑛) ,                         (30) 

where 𝐹𝑝ℎ(𝐸, par[𝑡𝑖, 𝑧𝑛]) describes the spectral shape of contributions from depth 𝑧𝑛, 𝐸 is the 

energy axis of the spectrum, i.e. its independent variable, par[𝑡𝑖, 𝑧𝑛] are modelling parameters, 

𝑋𝑎𝑏𝑠(𝑧𝑛) the amount of absorbed X-ray intensity at depth 𝑧𝑛 relative to the total incident X-ray 

intensity, and 𝐷𝑜𝑢𝑡(𝑧𝑛) the amount of probe signal originating from depth 𝑧𝑛 that escapes the sample 

and is detected, i.e. not absorbed or scattered, relative to the emitted amount of probe signal from 

depth 𝑧𝑛. The depth-dependent X-ray intensity 𝐼𝑋(𝑧) is given by the Beer-Lambert law: 𝐼𝑋(𝑧) =

𝐼𝑋,0 ∙ 𝑒−𝛿(ℎ𝜈)𝑧, where 𝐼𝑋,0 is the incident X-ray intensity, 𝛿(ℎ𝜈) is the X-ray energy dependent 

penetration depth and 𝑧 is the depth coordinate along the surface normal. The absorbed X-ray 

intensity at depth 𝑧 is equal to −𝑑 𝑑𝑧⁄ 𝐼𝑋(𝑧) = 𝛿(ℎ𝜈) ∙ 𝐼𝑋,0 ∙ 𝑒−𝛿(ℎ𝜈)𝑧 such that the absorbed 

intensity relative to the incident intensity is 𝑋𝑎𝑏𝑠(𝑧 = 𝑧𝑛) = 𝛿(ℎ𝜈) ∙ 𝑒−𝛿(ℎ𝜈)𝑧. 𝐷𝑜𝑢𝑡(𝑧𝑛) depends on 

the type of probed signal. Both, 𝑋𝑎𝑏𝑠(𝑧𝑛) and 𝐷𝑜𝑢𝑡(𝑧𝑛) implicitly contain the incident and exit angle 

with respect to surface normal, respectively. This applies for well-defined flat sample surfaces 

whereas for nanocrystalline samples angles may vary considerably throughout the probe pulse 

depending on the local surface topology. 

In the case of the time- and temperature-resolved XAS method, 𝐹𝑝ℎ(𝐸, par[𝑡𝑖, 𝑧𝑛]) is the 

temperature-dependent XAS spectrum, 𝐸 the incoming X-ray energy, par[𝑡𝑖 , 𝑧𝑛] are the initial 

surface temperature and the thermal conductivity. Figure 14a shows an exemplary temperature 

profile in CuO immediately after a 532 nm laser pump leads to a transient 100 °C temperature 

differential in the surface region with a 28 °C sample equilibrium temperature. The dashed vertical 

line at 124.5 nm corresponds to the laser penetration depth at 532 nm.146 Colored vertical lines at 0, 

50, 100 and 500 nm indicate the depths of exemplary temperature-dependent O K-edge XAS data, 

i.e. 𝐹𝑝ℎ(𝐸, par[𝑡𝑖, 𝑧𝑛]), shown with the same color code in Figure 14b. The inset displays the 



60 

complete recorded XAS spectrum at the equilibrium temperature with the blue background 

highlighting the X-ray energy region shown in Figure 14b. In the linear combination according to 

eq. (30), the temperature-resolved spectra are weighted with the product of 𝑋𝑎𝑏𝑠(𝑧𝑛) and 𝐷𝑜𝑢𝑡(𝑧𝑛). 

If 𝐼𝐷,0 is the total amount of X-ray fluorescence originating from depth 𝑧 directed towards the 

detector, then the fraction exiting the sample surface is 𝐼𝐷,0 ∙ 𝑒−𝛿(ℎ𝜈)𝑧, where 𝛿(ℎ𝜈) is the X-ray 

energy dependent penetration depth. The iterative computation of the depth-dependent temperature 

profile for times 𝑡𝑖 following the initial temperature distribution (Figure 14a) utilizes the heat 

dissipation model described in section 4.3.  

The TRXPS experiment is sensitive to band bending in the SCL of the SC as contributions  

𝐹𝑝ℎ(𝐸, par[𝑡𝑖, 𝑧𝑛]) from different depths 𝑧 are shifted in terms of photoelectron binding energy 𝐸 

according to the depth-dependent band bending. The fit parameters par[𝑡𝑖, 𝑧𝑛] are the width of the 

SCL and amplitude of the band bending which determine the amount of broadening and shift of the 

overall detected TRXPS spectrum. 𝐷𝑜𝑢𝑡(𝑧𝑛) (Figure 15a) is the likelihood of a photoelectron leaving 

the sample determined by its photon energy dependent IMFP. Typical X-ray penetration depths are 

large in comparison to the IMFP.170 Therefore, 𝑋𝑎𝑏𝑠 barely varies within the range of depths 

producing detectable signal and eq. (30) can be simplified by neglecting 𝑋𝑎𝑏𝑠 for most XPS use 

cases. Figure 15b illustrates exemplary depth-dependent contributions to the overall spectrum for 

Figure 14: Components of the temperature- and time-resolved XAS modeling. a) Calculated temperature 

profile in CuO induced by laser heating at time zero. The dashed vertical line at the penetration depth of 

124.5 nm for 532 nm laser light represents the 1/e value of the 100 °C temperature differential added to a 

28 °C equilibrium sample temperature. Colored, solid vertical lines at surface (z = 0) and depths of 50, 100 

and 500 nm correspond to XAS temperature profiles shown in b) with the same color code. The entire recorded 

O K-edge CuO X-ray absorption spectrum is shown in the inset with the blue background indicating the energy 

window of the first resonance shown in the main figure b). 
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the first two nanometers from the surface in 0.25 nm steps. The different areas of the depth-

dependent 𝐹𝑝ℎ contributions are the result of weighting with the X-ray photoelectron detection 

likelihood 𝐷𝑜𝑢𝑡, an exponential function with a 1/e value equal to the IMFP. A value of 1 nm is 

assumed for the IMFP, representative of experiments in the soft X-ray regime. Generally, the IMFP 

is a function of the electron's kinetic energy and is routinely calculated using the TTP-2M 

model.171,172 The 𝐹𝑝ℎ spectral shape is equal to the XPS spectrum detected at flat-band condition. A 

Gaussian spectrum with a relatively narrow FWHM of 500 meV is assumed to be observed under 

flat-band conditions to clearly illustrate the depth-dependent spectral effects. The center binding 

energy positions of 𝐹𝑝ℎ are determined by the laser-excited (orange) band bending shown in Figure 

15c. Dashed vertical lines with the same color coding as in Figure 15b show the depth from which 

the photoelectrons are originating. The ground-state downward band bending (blue) has an 

amplitude of 790 meV with the laser-excitation adding another 100 meV (orange) as is the case for 

the TRXPS N3-ZnO study in section 5.2. The width of the SCL with a 1/e value of 1.5 nm also 

corresponds to the scenario of the nanocrystalline ZnO film studied. The zero position (dotted 

horizontal line) of the detected energy level position in Figure 15c is determined by its bulk limit 

Figure 15: Overview of band bending-dependent and time-resolved XPS modeling: a) Likelihood of electron 

detection Dout as a function of depth with an exemplary 1/e value of 1 nm (IMFP, dashed line). b) Depth-

dependent photoelectron contributions from first two nanometers from the sample surface in 0.25 nm steps. 

Individual contributions (area) are weighted by their IMFP-dependent Dout. Their depth-dependent center 

energy positions are determined by the band bending, shown in c), after laser excitation. The inset in b) shows 

results of linear combination of all depth-dependent contributions for the ground state (blue), laser-excited 

(orange), and their residual (green) spectrum that can be compared to acquired experimental data. 
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and corresponds to the of the zero position of the photoelectron energy axis (vertical, dotted line in 

Figure 15b). The relatively large absolute band bending values and the relatively narrow flat-band 

spectra clearly illustrate the spectral shifting and broadening effects of the band bending to the 

overall spectra (inset in Figure 15b).82  

The inset in Figure 15b shows the ground-state (blue) and laser-excited (orange), i.e. 𝑆𝑚(𝐸, 𝑡 = 𝑡𝑖), 

spectra resulting from the described linear combination including depths up to 10 nm. In this case, 

spectral contributions were calculated in 0.05 nm steps. The difference spectrum (green), calculated 

by subtracting the laser-excited state from ground-state spectrum, includes features of both laser-

induced broadening and shifting of the ground-state photoline. In particular, the effect of broadening 

is apparent from the amplitude difference between ground-state and laser-excited spectra. These 

modelled data 𝑆𝑚 can be fit to experimentally detected data 𝑆𝑑 by varying the band bending 

parameters par[𝑡𝑖, 𝑧𝑛]. The corresponding residual 𝑅𝑆𝑆(𝑡 = 𝑡𝑖) represents the accuracy of this fit 

procedure for the data at pump-probe delay 𝑡𝑖. 

In both cases, TRXAS and TRXPS, this fit procedure is repeated for all pump probe delays in order 

to create an aggregate residual sum square 𝑅𝑆𝑆 over all times 𝑡𝑖 (pump-probe delays) and energies 

𝐸 (in each individual spectrum) 

𝑅𝑆𝑆 = ∑𝑅𝑆𝑆(𝑡 = 𝑡𝑖)

𝑀

𝑖=0

= ∑.

𝑀

𝑖=0

∫(𝑆𝑑(𝐸, 𝑡 = 𝑡𝑖) − 𝑆𝑚(𝐸, 𝑡 = 𝑡𝑖))
2
dE                   (31) 

that is minimized until the fit converges. Notice that 𝑁, determining the maximal depth 𝑧𝑁, should 

be chosen large enough such that varying it does not significantly affect the outcome of the 

modelling procedure. The same holds for the granularity of the step size, i.e. the difference 𝑧𝑛 −

𝑧𝑛−1, which can be varied as a function of depth according to the magnitude of spectral changes in 

𝐹𝑝ℎ in order to minimize the use of computational resources. Convergence of the fit provides the 

experimentally derived par[𝑡𝑖, 𝑧𝑛] values, i.e. the initial surface temperature 𝑇(𝑡 = 0, 𝑧 = 0) and 

thermal conductivity k for the TRXAS method, and the SCL width 𝑑𝑆𝐶𝐿 and SPV amplitude for 

TRXPS. 
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5 Results 

 

 

5.1 Strong Potential Gradients and Electron Confinement in ZnO 

Nanoparticle Films: Implications for Charge-Carrier Transport and 

Photocatalysis 

ZnO can be produced in a variety of different nanostructures.173,174 It is used for catalysis,175,176 

sensors,177,178 UV detectors,179 and lasers.180–182 Especially in sensing and (photo-)catalysis 

applications the effects of adsorbates on the electronic potentials of nanostructured ZnO surfaces 

play an important role. Ozawa and Mase have studied the adsorption of atomic hydrogen, water, and 

methane on crystalline ZnO surfaces using angle-resolved XPS.56,57 The ability to resolve 

photoelectron spectra in k-space enables the isolation of e.g. hydrogen-induced modifications of the 

surface electronic structure. The Zn(101̅0) and the polar oxygen terminated Zn(0001̅) surface show 

an H-induced band that lies energetically below 𝐸𝐹 pointing to surface metallization. The dispersion 

of these bands is parabolic in 𝑘∥ with no dispersion in 𝑘⊥. H-adsorbed Zn(101̅0) and Zn(0001̅) 

surfaces therefore represent a 2D electron gas (2DEG).57 The Zn-terminated polar Zn(0001) surface 

on the other hand shows no surface metallization. Its surface Zn atoms are bound to three O atoms 

of the layer below. Adsorbed H atoms bind to these second layer O atoms, effectively replacing and 

removing the surface Zn atom. This process leads to Zn clusters which may absorb some of the 

charge introduced by H adsorption thus reducing the electron accumulation and original downward 

band bending.57 

For the technologically more pertinent nanostructured ZnO the prevalent structure of their surfaces 

is not generally clear. While Zn(101̅0) is the thermodynamically most stable ZnO surface, the large 

curvature of nanoparticles may lead to significantly increased defect densities. Studying the surface 

electronic structure of NPs via angle-resolved XPS is not feasible as nanostructured samples lack 

the necessary long-range order of single crystalline samples. However, band bending information is 

accessible by varying the surface hydroxylation and monitoring spectral changes of the Zn3d 

photoline. The spatial extent of the band bending is found to be ~6 nm. The depth-resolving data 
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analysis method is enabled by varying the band bending as a function of adsorbate surface coverage 

and is described in section 4.4. Briefly, steeper band bending within the surface region of the SC 

leads to increased broadening of photoelectron spectra and smaller apparent shifts compared to the 

maximum potential energy changes at the surface. The approach of varying the band bending via an 

experimental parameter, such as the surface coverage by an adsorbate, is shown to be a useful 

method to extent the study of interfacial band bending to nanostructured materials. 

The following publication is reprinted with permission from ACS Appl. Nano Mater. 2021, 4, 11, 

12213–12221. Copyright 2021 American Chemical Society.  
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ABSTRACT: Zinc oxide (ZnO) nanomaterials are promising components for
chemical and biological sensors and photocatalytic conversion and operate as
electron collectors in photovoltaic technologies. Many of these applications involve
nanostructures in contact with liquids or exposed to ambient atmosphere. Under
these conditions, single-crystal ZnO surfaces are known to form narrow electron
accumulation layers with few nanometer spatial penetration into the bulk. A key
question is to what extent such pronounced surface potential gradients can develop
in the nanophases of ZnO, where they would dominate the catalytic activity by
modulating charge-carrier mobility and lifetimes. Here, we follow the temperature-
dependent surface electronic structure of nanoporous ZnO with photoemission
spectroscopy to reveal a sizable, spatially averaged downward band bending for the
hydroxylated state and a conservative upper bound of <6 nm for the spatial extent of the associated potential gradient. This
nanoscale confinement of conduction-band electrons to the nanoparticle film surface is crucial for a microscopic understanding and
further optimization of charge transport and photocatalytic function in complex ZnO nanomaterials.

KEYWORDS: nanoparticle films, zinc oxide, band bending, electron confinement, photoemission spectroscopy, surface metallization

■ INTRODUCTION

Nanoscale zinc oxide (ZnO) attracts broad interest in
fundamental research and for industrial applications, as it can
be economically and sustainably synthesized in a vast variety of
shapes, ranging from spherical particles, pillars, discs, and
ribbons, to more complex and extended architectures such as
tetrapods or cauliflowers.1 This design flexibility is the main
reason for its success in nanoelectronics, chemical/biological
sensors, photocatalytic remediation, as well as energy
conversion and storage schemes.1−3 The crystalline phase,
orientation, and aspect ratio in these nanostructures can
further be tailored to meet specific application demands,
facilitating rational device optimization.4

However, aside from these prospects, ZnO materials also
exhibit a complex defect chemistry, which often complicates
the prediction and microscopic interpretation of their function
in electronic and catalytic applications.1 For example, it is still
controversial what types of impurities are responsible for its
native n-type conductivity and what role these defect states
play in mediating chemical reactions.5−7 Most defects are
formed preferentially near the surface and are therefore
believed to dominate the electronic and catalytic response of
metal-oxide nanomaterials. The electronic structure of ZnO
interfaces is therefore governed by intrinsic and adsorbate-
induced donor/acceptor states, which can disturb the local
charge balance near the surface, giving rise to the formation of
space charge layers (SCLs). The depth-dependent potential

Vbb(z) associated with this charge imbalance modifies all
energy levels in the near-surface region of the semiconductor,
commonly referred to as the “band bending” (bb) effect.8

Depending on the characteristics of this bb, the resultant
potential energy landscape can either be a driving force for
efficient electron−hole pair separation or for the localization of
one charge-carrier type near the surface, which are both critical
gateways for boosting (photo-)chemical reaction yields.8 In
particular, the weaker photocatalytic performance of rutile
TiO2 single crystals compared to the anatase phase has been
explained by the smaller surface bb present at rutile surfaces.9

Although bb is beneficial for many applications, it is usually
considered to be negligibly small in nanomaterials.8,9 Here, we
demonstrate that under hydroxylated conditions, sizeable bb
can develop in nanostructured ZnO, which strongly impacts its
interfacial electronic structure.
Many applications of ZnO nanostructures, especially in dye-

sensitized photovoltaics, require the material to be in contact
with liquids or involve exposure to ambient humidity.

Received: August 31, 2021
Accepted: October 29, 2021
Published: November 11, 2021

Articlewww.acsanm.org

© 2021 American Chemical Society
12213

https://doi.org/10.1021/acsanm.1c02730
ACS Appl. Nano Mater. 2021, 4, 12213−12221

D
ow

nl
oa

de
d 

vi
a 

U
N

IV
 H

A
M

B
U

R
G

 o
n 

D
ec

em
be

r 
10

, 2
02

1 
at

 0
7:

38
:0

3 
(U

T
C

).
Se

e 
ht

tp
s:

//p
ub

s.
ac

s.
or

g/
sh

ar
in

gg
ui

de
lin

es
 f

or
 o

pt
io

ns
 o

n 
ho

w
 to

 le
gi

tim
at

el
y 

sh
ar

e 
pu

bl
is

he
d 

ar
tic

le
s.



Extensive research on single-crystal ZnO has demonstrated
that these conditions lead to a hydroxylation of the ZnO
surfaces. The associated surface hydroxyl groups are mainly

formed between ZnO surface oxygen atoms and intermediate
protons generated, for example, during the dissociative
adsorption of water, alcohols, or hydrogen.10−19 They induce

Figure 1. Preparation and characterization of the ZnO nanoparticle films. (a) Illustration of the ZnO nanoparticle film fabrication procedure (see
the Experimental Section for details). (b) Typical SEM image of the ZnO nanoparticle films. (c) Typical particle size distribution extracted from
the SEM images.

Figure 2. Temperature-dependent XPS and UPS spectra of a ZnO nanoparticle film. (a) O 1s XPS spectra obtained for the initially hydroxylated
sample at 300 K (top) and after annealing to 400 K (middle) and 700 K (bottom) in UHV. The O 1s photoemission is decomposed into a ZnO-
bulk (blue solid lines) and surface hydroxyl (OH) contribution (green solid lines). (b) Zn 3d XPS spectra. (c) UPS valence band spectra. The
position of the valence band maximum (VBM) at the surface is determined by linear extrapolation of the low binding energy edge (magenta solid
lines) to the baseline. UPS and XPS spectra are recorded with photon energies of hv = 21.2 eV and hv = 1253.6 eV, respectively. Red dashed lines
highlight the temperature-induced shifts to lower binding energies (ΔEB-O 1s: 470 meV; ΔEB-Zn 3d: 380 meV; ΔEB-VBM: 790 meV).
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shallow donor states that easily release electrons into the ZnO
conduction band (CB).20−23 This adsorbate-mediated surface
transfer doping generates positively charged donors at the
surface, and accumulates negative charge within the SCL. The
underling interfacial charge rearrangement leads to a down-
ward bending of all energy levels near the surface, and may
even trigger semiconductor-to-metal phase transitions when
the CB minimum (CBM) is shifted below the Fermi
level.10,24,25

Despite enormous research efforts, however, it remains
unclear to what extent nanosized ZnO structures are able to
accommodate significant interfacial potential gradients.8,26,27

For ZnO nanomaterials exposed to different gases, or subject
to different surface treatments, indications for both upward
and downward bb have been reported, suggesting that the bb
character results from the interplay between adsorbate−
adsorbate and surface−adsorbate interactions.14,28−33 Detailed,
quantitative information on the polarity, magnitude, and shape
of Vbb(z) under well-controlled conditions is therefore
necessary to obtain a comprehensive understanding of the
catalytic function of ZnO nanostructures on a microscopic
level. Unfortunately, common spectroscopic techniques
established for the characterization of extended, single-crystal
semiconductors lack sensitivity to the shape of Vbb(z) as a
function of the depth z below the surface, or yield ambiguous
results when applied to nanoporous or amorphous samples.8

Here, we follow the temperature-controlled evolution of the
near-surface electronic structure of ZnO nanoparticle films
(∼15 nm average particle diameter) with X-ray photoelectron
spectroscopy (XPS) and ultraviolet photoemission spectrosco-
py (UPS) under UHV conditions. The ZnO nanoparticle films
are prepared via an established sol−gel method (see Figure
1)34 and have previously been successfully used in the
fabrication of ZnO-based dye-sensitized solar cells.35,36 Our
results provide conclusive evidence for a significant, ∼0.8 eV
spatially averaged downward bb for the initially hydroxylated
surface of the nanostructure, with a <6 nm maximum spatial
penetration of the associated potential gradient into the bulk of
the nanoparticle film. These findings are crucial for under-
standing and improving charge-carrier transport in intercon-
nected metal-oxide nanoparticle networks and their (photo-)
catalytic performance.

■ RESULTS AND DISCUSSION
Figure 2a compares O 1s XPS spectra acquired from the
hydroxylated ZnO nanostructure, as loaded at room temper-
ature (top panel), as well as after annealing to TS = 400 K
(middle panel) and to TS = 700 K (bottom panel). The
presence of surface OH-groups is verified by the high binding
energy O 1s component at EB = 532.7 eV (green).12,13 The
total O 1s photoemission is described by a pair of Gaussian
peaks with fixed EB separation (1.6 eV) and constrained full
width at half-maximum (FWHM). Assuming a flat substrate,
and taking the 2.3 Å average thickness of hydroxyl monolayers
on low-index ZnO surfaces as a reference,13,37 the 38%
hydroxyl contribution to the total O 1s emission [in
combination with the 1.57 nm inelastic mean free path
(IMFP) of the O 1s photoelectrons38 translates into an OH-
coverage of ∼3 monolayers. Including the impact of the
corrugated nanostructure surface on the relative O 1s XPS
signal strengths within a single-sphere approximation leads to a
∼50% smaller estimate for the OH-coverage (see the
Supporting Information).39 Because both approximations

yield OH coverages that are larger than the “saturation”
coverage of one monolayer and the real surface topography of
the ZnO nanoparticle films lies in between these limiting
scenarios, the measured O 1s peak intensity ratio is fully
consistent with a complete hydration of the sample surface at
room temperature. Upon annealing to TS = 700 K, the OH-
related O 1s peak decreases below the detection limit,
indicating the transition to a surface hydroxyl-free ZnO
nanostructure. This threshold temperature range for complete
OH removal is in good agreement with XPS results from both
polar and nonpolar ZnO crystal surfaces,12,13 temperature-
dependent conductivity measurements,40 and thermal desorp-
tion studies on ZnO powders.41

As indicated by the red dashed lines in Figure 2a,b, the loss
of OH-groups is accompanied by rigid shifts of the O 1s and
Zn 3d photoemission lines to lower EB. The same trend is
observed for the VBM as indicated by the UPS spectra in
Figure 2c. The intersection of a linear fit to the leading edge of
the VB photoemission and the instrument baseline yields a
binding energy of EVBM

surf = 3.74 ± 0.02 eV for the VBM at the
surface of the hydroxylated nanostructure (uncertainties are
standard errors of several independent measurements). Note
that this binding energy is significantly larger than the band gap
Eg = 3.30 ± 0.01 eV of the nanoporous ZnO film (Figure S1,
Supporting Information). Generally, for a nondegenerated n-
type semiconductor, a scenario where EVBM

surf exceeds the
material band gap is only compatible with a downward
bending of the electronic bands near the surface (Figure S3,
Supporting Information).8 Thus, the combination of the large
VBM binding energy relative to the Fermi level and the
intrinsic n-type behavior of bulk ZnO42 is an unambiguous
signature for downward bb toward the surface of the
nanostructure.10−13 Annealing the sample shifts the VBM at
the surface closer to the Fermi level, saturating at a minimum
value of EVBM

surf = 2.95 ± 0.02 eV for TS ≳ 600 K.
Figure 3 summarizes the temperature-dependent evolution

of several key parameters characterizing the electronic
structure of the ZnO nanoparticle surface. Distinct trends are
observed with decreasing OH coverage (a): both EVBM

surf (b) and
the Zn 3d peak (d) shift gradually to lower EB, which can be
attributed to a reduction of downward bb. Additionally, the
work function (c) increases as a function of TS, which is
expected for a diminishing positive charge at the surface
associated with the quenching of OH-related donors upon
desorption at elevated temperatures.14 A similar correlation
between OH coverage, work function and EVBM

surf has been
found for ZnO single crystals upon controlled exposure to
hydrogen, water, and methanol.10−12,14 In particular, the work
function of 3.85 eV determined here for the as-loaded
nanoparticle film is almost identical to the value reported for
completely hydrogen-terminated low-index ZnO surfaces,.11,14

Due to the high sensitivity of the ZnO work function to the
presence of OH groups at the surface, this is additional
confirmation of a fully hydroxylated initial state of the
investigated nanoparticle films at room temperature.
Closer inspection of Figure 3b,d,e reveals that the Zn 3d

XPS peak experiences only roughly half the EB-shift compared
to the UPS-derived EVBM

surf , which is accompanied by a distinct
narrowing of its lineshape. The microscopic origin of these
effects is illustrated in Figure 4a−c: whenever the XPS probing
depth is similar to the spatial extent of the SCL below the
surface, the spectral distribution of the overall Zn 3d
photoemission is modulated by the interfacial potential
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gradient Vbb(z). Therefore, starting from a downward bb
scenario as illustrated in Figure 4c, temperature-driven band
flattening (a,b) will be reflected in a narrowing of the Zn 3d
XPS peak width and a shift of its center toward lower binding
energies, as experimentally observed. This combined effect of
photoelectron escape depth and spatial Vbb(z) progression on
shaping the observed Zn 3d signal is also responsible for the
difference in energy shifts determined by UPS and XPS. In the
more surface-sensitive UPS measurements of EVBM

surf , photo-
electrons originate almost exclusively from the topmost layer.44

In contrast, the probing depth (defined as 3× IMFP) in the Zn
3d XPS experiments is ∼3 × 2.35 nm,38 which leads to
significant averaging of photoelectron signals with different
binding energies emerging from different depths and thus to a
smaller overall energy shift of the entire XPS spectrum, as
illustrated in Figure 4a,b.
Based on the discussion presented so far, we interpret the

saturation behavior of the temperature-dependent spectral
signatures in Figure 3 as a transition from an initial downward
bb situation in the as-loaded ZnO nanoparticle film, toward
flatband conditions for the dehydrated state at TS ≳ 600 K (see
schematic illustration in Figure 4d). In this context, the
difference between EVBM

surf at TS = 300 K and TS = 700 K directly
yields the maximum downward bb at the surface Vbb

surf = 0.79 ±
0.03 eV for the fully hydroxylated ZnO nanostructure, which
allows us to determine the position of the CBM in the bulk of

the ZnO nanoparticles to be ECBM
bulk = Vbb

surf + Eg − EVBM
surf = 350

meV above the Fermi level (see Figure S3, Supporting
Information). Applying Boltzmann statistics and the effective
mass approximation for the CB occupancy, we estimate the
bulk carrier density of the nanoparticle film to be

= × ≈ ×− −n N e 4 10 cmE k T
b C

/ 12 3CBM
bulk

B , where NC ≈ 3 ×
1018 cm−3 is the effective CB density of states in ZnO.13

Such comparatively low values for nb are in reasonable
agreement with carrier densities expected for high-quality
ZnO films45 and align with the core−shell structure proposed
for ZnO nanoparticles, that is, a crystalline and stoichiometric
bulk region surrounded by a highly defective surface.31

Temperature-driven bb modifications have recently been
observed for various OH-terminated metal-oxide single-
crystals.12,13,46 In these systems, the transition from electron-
accumulation-type SCLs to the flatband limit occurred in an
intermediate temperature range and was followed by the
emergence of electron-depletion-type SCLs featuring upward
bb at higher temperatures.12,13,46 In general, it is difficult to
unequivocally infer flatband conditions solely based on energy
shifts in photoemission spectra.47,48 In this context, the
additional information revealed by the temperature-dependent
Zn 3d XPS peak width is essential. As indicated in Figure 3a−c,
the flatband situation is characterized by the narrowest XPS
lineshape. In contrast, the onset of sizable upward bb at higher
temperatures would inevitably add spectral broadening.42,43 It
is therefore important to note that not only the energy shifts
but also the FWHMs of the Zn 3d peak for the last two
annealing steps (600 and 700 K) are indistinguishable within
the error margins (see Figure 2d,e). This favors flatband
energy level alignment rather than electron depletion within
the SCL during the final heat treatment employed in our study.
Note that the UPS-determined VBM position also remains
unchanged for TS = 600−700 K within the experimental
uncertainty (Figure 3b). This quantity tracks any change in the
surface potential even more sensitively due to the small
probing depth inherent to the UPS method.44

Because the correlation between the Zn 3d peak shift and its
line-narrowing encodes the spatial characteristics of the bb
potential, we adopt an XPS peak envelope reconstruction
algorithm to retrieve quantitative information on the Vbb(z)
depth profile from the TS-dependent Zn 3d EB-shifts and
FWHM variations.19,47,48 In this approach, the spectral
distribution D(EB) of the total Zn 3d emission is modeled as
a superposition of discrete photoelectron contributions
emerging from different depths zi below the surface (Figure
4a−c) according to

∑

∑

=

= − − ×
∀ ∈

−

D E D

D E E V z

( )

( ( )) e

i
i

i z
i

z

B

( , SCL)
0 B 0 bb

/IMFPi

Here, Di and E0 denote the Zn 3d lineshape and peak position,
respectively, in the absence of bb, that is, under flatband
conditions [Vbb(z) = 0]. For the simulations, we derive these
input parameters from a Gaussian fit to the Zn 3d spectrum at
TS = 700 K (Figure 2b). The relative spectral weights of the
individual Di components are defined by the exponential IMFP
damping term. In all numerical calculations, the spatial
sampling step size zi+1 − zi was set to 0.2 nm, which
corresponds to the interlayer spacing of ZnO, averaged over all
high-symmetry directions in the wurtzite lattice. By matching

Figure 3. Temperature-dependent evolution of the surface electronic
structure. (a) Contribution of the surface-hydroxyl component to the
total O 1s photoemission as a function of sample temperature. (b)
Position of the VBM at the surface with respect to the Fermi level. (c)
Work function derived from the low-energy cutoffs of the UPS
spectra. (d) Binding energy of the Zn 3d photoemission line. (e) Zn
3d peak width (FWHM). Solid lines are guides to the eye. Error bars
denote the standard error of the fitted parameters.43
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simulated to measured Zn 3d XPS spectra, different analytic
functions describing the Vbb(z) shape can be benchmarked
against the experimental ΔFWHM-versus-ΔEB trace, assuming
that the depletion of surface donors only affects the magnitude
of the downward bb potential.
These simulations are illustrated in Figure 5a, which shows

fi t r e s u l t s f o r a c u b i c p o t e n t i a l p r o fi l e ,

= × −( )V z V( ) z z
zbb bb

surf
3

bb

bb
for 0 ≤ z ≤ zbb, where Vbb

surfis the

maximum bb value at the ZnO surface (z = 0) and zbb is the
maximum spatial extent of the bb potential into the bulk.
Excellent agreement with the experimentally derived
ΔFWHM-versus-ΔEB trace (Figure 5a) and the Zn 3d XPS
spectra (Figure 5b) is achieved for zbb = 5.1 ± 0.7 nm. Error
bars represent the zbb-range within which the merit function χ2

is less than twice the minimum value, as shown in the inset of
Figure 5a. We tested several functional forms of Vbb(z), the

Figure 4. Correlation between Zn 3d XPS lineshape, bb, and OH coverage. (a−c) The total Zn3d XPS spectrum D(EB) is modeled as a
superposition of spectral contributions Di emerging from different depths zi below the interface. The relative Di intensities are weighted by the
IMFP, and their central energies are governed by the local value of the bb potential Vbb(zi). If the XPS probing depth (= 3 × IMFP) is comparable
to the spatial extent of Vbb(z), changes in this potential are mapped onto modulations of the overall XPS lineshape. Different scenarios are
illustrated: (a) flatband condition resulting in the narrowest XPS lineshape. (b) Moderate and (c) strong downward bb giving rise to additional
spectral broadening. (d) Schematics illustrating the correlation between the sample temperature TS, surface hydroxylation, and the SCL that defines
Vbb(z). Note that the oxygen in the OH groups represents a ZnO surface atom.
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corresponding optimized depth profiles are summarized in
Figure 5c. A central finding is that the bb potential drops by
more than 80% over a distance of less than 3 nm from the
surface, irrespective of the exact Vbb(z) model shape. While the
existence of such strong interfacial potential gradients has been
established for adsorbate-covered single-crystal ZnO surfa-
ces,10−14 our results strongly suggest that they can also develop
in nanoscale structures.
It should be noted that the Zn 3d XPS simulations presented

here are based on a planar sample geometry. Corresponding
simulations within a single-sphere model (SSM) yield an even
smaller spatial extent of the built-in potential (see inset of
Figure 5d) due to an effectively reduced IMFP (see the
Supporting Information). The interconnected nanoparticle
films in our study can be assumed to exhibit surface
topographies in between these two limiting cases.
The determination of the most suitable analytical approx-

imation for Vbb(z) is illustrated in Figure 5d. It compares the
minima of the merit function for parameter-optimized
simulations based on the different Vbb(z) profiles depicted in
Figure 5c. Evidently, a step-like or exponential shape can be
discarded, which further demonstrates the nanometer
sensitivity of our approach to Vbb(z) depth variations. Within

the experimental uncertainties, it is difficult to distinguish
between a linear, parabolic, and cubic Vbb(z) shape based on
the quality of the fit results alone. However, a linear potential
profile is not linked to a well-defined carrier distribution ne(z)
via the Poisson equation d2Vbb(z)/dz

2 ∝ ne(z) and is therefore
discarded. For a more detailed discussion of the parabolic and
cubic potential shapes, it is instructive to consider general
boundary conditions for potential gradients and underlying
charge-carrier densities in isolated ∼15 nm ZnO nanoparticles.
Solving the Poisson equation for spherical semiconductor
particles,27 we estimate that a uniform volume electron density
of ∼7 × 1019 cm−3 within the SCL shell is required for a
parabolic Vbb(z) to enable 0.8 eV downward bb. For
comparison, a cubic Vbb(z) can generate the same potential
drop with a linear charge density increase from nb = 4 × 1012

cm−3 in the core region to 6 × 1019 cm−3 near the surface of
the nanoparticles (see Figure S4, Supporting Information).
Integrating the charge density profiles along the depth
coordinate z yields 3 × 1013 and 1.5 × 1013 cm−2 for the
number of electrons per unit area associated with parabolic and
cubic potential gradients, respectively. These values are
consistent with carrier densities observed by Hall-measure-

Figure 5. Quantifying the depth profile of the interfacial potential Vbb(z). (a) Comparison of the experimentally determined correlation between
the Zn 3d peak-shift and peak-narrowing to a numerical simulation based on a cubic Vbb(z) profile. Parameter optimization restricts the maximum
spatial extent of the potential to zbb = 5.1 ± 0.7 nm below the surface. The nanometer sensitivity of this modeling is highlighted in the inset,
showing the zbb−dependence of the fit merit function. (b) Comparison of experimental (black circles) and simulated (violet solid line) Zn 3d XPS
spectrum at a sample temperature TS = 300 K. The origins of the individual XPS components Di (orange shaded peaks) are illustrated in Figure
4a−c. (c) Comparison of analytical functions for Vbb(z). The green bar indicates the experimental XPS probing depth of the Zn 3d photoemission.
The orange energy scale references the surface potential to the bulk limit, whereas the blue energy scale refers to the position of the CBM versus the
Fermi level. (d) Merit function minima of simulations based on the Vbb(z) shapes depicted in (c). Optimized zbb parameters define the depths z
where the potential reaches the ZnO bulk value. Only for the exponential profile is zbb defined as the 1/e decay constant. The inset compares zbb
values obtained from an analysis within a planar-surface model (PSM) and a single-sphere model (SSM).
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ments in electron accumulation layers of hydrogenated ZnO
single-crystal surfaces.49

To explore whether electron area densities of this magnitude
can be generated solely by surface-hydroxyl donor states, we
build on theoretical studies of water adsorption on
ZnO(101̅0),16 which represents the lowest-energy ZnO
surface, and is thus expected to be a prevalent crystal
orientation in ZnO nanomaterials. Density functional theory
(DFT) calculations identify two H2O molecules per
ZnO(101̅0) surface unit cell (0.33 × 0.52 nm2) as the most
stable monolayer configuration, with one H2O moiety
adsorbed molecularly, while the second dissociates. The
intermediate hydrogen atom generated in the latter process
combines with a surface lattice oxygen atom to form a surface
OH-group with electron donor character.16 This scenario
yields an upper limit of ∼6 × 1014 cm−2 for purely surface-
hydroxyl-induced electron area densities, which is fully
compatible with the interpretation of OH-mediated surface-
transfer doping being the dominating source of electrons inside
the SCL for the hydroxylated ZnO nanostructures. The
presence of surface orientations other than (101̅0), different
efficiencies and pathways of generating OH groups, as well as
defects with possibly compensating donor−acceptor character
might explain the lower area electron densities of the ZnO
nanostructure compared to the theoretical estimate discussed
above.
Because most of the electrons in the ZnO SCL have been

released from surface donor levels, the equilibrium electron
density distribution is also expected to be graded toward the
interface, shaped by Coulomb interaction and carrier diffusion
processes. We therefore favor the cubic Vbb(z) dependency as
the simplest analytical description for the spatial depth
evolution of the bb potential inside the ZnO nanoparticle
film, albeit combinations of higher-degree polynomials might
possibly yield slightly better agreement with the experiment.
Interestingly, however, Vbb(z) simulations based on single-term
higher polynomial parameterizations consistently result in
worse agreement with the experimental data compared to the
cubic profile (Figure S5, Supporting Information). Future
studies employing tunable X-ray photon energies may provide
more stringent tests of such subtle microscopic details of the
potential gradient.

■ CONCLUSIONS
In summary, we provide strong evidence for large potential
gradients within the surface-near region of hydroxylated ZnO
nanoparticle films, with an average spatial extent of only a few
nanometers into the bulk. Based on the corrugated nature of
the nanostructure surface, the ∼0.8 eV downward bb revealed
here should be considered as a spatially averaged property of
the nanoporous film. Even though the detailed modeling of the
potential profile presented here was based on average material
properties, it already demonstrates the intrinsic sensitivity to
the nanometer depth evolution of potential gradients below
the nanoparticle film surface. In principle, this modeling to
reconstruct the potential depth profile from XPS data could be
extended to take the particle size distribution and porosity of
the nanoparticle film into account. This would make the
approach even more reliable and robust when applied to
complex nanomaterials.
Recent DFT studies on hydrogenated ZnO(101̅0) surfaces

emphasize the local character of such adsorbate-induced
potentials, with atomic-scale spatial confinement to the

adsorption sites and amplitude modulations exceeding 1
eV.14 Contrary to common belief, our experiments indicate
that bb effects of this magnitude can also occur in metal-oxide
nanomaterials and has therefore to be considered in the
description of their surface electronic properties. Significant
hydroxyl-related downward bb has also been reported for
single-crystal Ag/ZnO junctions.19 The pronounced nano-
phase potential gradients revealed in the study reported here
might therefore be of general importance for successfully
interfacing metal contacts with ZnO nanomaterials in device
applications.
Finally, our results imply a partial metallization of the

hydroxylated ZnO nanostructure surface because the CBM
near the interface is below the Fermi level (Figure 5c).50 The
possibility to control and tailor such surface-conductive
channels is relevant for advancing the performance of ZnO-
based (photo-)catalytic nanomaterials. Especially, near-surface
diffusive transport of electrons through interconnected nano-
particle networks may activate surface-recombination pathways
and lead to reduced device performance. On the other hand,
the near-surface confinement of photogenerated electrons may
promote the photocatalytic activity of ZnO nanomaterials. We
note that the findings presented here suggest a microscopic
picture of electron propagation that is contrary to the most
common models of charge transport in nanoporous metal
oxides. These usually assume depleted nanoparticles featuring
upward bb, where electron transfer proceeds via particle-to-
particle hopping in a random-walk fashion. The surface
electronic structure of hydroxylated nanoscale ZnO discovered
here might be partly responsible for the comparably low
performance of this material in dye-sensitized photovoltaics.3,51

■ EXPERIMENTAL SECTION
Sample Preparation. ZnO nanoparticles with an average

diameter of ∼15 nm have been prepared with a sol−gel method
based on a zinc acetate dihydrate.34 Briefly, 21 mL of
tetramethylammonium hydroxide (25% in methanol, Sigma-Aldrich)
is added to 11 g of zinc acetate (ZnAc2·H2O, Merck) and 100 mL of
anhydrous ethanol in a flask attached to a condenser. The resulting sol
is refluxed at 80 °C for 30 min and then left untouched for several
hours at room temperature to let the ZnO nanoparticles settle down.
The solvent is decanted to adjust the concentration for spin-coating
(15 mL total volume). This colloidal suspension is spin-coated (2000
rpm) onto cleaned 1 × 1 cm2 mirror-like polished stainless steel or
FTO substrates. The films are subsequently dried at 60 °C and
sintered in air at 360 °C for 50 min to generate interconnected
nanoporous networks. This procedure yields macroscopically
homogeneous ZnO films while preserving a nanoscale surface
topography (see Figure 1b).52 The ∼0.5 μm thick ZnO nanoparticle
films were cleaned by ultrasonication in ethanol and de-ionized water
and blown dry with argon before transferring them into the UHV
system (base pressure < 2 × 10−10 mbar) for the XPS and UPS
experiments. In the main text, these samples are referred to as initially
hydroxylated ZnO nanoparticle films.

Photoemission Experiments. UPS spectra are recorded using
He−I emission (hv = 21.2 eV) and XPS spectra with non-
monochromatized Mg Kα radiation (hv = 1253.6 eV) from a
laboratory X-ray tube in normal photoelectron emission geometry.
The absolute binding energy scale is calibrated with respect to the
Fermi level at EF = 0.00 eV and the Au 4f7/2 peak center at 84.00 eV,
obtained from a sputter-cleaned gold surface. The resolution in the
UPS and XPS experiments was ∼150 meV and ∼0.8 eV, respectively.
In all measurements, the photon intensity was varied by at least 1
order of magnitude to exclude errors due to sample charging,
especially for the dehydroxylated samples. Additional care was taken
to rule out any impact of sample degradation upon prolonged He−I/
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X-ray exposure. Taking the sampling area of the hemispherical
photoelectron energy analyzer into account (SPECS; Phoibos100
operated in medium-area mode), we estimate that ∼1010 individual
nanoparticles contribute to the measured XPS and UPS signals
reported here. For each annealing step, the sample was kept at a
specific temperature for 5 min. Photoemission spectra were
subsequently taken at a sample temperature of 300 K. The
temperature was monitored with a type-K thermocouple pressed
onto one corner of the sample. Sample annealing was performed by
radiative heating from the rear with two tungsten filaments.
Photoemission spectra obtained after annealing to >700 K are not
discussed here, as such high-temperature treatments caused
instabilities within the ZnO nanoparticle film, with partial loss of
adhesion to the metal/FTO substrates.
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1. Bandgap of the ZnO nanoparticle film 

 

 

 

 

 

 

 

 

 

 

 

Figure S1| UV-Vis absorption spectrum of the ZnO nanoparticle film. A linear fit to 
the rising edge (red solid line) is used to determine the direct bandgap of 𝐸𝐸g = 3.30 eV 
according to the Tauc-method. 
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2. Sample characterization with X-ray absorption spectroscopy 

The large degree of crystallinity in the bulk of the nanoparticles is verified by O-K-edge X-ray 
absorption spectroscopy (Figure S2(c)). The spectrum obtained from the nanostructured film (red 
solid line) is very similar to the spectrum of a ZnO(101�0) single crystal (blue solid line), but is 
distinctly different from an amorphous ZnO reference.1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S2| The oxygen K-edge X-ray absorption spectrum of the ZnO nanoparticle 
film (red line) is compared to a single-crystalline (blue line) and amorphous (black 
dashed line) reference sample. 
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3. Energy level band bending diagram 

 

 

 

 

 

Figure S3| Energy level schematics for downward band bending. (a) Illustration of quantities to 
be measured and approximations commonly employed to determine the band bending at 
extended, single-crystal semiconductor surfaces. The calculation of 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 requires knowledge of 
the difference 𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 between the CBM and the Fermi level in the bulk, which can be calculated 
from the bulk carrier density 𝑛𝑛𝑏𝑏 (e.g. by Hall measurements for crystalline samples) and the 
effective CB density of states 𝑁𝑁𝐶𝐶 with the effective CB electron mass 𝑚𝑚𝑒𝑒

∗ . (b) Summary of values 
for the hydroxylated ZnO nanoparticle film as described in the main text. 
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4. Band bending and electron density distributions in isolated nanoparticles 

The maximum possible band bending at the surface 𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠for spherical ZnO nanoparticles with  a 

diameter of 2R = 15 nm is calculated from analytical solutions of the Poisson equation.2 For 

parabolic band bending, 𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠as a function of electron density 𝑛𝑛0 is given by: 

𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  �− 𝑒𝑒∙𝑛𝑛0

6𝜖𝜖𝜖𝜖0
� ∙ �1 + 2(𝑅𝑅−𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆)

𝑅𝑅
� ∙ (𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆)2,                                                                                                 [Eq.1] 

and for cubic band bending potential by: 

𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  �− 𝑒𝑒∙𝑛𝑛0

12𝜖𝜖𝜖𝜖0 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆
� ∙ �𝑅𝑅 + 2(𝑅𝑅 − 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆) + 3(𝑅𝑅−𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆)2

𝑅𝑅
� ∙ (𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆)2.                                         [Eq.2]                                                  

Here 𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆 denotes the width of the space charge layer (SCL), and 𝜖𝜖 ≈ 8.5 is the dielectric constant 

of ZnO. The results of Eq.1 and 2 are plotted in Figure S4(a). The integral electron densities 

required for a 𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠= 0.8 eV downward band bending are indicated by the black dashed lines. The 

underlying charge density profiles 𝑛𝑛𝑒𝑒(𝑟𝑟) are shown in Figure S4(c) and (d), respectively. 
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Figure S4| Band bending and charge density distribution for isolated ZnO nanoparticles. (a) 
Maximum band bending at the surface as a function of electron density for a parabolic (blue line) 
and cubic (red line) potential depth profile. (b) Illustration of parameters and coordinates for an 
isolated nanoparticle. (c) Depth profile of the electron charge density 𝑛𝑛𝑒𝑒(𝑟𝑟) producing a 0.8 eV 
parabolic downward band bending:  𝑛𝑛𝑒𝑒(𝑟𝑟) = 𝑛𝑛𝑏𝑏  for r  ≤  R-𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆, and 𝑛𝑛𝑒𝑒(𝑟𝑟) =  𝑛𝑛𝑏𝑏 + 𝑛𝑛0   for R-
𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆 ≤  r ≤  R. (d) Charge density profile required for a 0.8 eV cubic downward band bending:  
𝑛𝑛𝑒𝑒(𝑟𝑟) = 𝑛𝑛𝑏𝑏  for r  ≤  R-𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆, and 𝑛𝑛𝑒𝑒(𝑟𝑟) = 𝑛𝑛𝑏𝑏 + 𝑟𝑟 ∙ 𝑛𝑛0/𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆 for R-𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆 ≤  r ≤  R.𝑛𝑛𝑏𝑏 = 4∙1012 cm-3 is 
the bulk carrier density derived  from the UPS data in the main text. 
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5. Higher-degree polynomial approximations for the band bending potential 

 

 

 

 

6. Single-sphere model and XPS signal attenuation 

The ZnO films investigated in this study exhibit a complex surface topography, which is in between 

the limiting cases of a planar surface and an ensemble of dispersed nanospheres. Even though the 

nanoparticles are interconnected by the calcination process, the electronic structure and the 

chemical composition within the inter-particle regions are expected to differ from bulk ZnO, e.g., 

due to carbonaceous residues of the organic surfactant. For simplicity, the SCL simulations 

presented in the main text assumed a planar surface model (PSM). However, the existence of 

interfacial grain boundaries, which tend to disturb the formation of extended space charge fields 

spanning across neighboring particles, motivates a single-sphere model3 (SSM) as an alternative 

approximation for the sintered ZnO nanostructure surface.  

Figure S5| Higher-degree polynomial approximations for the band bending potential 𝑉𝑉𝑏𝑏𝑏𝑏(𝑧𝑧) in 
the hydroxylated ZnO nanostructure (planar surface model). The merit function minima of 

numerical simulations based on nth-degree polynomial shapes 𝑉𝑉𝑏𝑏𝑏𝑏(𝑧𝑧) = 𝑉𝑉𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 × �𝑧𝑧𝑏𝑏𝑏𝑏−𝑧𝑧

𝑧𝑧𝑏𝑏𝑏𝑏
�
𝑛𝑛

are 

compared. A systematic trend of reduced fit quality with increasing polynomial order is 
observed. 
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In the following, we discuss the implications of the two models (PSM vs. SSM) for retrieving 

spatial information by quantitative XPS signal analysis. This is particularly relevant for the OH-

layer thickness calculation of the initially hydroxylated sample, and the determination of potential 

depths 𝑧𝑧𝑏𝑏𝑏𝑏 within the Zn3d XPS peak reconstruction approach. In agreement with previous 

numerical simulations on photoelectron emission from corrugated surfaces, we find that the SSM 

can be reduced to the simpler PSM by introducing an effective IMFP.4 

The main difference between the two models is illustrated in Figure 6(a,b): for a flat surface, the 

path length ∆𝑧𝑧 inside the near-surface region (blue shaded) is constant for all photoelectrons 

emitted parallel to the detector axis (z-axis), while it is modulated in a plane perpendicular to the 

z-axis in the SSM. Combined with the constant IMFP, this gives rise to an enhanced near-surface 

contribution to the photoelectron signals for the SSM, which tends to overestimate, for example,  

adlayer thicknesses calculated with the standard exponential intensity attenuation approach.4  

To quantify the impact of this modulation, we model the intensity of detected photoelectron signals 

emitted from a single spherical particle as a function of their origin within the particle. 

Parametrization of the problem according to Figure S6(c) leads to: 

  𝐼𝐼(𝑟𝑟,𝛼𝛼)  ∝  𝑒𝑒−
∆𝑧𝑧(𝑟𝑟,𝛼𝛼)
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼  ∙ |cos𝛼𝛼 ∙ sin𝛼𝛼| ∙ �𝑟𝑟

𝑅𝑅
�
2
 .                                                                        [Eq.3] 

Note that only emission parallel to the detector axis is considered. The first term in Eq. 3 describes 

the exponential damping effect due to the IMFP, the absolute values of cos𝛼𝛼 and sin𝛼𝛼 account for 

the spherical surface and the projection onto the 𝑧𝑧𝑧𝑧-plane, and the last term models the radial 

dependence of the emission intensity from a spherically symmetric electron source.  

As can be inferred from Figure S6(c), ∆𝑧𝑧(𝑟𝑟,𝛼𝛼) is given by  ∆𝑧𝑧(𝑟𝑟,𝛼𝛼) = 𝑅𝑅 ∙ cos𝛽𝛽 − 𝑟𝑟 ∙ cos𝛼𝛼, where 

𝛽𝛽 =  arcsin(r ∙ sin𝛼𝛼 𝑅𝑅⁄ ) since ∆𝑥𝑥 = 𝑟𝑟 ∙ sin𝛼𝛼 = 𝑅𝑅 ∙ sin𝛽𝛽. We numerically integrate Eq.3 over the 

range of  0° ≤ 𝛼𝛼 ≤  180° to obtain the photoemission intensity seen by the detector as a function 

of the radial starting position 𝑟𝑟. The results are shown as blue lines in Figure S7(a) for an IMFP of 

1.57 nm corresponding to the O1s photoelectrons, and (b) for the Zn3d photoline with an the IMFP 

of 2.35 nm, respectively. As expected, the signal in the SSM decays more rapidly with distance 

from the surface compared to the PSM with the same IMFP (black lines). Interestingly, however, 

the SSM traces can be successfully fitted by a mono-exponential decay (red dashed lines), which 
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suggests that the impact of the spherical shape on the overall XPS signal strength can be accounted 

for by introducing an effective IMFP, which turns out to be roughly half of the original IMFP. 

The effective O1s IMFP of 0.85 nm would therefore reduce the initial OH-coverage to ~1.5 ML, 

compared to ~3 ML deduced from the PSM in the main text. However, both approximations are 

consistent with a fully hydroxylated surface of the ZnO nanostructure. Similarly, the smaller 

effective Zn3d IMFP of 1.15 nm will result in smaller values for the spatial extent 𝑧𝑧𝑏𝑏𝑏𝑏 of the band-

bending potential. As shown in Figure S8, the 𝑧𝑧𝑏𝑏𝑏𝑏 values optimized with Zn3d peak simulations 

using the effective IMFP as input parameter are roughly a factor of two smaller compared to the 

PSM results – irrespective of the potential shape. Therefore, the key finding of nanoscale potential 

confinement in ZnO nanostructures is supported by both the SSM and the PSM approach.  

 

 

Figure S6| Comparison of XPS signal attenuation for photoelectrons emitted from a planar 
surface (a) and a single sphere (b). The thickness d defines the surface-near region in which a 
characteristic material property (e.g. adsorbates or band-bending potential) exists. For 
simplicity, only photoemission parallel to the detector axis z is considered. (c) Definition of the 
parameters and labels used in the numerical single-sphere XPS signal simulation. 
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Figure S8| Comparison of the band-bending potential depth 𝑧𝑧𝑏𝑏𝑏𝑏 retrieved by numerical Zn3d 
XPS simulations using the standard IMFP (blue squares), and the effective IMFP (red 
triangles), deduced from the single sphere model.  

Figure S7| Simulated XPS intensity as a function of radial starting position using the IMFP of 
(a) O1s and (b) Zn3d (b) photoelectrons. The signal attenuation predicted by the SSM (blue 
lines) is compared to the signal evolution expected from a PSM with identical IMFP (black 
lines). Fits of the SSM trace to a mono-exponential decay function (red dashed lines) yield the 
effective IMFP. 
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5.2 Nanoscale Confinement of Photo-Injected Electrons at Hybrid 

Interfaces 

Hybrid functional materials promise enhanced electronic properties for light-harvesting applications 

in photovoltaics and photocatalysis. To fully realize their potential, detailed knowledge of 

photoinduced effects at their interfaces on microscopic length and time scales is required. Two N3-

dye sensitized model systems based on ZnO and TiO2 electrodes have been extensively studied in 

the time-domain. There is ongoing debate about the relatively weaker performance of ZnO compared 

to TiO2. In both systems, an optical HOMO-LUMO excitation of the N3 dye leads to a MLCT singlet 

state of the system. Mobile charge carriers in TiO2 appear on the sub-ps timescale92 but they are 

delayed for the ZnO electrode by ~300 ps.41,42,47,87 Two possible explanations for this intermediate 

state preceding the emergence of mobile CB electrons in ZnO have been suggested: intersystem 

crossing from the singlet to the triplet state within the dye49–51 or an ICT configuration41–44,47 where 

the electron has left the dye and resides at the dye-ZnO interface. An ultrafast TRXPS study presents 

evidence for the ICT scenario using constrained density functional theory to interpret transient 

signals of the dye.45 Moreover, the combination of different ultrafast spectroscopic methods, 

accessing electron donor and acceptor side separately, presents strong evidence for the ICT.41,42 The 

TRXPS study presented in this section shows dye oxidation and electron injection into the ZnO CB 

as two distinct events with clearly different timescales, for the first time within one experimental 

scheme. This further corroborates an ICT configuration as the reason underlying the delay in the 

charge injection from N3 dye into ZnO. 

Another potential explanation for the superior performance of TiO2 is its factor of ~10 larger 

permittivity compared to ZnO, leading to enhanced screening of photo-injected charges. While this 

electrostatic interaction between dye cation and injected electron has been suggested as 

detrimental,42 there is evidence that electron mobility and other benchmarks such as dye-SC energy 

level alignment cannot explain the difference in performance.47,183,184 Moreover, in a functioning 

DSSC the lifetime of the HOMO hole on the dye should also be reduced compared to a UHV study 

due to the presence of the electrolyte replenishing the missing (photo-injected) electron. 

The presented study finds downward band bending within the outermost 6 nm of the ZnO 

nanocrystalline film that is enhanced by the photo-injected charges. The mobile charges are expected 
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to be confined within this surface region while laterally mobile. A surface-near electron transport 

could potentially explain efficiency shortcomings of the ZnO-based device. Both, the usually more 

defect-rich surface region (compared to the bulk) as well as close proximity to the electrolyte could 

present trapping sites or open additional loss channels. 

While pump-probe spectroscopy using ultrashort pulses provides temporal insight into charge 

transfer processes, retrieving spatially and temporally resolved information and especially the 

combination of the two is even more desirable. Ambient pressure XPS in the tender X-ray regime 

has been used to investigate liquid-solid interfaces relevant for photo-electrochemical cells (PEC) 

where it can access the crucial electronic potentials of electrolyte and SC electrode. Depth-resolved 

insights into the electrochemical double layer and type and width of SC band bending on the ~10 nm 

scale are accessible by varying the applied bias over the interface.59–61 While section 5.1 

demonstrates that soft X-ray XPS can access nanometer length scales of band bending in 

nanostructured ZnO, the work presented in this section is extending this method to the time-resolved 

domain. The retrieved spatio-temporal information on the photoinduced charge transfer at the N3-

ZnO interface includes the position of the photo-generated hole on the N3 dye relative to the 

interface, and the electron injected into the ZnO CB, as well as the timescales associated with the 

injection from the ICT configuration into the ZnO CB, and eventually, the subsequent recombination 

of the CB electron with the dye HOMO hole. 

The following publication is reprinted with permission from J. Phys. Chem. Lett. 2021, 12, 49, 

11951–11959. Copyright 2021 American Chemical Society.  
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ABSTRACT: A prerequisite for advancing hybrid solar light harvesting systems is a
comprehensive understanding of the spatiotemporal dynamics of photoinduced interfacial charge
separation. Here, we demonstrate access to this transient charge redistribution for a model hybrid
system of nanoporous zinc oxide (ZnO) and ruthenium bipyridyl chromophores. The site-
selective probing of the molecular electron donor and semiconductor acceptor by time-resolved X-
ray photoemission provides direct insight into the depth distribution of the photoinjected
electrons and their interaction with the local band structure on a nanometer length scale. Our
results show that these electrons remain localized within less than 6 nm from the interface, due to
enhanced downward band bending by the photoinjected charge carriers. This spatial confinement suggests that light-induced charge
generation and transport in nanoscale ZnO photocatalytic devices proceeds predominantly within the defect-rich surface region,
which may lead to enhanced surface recombination and explain their lower performance compared to titanium dioxide (TiO2)-based
systems.

Nanostructured metal oxide semiconductor materials
coupled to light-harvesting adsorbates are key compo-

nents in sunlight-to-power and sunlight-to-fuel conversion
schemes. Examples include photochemical cells for solar water-
splitting and hybrid photovoltaics based on heterojunctions
between molecular, quantum-dot, or nanoplasmonic sensitizers
and transition metal oxide semiconductor electrodes.1−6 These
systems combine superior solar light absorption in the
adsorbates with high photocatalytic activity of the substrates
and the heterogeneous design enables spatial separation of
oxidation and reduction half-reactions. Yet, observed efficien-
cies consistently lack, often substantially, behind theoretical
limits. Understanding the photoinduced electron transfer and
relaxation dynamics between sensitizers and semiconductor
acceptors is crucial for advancing photocatalytic efficiency.
This challenge encompasses the full photocatalytic reaction
cycle: ultrafast charge injection, carrier transport and interfacial
charge relaxation, as well as trapping at defect centers within
the nanoporous semiconductor network. The complex inter-
play of these microscopic processes, and the vast range of
relevant time and length scales, render it difficult to
unambiguously identify reaction bottlenecks that limit the
overall device performance.7,8

The time scale of the initial charge separation at the interface
plays a decisive role and has been extensively studied, mainly
with all-optical techniques that monitor the transient electronic
state of the sensitizer and the appearance of free electrons
inside the semiconductor.9−16 However, very little is known
about the underlying transient interfacial charge density
redistribution, associated band structure modifications, and
their spatiotemporal evolution within the first few nanometers

below the surface. The band structure at the interface can be
different from the bulk due to local space-charge imbalances
that affect all energy levels near the surface. This potential
energy landscape can either enhance interfacial charge
separation of injected electrons (upward band bending) or
favor their confinement and localization near the surface
(downward band bending).17 Since the near-surface region
represents a significant volume fraction of nanostructured
systems, it is the main gateway between localized photoexcited
states on the sensitizers and delocalized charge distributions in
the semiconductor that drive chemical reactions.
The hybrid interface between nanostructured ZnO and N3

(cis-bis(isothiocyanato)bis(2,2′-bipyridyl-4,4′-dicarboxylato)-
ruthenium(II)) dye molecules offers a model system for
understanding the complex interaction of photoinduced charge
injection, separation, and transfer. ZnO-based nanomaterials
are important components in photocatalytic devices,18 and N3
is one of the most widely studied molecular sensitizers for
hybrid light harvesting systems.19,20 Thus, a more detailed
understanding of the photoinduced electronic dynamics in
N3/ZnO heterosystems provides technologically pertinent
benchmarks for a variety of photoelectrochemical applications.
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Here, we directly monitor the photoinduced electron
dynamics and ensuing transient modulations of near-surface
potential gradients in the interfacial region of this prototypical
hybrid light harvesting system with picosecond time-resolved
X-ray photoelectron spectroscopy (trXPS). Our model system
consists of an N3 dye monolayer chemisorbed on a sintered
film of ZnO nanoparticles with an average particle diameter of
∼15 nm (see the Supporting Information (SI), section A).
Element-specific trXPS probes the transient interfacial
electronic structure after optical excitation site-selectively
from the molecular electron donor (C 1s/Ru 3d) and the
semiconductor acceptor (Zn 3d) with picosecond temporal
resolution and nanometer spatial sensitivity.
The measurements provide detailed information on the

spatial distributions of both electrons and holes across the
interface during the photoinduced charge transfer and
recombination on time scales ranging from tens of picoseconds
up to several microseconds. Nanoscale confinement of
photoinjected electrons within <6 nm from the semiconductor
surface is deduced from transient changes in the surface
potentials, which are revealed by line shape modulations and
spectral shifts of the Zn 3d photoemission. The C 1s/Ru 3d
response of the molecular donor exhibits an additional
transient shift due to the impact of the (electronic) hole

located on the photo-oxidized dye. A charged capacitor model
is used to describe the charge-separated state at the N3/ZnO
interface, from which the average distance of the hole density
from the substrate surface is estimated to ∼0.3−1.2 nm. This
range is in agreement with the location of the highest occupied
molecular orbital (HOMO), from which the injected electron
is removed. Furthermore, strong evidence is provided that
electron injection into the ZnO conduction band (CB)
proceeds via a two-step process involving an intermediate
interfacial charge transfer (ICT) configuration. The existence
of such transient ICT states has previously been sug-
gested9−12,21−24 but has been in competition with a two-
state injection model, where intramolecular relaxation by
intersystem crossing precedes electron transfer to the
substrate.25−27

The results provide comprehensive insight into the
spatiotemporal evolution of the photoinduced interfacial
charge redistribution. Both the intermediate ICT configu-
rations as well as the confinement of injected electrons in the
defect-rich surface region of the nanostructured substrate
significantly increase the odds for charge recombination and,
thus, contribute to the challenges of using ZnO as electrode
material in solar light harvesting applications. The lifetime of
the ICT intermediate as well as the range of electron-dye

Figure 1. Signatures of photoinduced charge transfer in trXPS spectra of N3/ZnO heterojunction. (a) N3-dye C 1s/Ru 3d and (b) substrate Zn 3d
trXPS spectra obtained with hv = 888 eV and hv = 614 eV, respectively. Blue circles are the ground state (GS) spectra; red circles represent the
excited state (ES) measured at a pump−probe delay of Δt = 2 ns after 532 nm laser excitation. Solid lines correspond to constrained multipeak
Gaussian fits for C 1s/Ru 3d and fits to an asymmetric Gaussian for Zn 3d. The color-coded schematic of the N3 dye molecular structure in the
inset indicates the different contributions to the C 1s/Ru 3d spectrum. (c) Residual after subtracting the C 1s/Ru 3d GS spectrum shifted by ∼180
meV to higher EB from the ES spectrum. (d) Minimum residual for the Zn 3d photoemission line using the same approach. The distinct bimodal
shape indicates significant ES spectral broadening. The orange line is the minimum difference spectrum obtained by including a spectral broadening
of ∼65 meV in addition to a rigid shift of ∼60 meV.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter
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cation recombination time scales determined here by trXPS are
in reasonable to good agreement with values derived in
previous time-resolved optical and THz spectroscopy stud-
ies.9,10,14,23

In the trXPS experiment, the heterojunction is excited by
∼10 ps long laser pulses at a wavelength of 532 nm, and the
photoinduced dynamics are probed using a monochromatized
soft X-ray pulse train from the Advanced Light Source (ALS),
see Experimental Section for details. Figure 1 compares C 1s/
Ru 3d (a) and Zn 3d (b) trXPS spectra associated with the
N3-dye and the ZnO substrate, respectively. Data (circles)
were recorded before (blue) and Δt = 2 ns after (red) resonant
HOMO−LUMO (lowest unoccupied molecular orbital)
excitation of the dye with a 532 nm, 1.1 mJ/cm2 laser pulse,
leading to an estimated 6% excitation fraction (see section G of
the SI). Details of the fit procedures (solid lines) and the
decomposition of the C 1s/Ru 3d spectrum21,28 are described
in section B of the SI. For both regions, the excited-state (ES)
spectrum is shifted to higher binding energies (EB) compared
to the ground state (GS) spectrum. However, the ∼180 meV
photoinduced shift of the N3-related C 1s/Ru 3d photo-
emission lines is significantly larger than the corresponding Zn
3d shift of only ∼65 meV.
The photoresponses of the two sides of the heterojunction

also differ in their line shape dynamics. The C 1s/Ru 3d ES
spectrum is well described by a rigid shift of the GS spectrum.
Figure 1(c) shows the difference between the C 1s/Ru 3d ES
spectrum and the GS spectrum shifted by 180 meV to higher
EB, indicating good agreement within the signal-to-noise ratio
of the experiment. Note that this rigid shift does not exclude
smaller differential shifts between C 1s and Ru 3d as previously
found for Δt ≤ 1 ps.21 In contrast, a similar approximation for
the ES Zn 3d spectrum by a shifted GS spectrum yields a
significant residual (black line in Figure 1(d)), which points
toward an additional line shape change. This effect is captured

by including a spectral broadening of the GS spectrum in
addition to a shift, as indicated by the corresponding orange
residual in Figure 1(d). Figure S3 in section B of the SI
illustrates and analyzes the signatures of shift and broadening
effects in the Zn 3d spectrum in greater detail. We emphasize
that no laser-induced changes in the Zn 3d position or shape
are observed for bare ZnO electrodes under laser excitation
conditions identical to those of the dye-sensitized samples (see
SI section D). This excludes photoinduced electron−hole pair
generation within ZnO, mediated by defect levels within the
3.30 eV bandgap, as an explanation for the observed Zn 3d
trXPS response.29−31 Thus, the origin of transient modulations
in the Zn 3d line shape shown in Figures 1 and 2 must be
directly connected to heterogeneous charge transfer across the
N3/ZnO interface.
Fitting the pump−probe-delay-dependent C 1s/Ru 3d and

Zn 3d photolines with a set of model functions provides the
temporal evolution of spectral shifts and peak widths as a
function of pump−probe delay (see section B of the SI for
details). The results are displayed in Figure 2(a). Time-
dependent shifts of the C 1s (red) and Zn 3d (blue) peaks are
shown along with changes in the full-width-at-half-maximum
(fwhm) of the Zn 3d peak (green). Symbols represent the peak
shifts and widths, solid lines indicate fit results based on a
coupled rate equation model of the time-dependent electron
populations in the N3 LUMO, at the surface (ICT states), and
in the ZnO CB. The model is schematically summarized in
Figure 2(b) (see section H of the SI for details). It describes a
sequential pathway, whereby the initial HOMO−LUMO
excitation (k1) decays to form an ICT configuration (k2),
from which electrons are released into the ZnO CB (k3).
Possible electron-dye cation recombination pathways from all
these intermediates are taken into account. In particular, back-
transfer and recombination of electrons injected into the ZnO
CB is described by three independent exponential decays (k5,a,

Figure 2. (a) Temporal evolution of the trXPS response. C 1s (red diamonds) and Zn 3d (blue squares) photoelectron energy shifts and Zn 3d
photoline fwhm change (green triangles) as a function of pump−probe delay (note the transition from a linear to a logarithmic delay axis for Δt >
3 ns). Solid lines are the results of fits to a coupled rate equation model schematically illustrated in (b). Photoinduced HOMO−LUMO excitation
(k1) in the dye (red) is followed by the population (k2) of an ICT configuration (blue) and by subsequent electron injection (k3) into the ZnO CB
(gray). Recombination of the injected electrons with the dye HOMO holes (h+) involves three rates (k5,a, k5,b, k5,c), corresponding to the three
slopes discernible for delays >4 ns in (a). The inset in (a) (using normalized amplitudes) highlights the delayed onset of the ZnO responses relative
to the N3-dye related response due to the intermediate population of the ICT state. The model is described in more detail in section H of the SI.
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k5,b, k5,c). The C 1s and Ru 3d peaks exhibit identical time-
dependent shifts and no broadening within the experimental
uncertainty (see SI section B). Thus, we limit our discussion of
the molecular response to the energy shifts of the C 1s lines
associated with the dye. The inset in Figure 2(a) shows a
magnified view of the region near zero pump−probe delay
using normalized amplitudes to highlight differences in
dynamic trends.
A key observation is that the changes in the Zn 3d shift and

fwhm remain correlated throughout the entire lifetime of the
photoinduced effects, from their sub-ns emergence to their
final disappearance, ∼6 μs after optical excitation. The
interpretation of these results requires a more detailed
understanding of the composition of the Zn 3d spectrum
and how it is affected by the photoinduced dynamics.
Generally, XPS spectra of condensed phase materials contain
contributions that emerge, most intensely, from the surface
and, with decreasing intensity, from various depths within the
material (Figure 3(a)). Previous steady-state studies have
demonstrated that the decomposition of XPS signal con-
tributions from different depths can be used to reconstruct
interfacial potential energy surfaces.32−35 As described in the
following, we translate this approach into the time domain to
monitor the temporal evolution of the near-surface potentials
in the ZnO substrate as a result of the photoexcitation of the
interface (Figure 3(b)). The technique is based on modeling
the space-charge-induced fields and corresponding electronic
structure of the hybrid junction in both the ground and excited
states.
The GS band structure of the nanostructured ZnO substrate

has been characterized by steady-state ultraviolet photo-
emission spectroscopy (UPS) and XPS32 and agrees with
previously observed downward band bending for bare and
hydroxylated ZnO single crystals under comparable vacuum
conditions.36,37 Subsequent N3 adsorption has no significant
impact on the semiconductor band structure (see SI section
C). Therefore, the N3/ZnO heterojunction is characterized by
the same surface potential as the bare ZnO substrate, which is
schematically illustrated in Figure 3(a). The GS band bending
Vbb
GS(z) has a maximum at the surface Vbb,max

GS = Vbb
GS(z = 0) =

0.79 ± 0.03 eV and is approximated by a cubic depth profile

according to = · −( )V z V( )bb
GS

bb
GS z z

z,max

3
bb
GS

bb
GS , as reported in detail

in ref 32. Here, zbb
GS = 5.1 ± 0.7 nm indicates the distance from

the surface (z = 0) at which the electronic bands reach their
bulk value. Note that this depth is the asymptotic limit of the
band bending region, while the 1/e equivalent decay depth of
the potential is zbb

dec ≈ 1.5 nm. This band structure effectively
represents a potential well for photoinjected electrons. We
note that the significant band bending determined here and in
ref 32 is not necessarily expected for nanostructured
semiconductors38 and makes surface properties (rather than
those of the bulk) highly relevant for electron transport and
photocatalytic activity of nanoporous ZnO.29 The pronounced
band bending Vbb(z) inside the ZnO electrode has significant
impact on the measured Zn 3d line shape, as the escape depth
of the Zn 3d photoelectrons in the soft X-ray region is
comparable to zbb

dec. The downward band bending results in a
depth-dependent binding energy at different distances from the
interface. This effect induces notable spectral broadening of
the Zn 3d line shape and, conversely, opens up the possibility
to reconstruct near-surface potential energy changes from an
analysis of the Zn 3d line shape and peak shift. The depth-
dependent surface potential analysis also provides access to the
corresponding spatial distribution of the photoinjected carrier

density Δne(z) via the Poisson relationship ∝ n z( )V z
z e

d ( )
d

bb
2

2 ,

where ne(z) is the electron density in the ZnO near-surface
region. The validity of the model illustrated in Figure 3 to
assess transient electron density distributions in the substrate
CB is confirmed by performing experiments at two significantly
different photon energies, leading to different line broadenings
and shifts, but the same physical conclusion, as outlined in the
following. The shape of the potential has been extensively
tested against possible alternatives, as described in ref 32,
clearly identifying the cubic depth dependence as the most
likely scenario.
As illustrated in Figure 3(b), interfacial charge redistribution

initiated by electron injection from the excited N3 dye into the
semiconductor amplifies the pre-existing internal electric field,
leading to an increased downward band bending of the
electronic levels and, therefore, a shift to higher binding

Figure 3. Schematic illustration of band bending effects in the Zn 3d line shape. The near-surface potential Vbb(z) (pink) within the ZnO space-
charge region determines the binding energies of contributions from various depths (orange) to the overall Zn 3d XPS signal for both the ground
state (a) and the photoexcited N3/ZnO junction (b). Light-induced charge injection enhances the pre-existing internal field and induces further
downward band bending ΔVbb, which is larger than the apparent Zn 3d peak shift ΔEB(Zn 3d) due to the averaging over different photoemission
signals within the XPS probing depth. The correlation between XPS peak shifts and broadening encodes the spatial profile of Vbb(z), which is
retrieved by comparison of the Zn 3d photoemission feature to numerical simulations (Figure 4).
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energies and further broadening of the Zn 3d envelope. These
correlated effects are used to quantify the photoinduced band
bending dynamics at the molecule−semiconductor interface. A
detailed description of this analysis is provided in section F of
the SI. A key benchmark that connects the measured trXPS
spectra with the functional form of Vbb

ES(z) is the relation
between the spectral shifts, ΔEB, and the spectral broadening,
Δfwhm, as illustrated in Figure 4. Shown are the observed

excited state ΔEB(Zn 3d) vs Δfwhm relations at X-ray photon
energies of hv = 614 eV (red diamonds) and hv = 320 eV (blue
squares), along with the results of a simulation (solid lines).
The weak optical excitation of the N3 dyes for our
experimental conditions (≈6%, SI section G), induces
relatively small modifications of Vbb

GS(z). We therefore assume
the same functional form for the photoexcited state potential of
the heterojunction as for the ground state, i .e. ,

= × −( )V z V( )bb
ES

bb
ES z z

z,max

3
bb
ES

bb
ES . Note that the cubic form of

Vbb(z) corresponds to a linear depth dependence if the
electron density ne(z) via the Poisson relationship. Using this
potential shape and a convolution of spectral contributions
from different depths z as described in section F of the SI, a
global parameter optimization results in the solid lines shown
in Figure 4. Best agreement between the simulation and the
two measurements is achieved for Vbb,max

ES = 0.89 ± 0.04 eV and
zbb
ES = 4.1−0.8

+1.5 nm (error limits indicate the parameter range
where the χ2 value of the fit is less than twice its minimum).

This means that the interfacial electron injection further
enhances the downward bending of the electronic levels below
the ZnO surface by ∼100 meV. Simulation results for the
upper and lower bounds for zbb

ES are indicated by dash-dotted
and dashed lines, respectively, in Figure 4, demonstrating the
sensitivity of the ΔEB(Zn 3d) − Δfwhm correlation to small
changes in zbb. The two different photon energies used to
record the data sets in Figure 4 translate into a ∼40%
difference in XPS sampling depth39 (SI section F). The
combination of both data sets therefore provides a rigorous
test for evaluating the spatial dependence of Vbb

ES(z). As
expected, the hv = 320 eV data exhibit larger peak shifts and
less spectral broadening due to the smaller probing depth at
this lower photon (and therefore electron kinetic) energy.
Due to the Poisson relation between potential gradients and

charge carrier densities, the injected charge carrier distribution
Δne(z) must be spatially confined to z ≤ zbb

ES, i.e., to a
maximum depth of ∼6 nm below the dye−semiconductor
interface. This upper limit for the electron’s penetration depth
accounts for the uncertainty in the determination of zbb

ES based
on a planar sample surface model, while an isolated single
sphere model would yield an even smaller value.32 The actual
surface topography of the ZnO films likely lies in between
these two limiting cases.
We now turn to the interpretation of the transient C 1s peak

shifts ΔEB(C 1s) associated with the molecular component of
the hybrid junction. Electronic states in chemisorbed
monolayers experience the full change of the surface potential
ΔVbb.

40 Thus, the observed maximum C 1s peak shift ΔEB(C
1s) = 180 meV (Figure 2(a), delay Δt = 2 ns) consists of two
c on t r i b u t i o n s , t h e s u r f a c e p o t e n t i a l c h a n g e
Δ = −V V Vbb bb

ES
bb
GS

,max ,max ≈ 100 meV and a residual shift
ΔEN3 = ΔEB(C 1s) − ΔVbb ≈ 80 meV. We attribute ΔEN3 to
the molecular response, representing the interfacial potential
drop (IPD) between the oxidized N3 dye molecules and the
ZnO surface. Quantitative analysis of the IPD provides direct
access to interfacial charge configurations on a (sub)nm scale.
The IPD of a layer of charged molecules adsorbed to a solid
substrate is approximated by a modified parallel-plate capacitor
model that takes into account the charge density and dielectric
properties of the molecules, as well as the average distance of
the molecular charges from the surface.41 Conversely, the
distance of the charges from the substrate can be estimated
from a known charge density and IPD. As described in section
G of the SI, this procedure results in an estimate for the hole
distance from the ZnO surface of ∼0.3−1.2 nm. This estimate
corresponds approximately to the position of the Ru center
atom and NCS groups, where most of the amplitude of the
HOMO is located,21 relative to the surface. In the photo-
oxidized state of the dye, the hole density distribution is
expected to closely resemble the HOMO density distribu-
tion.21 Values for the total height of the dye with respect to the
substrate surface lie between 1.0 and 1.3 nm for different
anchoring geometries on TiO2,

19,42 which is compatible with
the retrieved hole-surface distance based on IPDs.
The interpretation of ΔEN3 as the result of charge transfer

from the dye to the substrate is corroborated by a trXPS study
of photoexcited N3 molecules adsorbed on a gold substrate
(see SI section I). Here, direct electron injection into the metal
substrate and efficient screening of the injected charges is
expected, corresponding to an immediate spectroscopic
response from the ionized dye. Indeed, the C 1s/Ru 3d

Figure 4. Evidence for nanoscale confinement of injected electrons at
the interface. The correlation between the light-induced Zn 3d XPS
peak shifts and broadening measured with hv = 614 eV (red
diamonds) and hv = 320 eV (blue squares) is compared to numerical
simulations with a cubic band shape approximation for Vbb

ES(z). A
global parameter optimization on both data sets (solid lines) reveals a
maximum spatial extent of the potential gradient below the ZnO
surface of zbb

ES = 4.1−0.8
+1.5 nm, and a light-induced modulation of the

surface potential of ΔVbb = 100 ± 20 meV. The high spatial sensitivity
of the modeling is demonstrated by comparing the data with
predicted correlation traces for zbb

ES variations according to its
indicated uncertainty margins (dashed and dashed-dotted lines).
Since the light-induced changes of Vbb(z) are directly linked to the
injected charge density via the Poisson relation, these limits for the
potential depth also restrict the spatial distribution of the injected
charge carries Δne(z) to the same length scale at the N3/ZnO
interface.
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photolines in the N3/Au system exhibit an instrument-limited
response similar to ΔEN3(Δt) (see SI Figure S10). The
molecular response of the N3/ZnO system also appears within
the instrument response function (IRF) of the experiment.
The IRF-limited onset of the dye oxidation strongly favors the
fast population of intermediate ICT configurations, rather than
intramolecular relaxation within a two-state model, as the
reason for the previously observed delayed generation of free
charge carriers in the ZnO CB.9,10,23

Closer inspection of the early time dynamics reveals a
delayed rise of the ZnO-related trXPS signals compared to
ΔEN3; see the inset in Figure 2(a). In this context, it is
important to note that the excited electrons have to reside
inside the ZnO semiconductor to alter the space-charge balance
and the resulting internal potential Vbb(z).

17,29,30,33,40,43,44 The
combination of the instantaneous dye oxidation described
above and the delayed response of ΔEB(Zn 3d) therefore
provides clear evidence for a transient retention of the excited
charge carriers in ICT states, before their release into the CB,
on an overall time scale of ≲1 ns. These findings align with
previous observations of delayed charge separation due to the
intermediate population of ICT configurations.9,10,12,21 Within
this framework, ΔEB(Zn 3d) and (ΔEB(C 1s) − ΔEN3) are
solely governed by the time-dependent electron population in
the CB of ZnO, PCB(t), whereas ΔEN3 is defined by the net
hole population in the N3 monolayer. Since population of ICT
states (PICT(t)) from HOMO−LUMO excited states is much
faster than both intramolecular relaxation and the instrument
response,10,15,21,45 the hole population on the N3 dye
molecules can be approximated by PH(t) ≈ PCB(t) + PICT(t).
Based on these dynamic electron populations (Figure 5), fits to
first-order coupled rate equations are used to determine the
mean ICT state lifetime from the transient energy shifts at Δt
< 3 ns (SI section H). The extracted ICT decay constant of
300 ± 80 ps is consistent with time scales reported previously
for injection intermediates at the N3/ZnO interface.9,10,23,46

We note that ΔEN3(t) = ΔEB(C 1s)(t) − ΔEB(Zn 3d)(t) (not
shown) exhibits indications for an overshoot of several tens of
meV immediately after photoexcitation, which vanishes on the
same time scale as the ICT lifetime. This effect is consistent
with previous observations that ICT states in the N3/ZnO
system may, in addition to charge separation, also decay via
electron−hole recombination on the dye.10 Unfortunately,
however, the density of data points in this time delay region is
not sufficient to provide a quantitative estimate for the ratio of
ICT decay by electron−hole recombination and charge
injection into the ZnO CB.
We emphasize that the sensitization time of the ZnO

electrodes was restricted to 3 min in order to exclude any
surface degradation by dissolution of Zn ions from the
electrode and formation of N3−Zn2+ aggregates.15 The
observation of ICT state signatures in our work therefore
establishes intermediate steps in the charge injection process as
an intrinsic property of the pristine N3/ZnO interface. A
recent valence photoemission study places the ICT state’s
center ∼0.2 eV above the CB minimum at the surface with a
spectral width of ∼0.8 eV.24 Combined with the excited-state
downward band bending of ∼0.89 ± 0.04 eV deduced here, it
follows that even initially injected “hot” electrons are not able
to overcome the potential barrier separating the surface and
core regions of individual nanoparticles of the ZnO nano-
porous network. This distinct near-surface potential landscape
points toward an anisotropic carrier mobility, with strong

confinement normal to the surface. Time-resolved THz and IR
absorption studies9,12,23 clearly indicate the existence of mobile
charge carriers in the ZnO CB as a result of electron injection,
but the results presented here show that these electrons do not
penetrate into the nanoparticle bulk for particle sizes beyond
∼15 nm. Thus, the most likely scenario for charge transport in
such semiconductor substrates is lateral carrier diffusion along
the interface.36 This has general implications for ZnO-based
photocatalytic devices, since near-interfacial diffusive transport
of photoexcited carriers through nanoporous networks may
activate additional surface-recombination pathways. These
findings represent a possible explanation for the lower
efficiencies of N3/ZnO devices compared to their TiO2-
based counterparts. We note that additional measurements on
N3/TiO2 systems would be required for a more quantitative
comparison. Generally, however, smaller band bending effects
would be expected for TiO2 nanoparticles due to the
significantly higher dielectric constant of TiO2 compared to
ZnO.23,47

The long-term dynamics of the Zn 3d and C 1s energy shifts
in Figure 2(a) are well approximated by the sum of three
exponentially decaying contributions (see SI section H), with
relaxation times (relative amplitudes) of 10 ± 5 ns (40%), 100
± 30 ns (30%), and 2.0 ± 0.3 μs (30%). These few-ns to few-
μs time scales fall within the range of recombination times
previously observed for N3/ZnO junctions.14 The appearance
of three distinct recombination time scales, rather than a single
stretched exponential decay, may point to the existence of
distinct recombination pathways rather than a continuous

Figure 5. Spatiotemporal dynamics of the light-induced charge
redistribution. (a) Schematic of the electron injection and
recombination channels involved in the transient charge generation
at the N3/ZnO hybrid interface. A lifetime of ∼300 ps for the ICT
states is derived from a fit of the delayed onset of the Zn 3d response
shown in Figure 2(a) to a coupled rate equation model for sequential
2-step injection. The long-term (≥10 ns) relaxation time scales are
determined by a fit of the ns−μs dynamics in Figure 2(a) to a
triexponential decay. (b) Modulation of the CB minimum within the
surface-near region of the ZnO nanoparticles (orange) and spatial
distribution of the injected charge density Δne(z) at t = 2 ns (blue,
deduced from numerical modeling of the data as shown in Figure 4).
(c) Time-dependent population of HOMO electrons (PH(t)), ICT
states (PICT(t)) and the ZnO CB (PCB(t)) (IRF = instrument
response function; populations are normalized to the number of
excited electrons). (d) Illustration of the charge injection and
recombination dynamics, using the energetically most favorable N3
adsorption geometry on a model ZnO(101̅0) surface.
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distribution.48 Further studies on ZnO electrodes with
different types of impurities and well-controlled concentrations
are necessary to reliably link individual decay times to specific
recombination pathways, which is beyond the scope of this
study.
The sequence of microscopic processes and their associated

length scales that enable charge generation at the photoexcited
N3/ZnO hybrid junction is schematically summarized in
Figure 5: (a) Ultrafast HOMO−LUMO excitation of the dye
(1) is followed by rapid (<500 fs) electron transfer to the ICT
state (2). The ICT states depopulate on an overall time scale
of ∼300 ps by either transport of electrons into the CB of the
ZnO nanoparticles (3), leading to a modulation of the electric
field inside the space-charge region, or electron−hole
recombination (4). The recombination of injected electrons
with the N3 HOMO-hole (5) proceeds through several
relaxation pathways involving multiple time scales.14

The results presented here demonstrate the capability of
trXPS to gain nanoscale insight into transient charge carrier
distributions at complex interfaces. Both the injected electron
density distribution (Figure 5(b)) and the appearance and
location of the HOMO hole remaining on the sensitizer are
simultaneously characterized through the near-surface poten-
tial Vbb(z) and the interfacial potential drop, respectively. Note
that, principally, trap states and their spatial distribution within
the sample could have an impact on the reconstructed electron
densities. However, as discussed in sections C and D of the SI,
no direct evidence for trap states has been detected in either
the bare or the sensitized sample. The fact that the same cubic
potential depth profile, corresponding to a linearly varying
electron density distribution, successfully describes the trXPS
results for two different photon energies with two significantly
different probing depths (Figure 4), further indicates that trap
states, if present, are unlikely to lead to significant deviations
from the distributions outlined in Figure 5(b).
The delay between the appearance of the HOMO hole and

the modifications of Vbb(z) provides strong evidence for the
intermediate population of ICT configurations (Figure 5(b),
(c)), as the root cause for delayed charge injection.
Quantitative insight into Vbb(z) reveals that the photoinjected
electrons themselves enhance the already strong confinement
along the surface normal within a <6 nm wide region by
increasing the ≈0.79 eV potential well depth of the ground
state by an additional ≈100 meV. This finding is crucial for
ZnO-based device designs, as the surface region of nano-
structured ZnO electrodes seems to play a key role in
facilitating charge transport. We note that the introduction of
electrolyte environments in working devices may have some
impact on the interfacial dynamics. However, as outlined in ref
32, the pronounced band bending in the ground state ZnO
substrate is the result of electron transfer doping from surface
hydroxyl groups, formed upon contact of background water
molecules with the ZnO surface. The study also strongly
suggests that under the conditions of the trXPS experiment,
the surface is fully hydroxylated. Thus, it is not clear how
pronounced the impact of additional electrolyte molecules in
the vicinity of the interface would be, but it would likely
depend on their chemical nature. Future in-operando studies of
complex hybrid systems, especially in the presence of
electrolytes and with externally biased electrodes, feasible via
ambient pressure trXPS, hold great potential to give a more
complete picture of the spatiotemporal dynamics of carrier

transport across these technologically pertinent interfaces
under realistic working conditions.33,34

■ EXPERIMENTAL SECTION
Methods. The trXPS experiments were performed at Beamline
11.0.2 of the Advanced Light Source (ALS), using the HPPES
(High Pressure Photoemission Spectroscopy) endstation49 in
combination with a previously described time-tagging
approach to enable picosecond time-resolved measure-
ments.44,50,51 The ALS was operated in two-bunch mode
with an X-ray pulse spacing of 328.2 ns and an X-ray pulse
duration of ∼70 ps. The 532 nm output of the pump laser
system provided 10 ps long pulses at a repetition rate of 126.9
kHz and was synchronized to the ALS X-ray pulse train.50,51

The X-ray beam was focused to a spot size of AX = 70 × 65
μm2, whereas the laser spot size was adjusted to AL = 165 ×
210 μm2. Spatial overlap was achieved and maintained with an
accuracy of <10 μm. The pump wavelength of 532 nm
matched the absorbance maximum of the N3 dye in the visible
regime (see SI Figure S1(c)) and the employed pulse fluence
of Fp = 1.1 mJ/cm2 corresponded to an excitation probability
of ≈6% (see section G of the SI for details).
Sample Characterization. Details of the nanocrystalline ZnO

electrode preparation, the characterization via scanning
electron microscopy (SEM), and the sensitization process
can be found in section A of the SI.
Statistical Analysis. Details of the composition of the C 1s/

Ru 3d XPS spectrum as well as the fit procedures to extract
energy shifts and line shape broadening effects from C 1s/Ru
3d and Zn 3d spectra can be found in section B of the SI. An
in-depth description of the procedure to retrieve ZnO near-
surface potential gradients by numerical simulation of the Zn
3d XPS spectra is given in section F of the SI.
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A) Experimental details, sample preparation and characterization 
 

ZnO nanoparticles with an average diameter of ~15 nm were prepared according to a procedure 

based on a zinc acetate dihydrate precursor (Sigma-Aldrich) in ethanoic solution.1 Approximately 

0.2 ml of the resulting colloidal suspension was spin-coated (2,000 rpm) onto cleaned 2 x 5 cm2 

FTO glass slides. The films were subsequently dried at 60 °C and sintered in air at 360 °C for 

50 minutes. This procedure yields macroscopically homogenous nanoporous ZnO films (Fig. 

S1(a)), while preserving the nanoscale surface morphology (Fig. S1(b)). The direct bandgap of 𝐸" 

= 3.30 ± 0.01 eV (see Fig. S1(c)) determined via the Tauc method2,3 is consistent with the 

literature.4 Sensitization with N3 dyes (cis-bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'-

dicarboxylato)-ruthenium(II); Sigma-Aldrich) was carried out in ambient atmosphere by 

immersing the (still ~80 °C warm) ZnO films in a 0.2 mM ethanoic solution of N3 for 3 min. The 

resulting dye-sensitized ZnO films were thoroughly rinsed with ethanol to remove excess 

physisorbed molecules and blown dry in a stream of dry nitrogen. The comparably short 

sensitization time of 3 min was chosen to avoid the formation of N3/Zn2+ surface 

complexes/aggregates, which exhibit inefficient electron injection properties and modify the 

surface morphology and electronic structure of the ZnO films due to dissolution of Zn2+ ions.5–8 

While this precaution might be less important for bulk-sensitive measurements, such as all-optical 

studies, it is mandatory for the surface-sensitive trXPS experiments presented here. Samples were 

kept in the dark prior to transferring them into the vacuum chamber for the trXPS experiments 

carried out at a base pressure of ~5·10-8 mbar. We note that samples prepared using these or similar 

techniques have been shown to yield incident photon-to-current conversion efficiencies (IPCE) of 

~18% at ~530 nm.9 

 

During the trXPS measurements, the sample was continuously scanned at a speed of 275 µm/s, 

with a 500 µm spacing between neighboring lines to exclude any modification of the ground-state 

(GS) electronic structure of the N3/ZnO heterojunction due to X-ray- and/or laser-induced damage. 

For the chosen experimental parameters, we do not observe any changes in the transient trXPS 

energy shifts or in the GS XPS line shapes and positions for two consecutive scans across the same 

sample area. We emphasize that fast sample scanning is imperative, since even exposure to 

synchrotron X-ray radiation itself can alter the GS surface-electronic structure of the ZnO 

electrodes, as illustrated for the Zn3d photoline in Fig. S1(d). Similar X-ray-induced effects have 
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been observed in synchrotron-based XPS experiments on single crystalline TiO2 films.10 The C1s 

and Zn3d trXPS pump-probe data shown in Fig. 2(a) of the main text have been acquired in an 

interleaved fashion, i.e. acquiring C1s and Zn3d data at one pump-probe delay before moving to 

the next one. This procedure mitigates any possible influence of long-term experimental drifts on 

the quantitative comparison of the C1s and Zn3d trXPS transients in Fig. 2(a) of the main text. X-

ray photon energy changes required to switch between C1s and Zn3d regions do not affect the 

experiment, as an active feedback loop in the beamline stabilizes the X-ray beam pointing. 

Repeated tests of beam pointing fluctuations indicated a stability and reproducibility of <5 µm in 

horizontal and vertical directions for the two different X-ray energies. 
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B) Peak fitting analysis of the trXPS spectra 
 

Fitting of the C1s/Ru3d spectral region 

The inset in Fig. 1 of the main text illustrates the molecular structure of the N3 dye. Carbon and 

ruthenium atoms are color-coded with corresponding colors used for the Gaussian peaks in Fig. 

1(a) to indicate the different contributions to the C1s/Ru3d XPS spectrum. These peaks together 

with the sum of their Shirley backgrounds (dashed gray line) and a constant offset (~0.1) represent 

the result of a fit (blue line) of the GS spectrum (blue circles). In this fit, the Ru3d doublet (pink) 

 

Figure S1. Characterization of ZnO nanoparticle substrates and N3 sensitizer. a,b SEM images 
of a ZnO nanoparticle film at different magnifications. c UV-Vis absorption spectra of 0.2 mM 
N3 in ethanol (green) and the bare ZnO film (blue, scaled as indicated). The arrow indicates the 
pump wavelength (532 nm) used in the trXPS experiments. The inset highlights the 
determination of the direct bandgap via to the Tauc method (red line). d Zn3d XPS spectra at a 
fixed sample spot as a function of X-ray exposure time. 
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has a fixed peak area ratio of 3/2 between Ru3d5/2 and Ru3d3/2 and a fixed energy splitting of 

4.2 eV.11 The Ru3d5/2 peak appears at the lowest binding energy of 282.0 eV and the less intense 

Ru3d3/2 peak overlaps with  the C1s signals from the bipyridyl rings at 285.5 eV (blue, CCC) and 

286.4 eV (red, CCN). The C1s signal from the thiocyanate groups (cyan, NCS) appears as a high 

binding energy shoulder (287.6 eV) of the main feature, while the carbon in the carboxyl groups 

(green, CCOOH) is subject to valence electron density depletion by the most electronegative 

environment, leading to the highest binding energy C1s component at 289.5 eV. For the fit 

procedure, the peak area ratios of the individual carbon peaks are fixed according to their respective 

number of occurrences within the molecule, i.e. 12:8:2:4 in the order CCC:CCN:NCS:CCOOH. 

Their relative energy separations are fixed to the values reported by Mayor et al,12 except for the 

carboxyl group, which is expected to have a substrate dependent binding energy. The spectral 

widths of the Ru3d doublet and the individual C1s components are free fit parameters, with the two 

bipyridine C1s peaks constrained to have identical FWHM.12 For each data set, this GS fit is applied 

to the average of all data recorded at negative pump-probe delays. Compared to the GS spectrum, 

the only free parameters when fitting the ES spectra (red circles in Fig. 1(a)) are the relative binding 

energy shifts of the Ru3d doublet and the entire C1s emission, and the FWHM of the individual 

peaks as described for the GS. However, in contrast to the Zn3d data, no changes in the spectral 

widths between the GS and ES spectra are observed within the uncertainty of the fits.  
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Fig. S2 shows the resulting C1s (blue diamonds) and Ru3d (green triangles) shifts of the ES relative 

to the GS, which are identical within the experimental range of uncertainty. For improved clarity, 

only the C1s shifts are shown in Fig. 2(a) of the main text, as their determination is more precise. 

 

Fitting of the Zn3d spectral region 

The line-shape of the Zn3d emission is best described by an asymmetric Gaussian function.13 

Fig. 1(b) of the main text shows the GS Zn3d spectrum (blue circles), which is fitted (blue line) 

with an asymmetric Gaussian peak on top of a polynomial background (gray dashed line). The free 

parameters of the asymmetric Gaussian peak fit are the peak area, the binding energy position of 

the maximum, a half-width-at-half-maximum (HWHM) value for the lower binding energy side, 

and an asymmetry factor α (>1) accounting for the broader peak shape on the higher binding energy 

side such that FWHM = HWHM(1+α). The fit results are FWHM = 1.53 eV and α = 1.18 for hν = 

320 eV, and FWHM = 1.88 eV and α = 1.31 for hν = 614 eV. The difference in the Zn3d line-shape 

for the two data sets can be explained by the different energy resolution (beamline and analyzer) 

in the two experiments. 

 

Figure S2. Spectral shifts of C1s, Ru3d, and Zn3d photolines as a function of pump-probe 
delay. The shifts of C1s (blue diamonds) and Ru3d (green triangles) are independent fit results. 
They agree within the uncertainty of the measurement, indicating a uniform shift of the entire 
C1s/Ru3d spectral region associated with the N3 molecule. Zn3d trXPS shifts (red squares) 
from the ZnO semiconductor substrate are displayed for comparison. 
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As described for the C1s/Ru3d spectrum, the GS fit for each Zn3d data set is performed on the 

average of all data with negative pump-probe delays. Each ES spectrum (red circles) is fitted (red 

line) individually with a variable binding energy position and FWHM parameter, while the peak 

area and asymmetry factor are fixed to the corresponding GS fit results. Resulting ES peak shifts 

with respect to the GS (ΔEB(Zn3d)), as well as the difference between ES and GS FWHM fit results 

(ΔFWHM(Zn3d)) are shown in Fig. 2(a) of the main text. In addition to Fig. 1(b,d) in the 

manuscript, Fig. S3 provides a more comprehensive analysis of the photo-induced spectral changes 

of the Zn3d photoemission. Comparing the GS and ES spectra as recorded (Fig. S3(a)), with the 

same color coding as described above, both the shift and the broadening become apparent. Shifts 

to higher EB are visible for both the low- and the high-energy side of the peak, highlighted in the 

right and bottom left insets, respectively. Furthermore, the ES peak broadening effect leads to a 

smaller amplitude of the ES spectrum compared to the GS, as seen in the top left inset in Fig. S3(a). 

Modelling the photo-induced effect by an EB shift alone, as shown in Fig. S3(b), results in a distinct 

residual (bottom). However, a combination of EB shift and spectral broadening of the GS spectrum 

(Fig. S3(c)) adequately describes the photo-induced effects in the ES spectrum, which is reflected 

in a significantly reduced residual. The amplitudes in this residual are similar to the fluctuations 

observed in difference spectra constructed from separate Zn3d spectra acquired with the same data 

acquisition time, but without any laser excitation. 
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Figure S3. Photo-induced changes in Zn3d spectrum. a The data as recorded exhibit a shift 
towards higher binding energies in the ES (red) compared to the GS (blue) spectrum on both 
the high (bottom left inset) and low (right inset) binding energy sides of the Zn3d peak. 
Additionally, a photo-induced peak broadening leads to a decrease in the ES peak amplitude 
compared to the GS spectrum, visible in the top left inset. b A shift alone does not lead to 
satisfactory overlap of GS and ES spectra, as highlighted by the pronounced residual difference 
spectrum in the bottom panel. c Applying spectral broadening in combination with a binding 
energy shift to the GS spectrum leads to a good description of ES spectrum, and reduces the 
residual to a level comparable to the typical differences between two trXPS reference 
measurements without optical excitation. 
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C) Ground state electronic structure of the N3/ZnO interface 
 

The GS band bending at the surface 𝑉$$,&'()* , and its spatial profile 𝑉$$)*(𝑧) for the hydrated, bare 

ZnO system has been established by temperature-resolved XPS/UPS experiments on the bare 

nanoporous ZnO film.14 In principle, the internal electric fields arising from local space-charge 

imbalances in the semiconductor surface region may be altered by the adsorption of a sensitizer. 

This would influence the energy-level alignment and coupling between the electron-donor and the 

semiconductor acceptor states.15–18 In the following, we demonstrate that N3 dye adsorption, when 

performed as described in Section A, does not change the GS band bending for the N3/ZnO 

heterojunction compared to the hydrated, bare ZnO system. 

 

Fig. S4 shows a series of XPS (Fig. S4(a,b)) and UPS (Fig. S4(c)) spectra of bare ZnO (upper 

panels) and N3/ZnO films (lower panels). A non-monochromatized, laboratory based MgKα X-ray 

source (hv = 1253.6 eV) is used for the XPS measurements, and the HeI emission from a UV lamp 

(hv = 21.2 eV) for the UPS characterization. Sample charging effects are excluded by reproducing 

 

Figure S4. Static XPS and UPS characterization of bare (top) and N3-sensitized (bottom) 
nanoporous ZnO substrates. a O1s XPS spectra composed of ZnO-bulk (blue) and surface-
adsorbate (green) contributions. b Zn3d XPS photoemission associated with the ZnO electrode. 
c Determination of the VBM at the surface by linear extrapolation of the leading edge of the 
VB UPS emission (magenta). Top panels show the spectra of the hydrated bare ZnO electrode 
at room temperature. Spectra obtained from the N3-sensitized electrodes are depicted in the 
bottom panels. The red, vertical dashed lines highlight the alignment of features at relevant 
binding energies. The inset in (c) shows a magnified view of the N3 HOMO contribution to the 
VB emission for the sensitized substrate (orange) and the bare ZnO background (dashed gray). 
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all spectra independent of the applied photon beam intensity, which was varied by more than one 

order of magnitude in both experiments. Additional tests were performed to rule out any impact of 

sample degradation due to prolonged X-ray/UV exposure. 

 

The O1s spectra in Fig. S4(a) consist of a ZnO-lattice contribution (blue) and surface oxygen 

contributions (green) stemming from hydroxyl and, in the case of N3/ZnO, also carboxyl groups. 

In contrast, the Zn3d photoemission in Fig. S4(b) is exclusively associated with the semiconductor. 

For the analysis of the UPS spectra (Fig. S4(c)), a linear fit to the low binding energy edge (magenta 

line) is extrapolated to zero intensity, which yields the valence band maximum (VBM) position at 

the surface 𝐸./0
1234 . Note that in the N3/ZnO heterojunction UPS data, there is an additional 

contribution from the N3 HOMO (orange peak) that does not affect the valence band position. 

Dashed red lines in all three panels demonstrate that the positions of the ZnO-lattice associated 

O1s peak (Fig. S4(a)), the Zn3d peak (Fig. S4(b)) and 𝐸./0
1234 (Fig. S4(c)) are identical for the 

hydrated and N3-sensitized ZnO films within the accuracy of the fits. The binding energy axes are 

calibrated with respect to the Fermi level at 𝐸5 = 0 eV and the Au4f7/2 peak center at 84.00 eV 

measured for a sputter-cleaned gold substrate with an accuracy of ±10 meV. The identical peak 

and VBM energy positions for the bare and N3-sensitized ZnO substrates provide strong evidence 

that the amount of GS band bending is the same in both systems.18 Therefore, the amplitude and 

functional shape of 𝑉$$)*(𝑧) of the bare ZnO films are assumed to also represent the GS surface 

electronic structure of the N3/ZnO heterojunction. 
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D) Control trXPS experiments on bare ZnO electrodes 
 
In order to exclude that photo-induced electron-hole pair generation within the ZnO electrode, e.g. 

via defect states within the bandgap, contribute to the observed photo-response, trXPS data on bare 

ZnO are acquired under the same experimental conditions as described in section A. Figure S5 

compares Zn3d trXPS data acquired from the bare ZnO substrate (red squares) and the N3-

sensitized ZnO nanostructure (blue diamonds). Data for pump-probe delays larger than 100 ps are 

shown in the main panel, and for near zero delays in the inset. No photo-response is detected for 

the bare ZnO sample. This result excludes significant contributions of electron-hole pairs generated 

within the ZnO substrate to the charge dynamics discussed in the main text. 

  

 

Figure S5. Control experiment with a bare ZnO substrate. Using identical pump laser 
conditions, the Zn3d spectrum of the N3/ZnO heterojunction (blue diamonds) exhibits a 
significant photo-response, while the same line of the bare ZnO sample (red squares) is 
unaffected by the pump pulse. The inset shows a magnified view of data near zero pump-probe 
delay. 
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E) Laser fluence dependence of trXPS effects 
 

Fig. S6 shows the observed maximum shifts in the C1s (red) and Zn3d (blue) binding energies as 

a function of the optical pump pulse fluence. An approximately linear relationship at fluences up 

to ~1 mJ/cm2 is contrasted by a clear saturation effect toward higher fluences. The latter is likely, 

at least in part, caused by photodamage of the dye molecules, which is increasingly hard to control 

in the regime of 10s of mJ/cm2. Thus, experiments were performed at a fluence of 1.1 mJ/cm2, 

which provides a compromise between a good signal/noise ratio in the trXPS data, and limited 

saturation/damage effects. Note that the observed trends provide strong evidence that nonlinear 

effects due to multiphoton absorption by the dye molecules do not contribute significantly to the 

observed dynamics. 

  

 

Figure S6. Pump pulse fluence dependence of the maximum energy shift in the C1s (red) and 
Zn3d (blue) photolines. 
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F) Retrieving potential gradients by numerical XPS peak simulations 
 

We apply an XPS peak reconstruction technique to retrieve information on the spatial profile of 

the internal potential 𝑉$$(𝑧) from the Zn3d line-shape modifications. Similar methods have been 

successfully used in static XPS experiments to extract the spatial evolution of GS potential 

gradients at solid-liquid interfaces and at semiconductor heterojunctions from bias- and angle-

dependent changes of XPS peak-shifts and broadening.19–25 The framework used to reconstruct the 

Zn3d photoemission peak for the bare ZnO film is described in detail in ref. 14. Briefly, the spectral 

distribution 𝐷(𝐸$) of the Zn3d emission as a function of binding energy Eb is simulated by a 

superposition of multiple photoemission lines with the same lineshape but different effective 

binding energies and amplitudes due to their emergence from different depths zi of the sample: 

𝐷(𝐸$) = 8 𝐷9:𝐸$ − 𝐸9 − 𝑉$$(𝑧)<	𝑒
? @
A0BC𝑑𝑧

@∈*FG

 

≈ ∑ 𝐷9(𝐸$ − 𝐸9 − 𝑉$$(𝑧J))	𝑒?@K/A0BCJ(∀	@	∈	*FG)                       (E1) 

Here, 𝐸9 denotes the binding energy at the peak maximum in the absence of any band bending, 

𝐷9(𝐸$ − 𝐸9) the corresponding peak shape, 𝑉$$(𝑧) the depth-dependent band bending, i.e. the 

deviation of the potential from the flat-band condition, as illustrated in Fig. 3 of the main text and 

Fig. S7 below, and IMFP the inelastic mean free path of photoelectrons in the ZnO substrate. The 

flat-band lineshape 𝐷9(𝐸$ − 𝐸9) is not known a priori. Instead, it is iteratively optimized in the 

simulations to reproduce the Zn3d photoemission spectra, using the GS FWHM and asymmetry 

parameters as starting values (see section B). The IMFP is calculated with the Tanuma–Powell–

Penn algorithm26 and determines the spectral weight 𝑒?@K/A0BC  of each individual contribution 

𝐷J(𝐸$) = 𝐷9(𝐸$ − 𝐸9 − 𝑉$$(𝑧J)) to the overall Zn3d photoemission signal. The spatial sampling 

step size  𝑧JNO − 𝑧J is set to the average interlayer distance along the high-symmetry directions of 

the ZnO wurtzite lattice of dL ≈ 0.2 nm,27 and the XPS sampling depth in the numerical simulation 

extends to 3･IMFP. By comparing the peak shifts and FWHM changes of simulated Zn3d spectra 

𝐷(𝐸$) to experimental data as a function of pump-probe delay, the dynamic changes of the surface 

potential Vbb(z) including the change at the surface ∆𝑉$$(𝑧 = 0) can be accessed. The width of the 

space charge region (SCR), dSCR, describes the spatial extent across which 𝑉$$(𝑧) values differ 

from the bulk value. Figure S7(b-d) schematically illustrates instructive cases of broadening of 

𝐷(𝐸$), or the lack thereof, depending on the relative length scales of dSCR and IMFP. The largest 
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modulation of the XPS peak envelope occurs for IMFP ≈ dSCR (Fig. S7(b)), when the different 

contributions 𝐷J have markedly different binding energy positions and significant amplitudes. In 

this case,  𝐷(𝐸$) will be noticeably broadened compared to flatband conditions. In all other cases 

illustrated in Fig. S7, 𝐷(𝐸$) ≈ 𝐷9 and no significant broadening will be observed. Specifically, 

 

Figure S7. General correlation between the XPS lineshape 𝐷(𝐸$), band-bending potential 
𝑉$$(𝑧) and IMFP. Different scenarios are schematically shown: a flatband conditions, b a 
narrow space-charge region (SCR) with downward band bending and IMFP ≈ dSCR, c the same 
SCR but IMFP << dSCR, and d a spatially very far extended SCL relative to IMFP. 𝐷J denotes 
the spectral photoemission contribution emerging from a distance 𝑧J from surface. 
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small IMFPs (IMFP ≈ dL << dSCR, see Fig. S7(c)), comparable with the interlayer lattice spacing 

dL, lead to a suppression of contributions from deeper lying atoms and 𝐷(𝐸$) consists only of 

contributions from the outermost surface without significant binding energy variations. In the other 

extreme case of a very extended SCR (dSCR >> IMFP >> dL, see Fig. S7(d)), deeper lying 

contributions have significant amplitude, but very similar binding energy positions due to the 

slowly varying internal semiconductor potential 𝑉$$(𝑧). Hence, an approximate matching of IMFP 

and dSCR is necessary to experimentally access 𝑉$$(𝑧) through broadening effects in (tr)XPS data. 

This requirement highlights future prospects of trXPS in the tender/hard X-ray regime to probe 

light-induced modifications of potential gradients at hybrid systems that feature spatially more 

extended or buried SCRs compared to the prototypical N3/ZnO system explored here by soft X-

ray trXPS. 

 

Fig. S8 displays the results of this envelope reconstruction approach for two exemplary GS spectra 

acquired at hv = 614 eV (Fig. S8(a)) and hv = 320 eV (Fig. S8(c)). For both spectra, the acquired 

experimental data (black dots) are described by 𝐷(𝐸$) , i.e., the SCR simulation (red line). 

Representative individual contributions 𝐷J at integer values of zi ≤ 5 nm are shown as red shaded 

areas, where the sum of all 𝐷J defines 𝐷(𝐸$) according to Eq. E1. The optimized 𝐷9 flatband line-

shape parameters are FWHM = 1.33 eV and α = 1.16 at hv = 320 eV, and FWHM = 1.59 eV and α 

= 1.35 at hv = 614 eV. Figure S8(b,d) shows the depth-dependent relative peak positions, defined 

by 𝑉$$(𝑧)  (blue), and the respective weights derived from the IMFP (green). Parameters for 

hv = 614 eV and hv = 320 eV are shown in Fig. S8(b) and Fig. S8(d), respectively. The excellent 

agreement between the simulated and the measured GS XPS spectra in Fig. S8(a) and (c) 

demonstrates that a single, global surface potential 𝑉$$(𝑧)  together with one IMFP for each 

electron kinetic energy is sufficient to describe both experimental data sets with the envelope 

reconstruction approach. 

 

We note that we have also evaluated alternative explanations for the observed photoinduced 

spectral changes, in particular, in the Zn3d line. Among these were an injection yield per excited 

dye molecule of less than 1 as well as the possibility of spatially inhomogeneous charge injection 

that, in principle, may lead to separate regions with and without band banding effects. None of 

these alternatives to the model presented above provides a satisfactory, self-consistent explanation 
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of the data. For example, a spatially inhomogeneous injection has been approximated by a model 

with two free fit parameters for the Zn3d line, representing the fraction of regions with injection 

and the injecting regions' spectral shift. This model did not yield satisfactory fit results. 

Furthermore, if there were regions of excited dye molecules that do not inject, one would expect 

fractional line-shape changes in the region of the C1s/Ru3d spectrum since signals from dye 

molecules in injecting regions would very likely be affected differently than those in non-injecting 

regions. However, careful analysis of these signals did not reveal any evidence for such effects, but 

instead the entire C1s/Ru3d undergoes a rigid shift as illustrated in Fig. 1 of the main manuscript. 

We also emphasize again that we carefully avoided possible complications due to high dye loading 

by limiting the substrate sensitization time to only 3 minutes, as described in section A. 

 

Figure S8. Comparison between measured GS Zn3d spectra and a numerical SCR simulation. 
a Data (black dots) acquired at hv = 614 eV and corresponding SCR simulation (red line). 
Representative contributions Di from different depths zi are shown as red-shaded peaks. b Near 
surface potential Vbb (blue) and relative XPS signal contributions (green) as a function of depth 
z, which determine the energy position EB and weight of Di, respectively. c Data and simulation 
results for hv = 320 eV. d Depth-dependent potential Vbb (blue) and XPS signal contributions 
(green) that underlie the simulation shown in panel (c). 
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G) Parallel plate capacitor model for interfacial potential drop  
 

The injected electron in the ZnO CB and the hole remaining in the HOMO of the N3 dye molecule 

can be viewed as a photo-induced transient dipole that manifests itself as an interfacial potential 

drop (IPD) within the N3/ZnO system. In a first order description, the injected electron can be 

assumed to experience metal-like, perfect screening within the ZnO. Within this approximation, 

the interfacial potential drops between the HOMO hole and the ZnO surface, and is not sensitive 

to the exact position of the injected electron within the substrate. Experimentally, the IPD is 

accessible as ΔEN3, i.e. the difference between the C1s/Ru3d shifts, displayed in Fig. 2(a) of the 

main manuscript, and the Zn3d shift at the surface, i.e. ∆𝑉$$(𝑧 = 0). It is important to realize that 

the detected kinetic energy of Zn3d photoelectrons is not affected by the IPD, despite their passage 

through it on their way to the detector. The detector and ZnO sample are both grounded and, 

therefore, share a common Fermi energy level. Hence, the detected kinetic energy of photoelectrons 

originating from the ZnO substrate is a function of photoelectron binding energy, X-ray photon 

energy and detector work function only. See e.g. Fig. 2 in ref. 28 for a more detailed explanation. 

However, photoelectrons emitted by an adsorbate are expected to be affected by the (transient) 

IPD.18,29 Similar to static energy shifts induced by interfacial electric fields or surface dipoles as 

described by Lueth,30 the IPD can be modeled as a voltage drop across a parallel plate capacitor. 

Here, the dye HOMO holes and the ZnO surface each constitute one side of the capacitor. For this 

purpose, the nanoporous structure of the sample is assumed to be approximately described by a 

(locally) flat surface. Within this approximation, the electric field associated with the IPD is 

described by 𝐸 = ∆𝐸RS 𝑑ACT⁄ , where 𝑑ACT  is the distance between the idealized plates, i.e., 

between HOMO holes and ZnO surface.  Using the general relation 𝐶 = 𝑄 ∆𝐸RS⁄  between the 

stored charge 𝑄 , the voltage drop ∆𝐸RS , and the capacitance C, as well as the parallel-plate 

capacitor relation 𝐶 = 𝜀9𝜀3𝐴 𝑑ACT⁄ , with the vacuum permittivity 𝜀9, the relative permittivity of 

the medium between the two plates 𝜀3, and the area of each individual plate A, and taking into 

account the interaction of adjacent dipoles, leads to:28 

𝑑ACT = :1 + 𝑓]^_< ∆𝐸RS𝜀9𝜀3𝐴 𝑄⁄ = :1 + 𝑓]^_< ∆𝐸RS𝜀9𝜀3 𝜌⁄                (F1) 

Here, 𝜌 is the surface charge density 𝜌 = 𝑄 𝐴⁄ , and the factor 1 + 𝑓]^_  is a correction that accounts 

for the mutual dipole interaction. The so-called depolarization factor 𝑓]^_  for a square array of 

uniformly arranged charge pairs is given by 𝑓]^_ ≅ 9𝛼𝜌S/d 4𝜋𝜀9⁄ ,30 with 𝛼 being the polarizability 
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of the adsorbed molecules. N719, which is very similar to the N3 dye, has a calculated polarizability 

of 1.06 · 10-1 nm3.31 The surface charge density 𝜌 is estimated by 

𝜌 = 𝑃 (	𝑃Jh	𝜌0		,                                         (F2) 

where 𝑃 (  is the molecule excitation probability, 𝑃Jh  is the electron injection probability for an 

excited molecule, and 𝜌0	is the number of adsorbed molecules per surface area. Values for 𝜌0	vary 

between ~0.5 and ~1.0 nm-2, based on experimental (0.55 nm-2)32 and theoretical 

(0.77 - 1.16 nm-2)33 studies. 𝑃Jh of excited N3 molecules attached to a nanocrystalline film of ZnO 

has been estimated as being close to unity based on transient optical absorption spectroscopy.6,34 

𝑃 ( is defined as 

𝑃 ( = 𝜎RS(532nm)	𝑁_p   ,                                                    (F3) 

where 𝜎RS(532nm) ≈ 20 Mbarn is the cross-section of N3 molecules for excitation with 532 nm 

light,35 and 𝑁_p = 2.95 · 1015 cm-2 is the number of photons per laser pulse per unit area derived 

from the laser fluence of 1.1 mJ cm-2. This leads to a fraction of excited molecules 𝑃 ( = 5.9% and 

a surface charge density 𝜌 = 5.9 · 10-2 e · nm-2 (for 𝜌0 = 1.0 nm-2). For this surface charge density, 

the effect of the depolarization factor 𝑓]^_ is relatively small at 1.4%. The relative permittivity 𝜀3  

of a (mono-)layer of molecules is not necessarily related to a macroscopic or bulk-like property.36 

Using values of 𝜀3 ≈ 4-8,36–40 𝜌0 ≈ 0.5 - 1.0 nm-2, and ΔEN3 = 80 meV, Eq. F1 leads to a distance 

between HOMO hole and ZnO surface of 0.3 - 1.2 nm. As noted in the manuscript, these distances 

are compatible with the height of ~1.0-1.3 nm of N3 dyes anchored to TiO2 substrates,41 and the 

fact that the HOMO holes are primarily located on the Ru centers and NCS groups of the dye 

molecules.42 

 

Within the parallel plate model, the above parameters correspond to an average electric field of 

~66 to 260 MV/m within the IPD. Interfacial electric fields in dye-sensitized systems have 

previously been investigated via the Stark effect in optical absorption spectra.43–45 Time-resolved 

Stark effect optical absorption studies found interfacial fields of 35 MV/m44 and 270 MV/m45 

resulting from photoexcited electron-hole pairs at different ruthenium based sensitizers on TiO2 in 

the presence of an electrolyte. The results presented here demonstrate that trXPS provides a 

complementary route to gain information on interfacial electric fields as well as the spatial distance 

of transient charge carrier densities relative to the electrode surface. 
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H) Rate equation model for 2-step charge injection and recombination 

 

Figure S9(a) illustrates the coupled rate equation model used to describe the time-dependent N3 

HOMO hole population PH(t), as well as the electron populations PLUMO(t), PICT(t) and PCB(t) in 

the N3 LUMO, in interfacial charge transfer (ICT) states at the surface, and in the ZnO conduction 

band (CB), respectively. The model is based on the first-order approximation that the time-

dependent change of any given electron population Pi is given by the difference between the rate 

of growth from electron-donating channels and the rate of electron loss into other electron 

acceptors, whereby the rates are characterized by time-independent rate constants: 

 ]
]q
𝑃J(𝑡) = ∑ 𝑘tAR𝑃tAR(𝑡)t − ∑ 𝑘&uvw𝑃J(𝑡)&                                  (G1) 

Here, 𝑃tAR(𝑡) are the time-dependent populations that donate electrons to Pi at rates 𝑘tAR𝑃tAR(𝑡), and 

𝑘&uvw  are the time-independent rate constants for the loss of electrons from Pi into other electron 

acceptors. 

 

The N3 LUMO is populated essentially instantaneously from the HOMO by the optical laser pulse 

(k1) and constitutes the first relevant population. The change of PLUMO is proportional to the rate of 

electron transfer to the surface (k2) and the recombination rate between the HOMO hole and the 

LUMO electron (k1R): 
]
]q
	𝑃xv0u(𝑡) = −(𝑘d + 𝑘OG)𝑃xv0u(𝑡),                                        (G2) 

leading to 

𝑷𝑳𝑼𝑴𝑶(𝒕) = 𝑷𝟎 𝐞𝐱𝐩(−[𝒌𝟐 + 𝒌𝟏𝑹]𝒕),                                          (G3) 

with 𝑃xv0u(𝑡 = 0) = 𝑃9  as the initial LUMO population created by the pump laser. The 

corresponding rate equation for 𝑃AFw(𝑡) is  
]
]q
	𝑃AFw(𝑡) = 𝑘d𝑃xv0u(𝑡) − (𝑘S + 𝑘�)𝑃AFw(𝑡) .                                (G4) 
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Here, k3 is the rate of electron injection into the CB from ICT states and k4 is the recombination 

rate of ICT electrons with N3 HOMO holes. To solve this equation, we can use Eq. G3 and multiply 

by exp([𝑘S + 𝑘�]𝑡), after which integration by parts, and the fact that there are no charge carriers 

at the surface at the moment of excitation, i.e. 𝑃AFw(𝑡 = 0) = 0, leads to 

𝑷𝑰𝑪𝑻(𝐭) =
𝒌𝟐	𝑷𝟎

𝒌𝟑N𝒌𝟒?{𝒌𝟐N𝒌𝟏𝑹}
[𝐞𝐱𝐩(−[𝒌𝟐 + 𝒌𝟏𝑹]𝒕) −	𝐞𝐱𝐩(−[𝒌𝟑 + 𝒌𝟒]𝒕)] .      (G5) 

 

Figure S9. Coupled rate equation model describing photo-induced charge separation, injection 
and recombination in N3-ZnO heterojunction. a Laser light (532 nm, green) is absorbed by N3 
dye molecules (red background), leading to a HOMO-LUMO transition (k1). The electron in 
the LUMO (e-) either proceeds to the interface (k2) to form an interfacial charge transfer (ICT) 
configuration, or it recombines (k1R) with the hole (h+). From the ICT configuration, electron 
injected into the ZnO conduction band (CB) (k3) is again competing with recombination (k4). 
Finally, electrons injected into the ZnO electrode CB recombine with holes in the surface-bound 
dye molecules with a characteristic rate k5. This effectively describes a mono-exponential decay 
behavior from the ZnO CB. b A tri-exponential decay can be implemented via three distinct 
pathways a, b, and c that receive the same total number of electrons with the total rate constant 
k3 as in panel (a), while the ratio of the number of electrons per pathway and their decay rates 
(k5,a, k5,b, k5,c) are different. See text for details. The rates k1, k2, and k1R (gray) are not accessible 
in the experiment and taken from the literature. Rates k3, k4, and k5a, k5b, k5c (black) are free fit 
parameters. 
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Finally, electrons from the surface-located ICT states are injected into the ZnO CB with a rate of 

k3 and recombine from the CB with N3 HOMO holes at a rate of k5 (Fig. S9(a)), leading to 
]
]q
𝑃F/(𝑡) = 𝑘S𝑃AFw(𝑡) − 𝑘�𝑃F/(𝑡) .                                         (G6) 

This equation is solved in a similar fashion as shown above for 𝑃AFw(𝑡) and, together with Eq. 

G5, yields the time-dependent electron population in the ZnO CB: 

𝑷𝑪𝑩(𝐭) =
𝒌𝟑	𝒌𝟐	𝑷𝟎

𝒌𝟑N𝒌𝟒?{𝒌𝟐N𝒌𝟏𝑹}
	�𝐞𝐱𝐩(?[𝒌𝟐N𝒌𝟏𝑹]𝒕)?𝐞𝐱𝐩(?𝒌𝟓𝒕)

𝒌𝟓?𝒌𝟐?𝒌𝟏𝑹
− 𝐞𝐱𝐩(?[𝒌𝟑N𝒌𝟒]𝒕)?𝐞𝐱𝐩(?𝒌𝟓𝒕)

𝒌𝟓?𝒌𝟑?𝒌𝟒
� .  (G7) 

This solution for 𝑃F/(t)  effectively incorporates a mono-exponential decay of the ZnO CB 

population with one rate constant, as shown in Fig. S9(a). The distinctly different timescales for 

injection and recombination within the system manifest themselves as a plateau for both the C1s 

and Zn3d trXPS data in Fig. 2(a) of the main text. This difference in timescales enables a simple, 

straightforward inclusion of the observed multi-exponential decay behavior of the CB electron 

population in the model.  

The trXPS data are best described by a tri-exponential fit. Therefore, as depicted in Fig. S9(b), 

three different pathways a, b, and c are introduced with independent recombination rates k5,a, k5,b, 

and k5,c, respectively. These pathways share the electron population provided by the ICT state decay 

(k3), using individual amplitude ratios 𝑅F/,', 𝑅F/,$, and 𝑅F/,�  with respect to the overall electron 

population, such that 

𝑹𝑪𝑩,𝒂 + 𝑹𝑪𝑩,𝒃	+	𝑹𝑪𝑩,𝒄 = 𝟏 .                                           (G8) 

The resulting populations 𝑃F/,'(t) , 𝑃F/,$(t)  , and 𝑃F/,�(t)  are identical to Eq. G7 except for 

individual ratios 𝑅F/,J as pre-factors and recombination rates k5,i instead of k5 such that 

𝑷𝑪𝑩,𝒂(𝐭) =
𝑹𝑪𝑩,𝒂	𝒌𝟑	𝒌𝟐	𝑷𝟎

𝒌𝟑N𝒌𝟒?{𝒌𝟐N𝒌𝟏𝑹}
	 𝐞𝐱𝐩(?[𝒌𝟐N𝒌𝟏𝑹]𝒕)?𝐞𝐱𝐩:?𝒌𝟓,𝒂𝒕<

𝒌𝟓,𝒂?𝒌𝟐?𝒌𝟏𝑹
− 𝐞𝐱𝐩(?[𝒌𝟑N𝒌𝟒]𝒕)?𝐞𝐱𝐩(?𝒌𝟓,𝒂𝒕)

𝒌𝟓,𝒂?𝒌𝟑?𝒌𝟒
¡   

(G9) 

and 

𝑷𝑪𝑩,𝒃(𝐭) =
𝑹𝑪𝑩,𝒃	𝒌𝟑	𝒌𝟐	𝑷𝟎

𝒌𝟑N𝒌𝟒?{𝒌𝟐N𝒌𝟏𝑹}
	 𝐞𝐱𝐩(?[𝒌𝟐N𝒌𝟏𝑹]𝒕)?𝐞𝐱𝐩:?𝒌𝟓,𝒃𝒕<

𝒌𝟓,𝒃?𝒌𝟐?𝒌𝟏𝑹
− 𝐞𝐱𝐩(?[𝒌𝟑N𝒌𝟒]𝒕)?𝐞𝐱𝐩(?𝒌𝟓,𝒃𝒕)

𝒌𝟓,𝒃?𝒌𝟑?𝒌𝟒
¡   

(G10) 

and 

𝑷𝑪𝑩,𝒄(𝐭) =
𝑹𝑪𝑩,𝒄	𝒌𝟑	𝒌𝟐	𝑷𝟎

𝒌𝟑N𝒌𝟒?{𝒌𝟐N𝒌𝟏𝑹}
	 𝐞𝐱𝐩(?[𝒌𝟐N𝒌𝟏𝑹]𝒕)?𝐞𝐱𝐩:?𝒌𝟓,𝒄𝒕<

𝒌𝟓,𝒄?𝒌𝟐?𝒌𝟏𝑹
− 𝐞𝐱𝐩(?[𝒌𝟑N𝒌𝟒]𝒕)?𝐞𝐱𝐩(?𝒌𝟓,𝒄𝒕)

𝒌𝟓,𝒄?𝒌𝟑?𝒌𝟒
¡ .  

(G11) 



22 
 

Because of overall charge neutrality before and after photo-excitation, the HOMO hole population 

can be expressed through the electron populations above via 

𝑃¢(t) = 𝑃xv0u(t) + 𝑃AFw(t) + 𝑃F/(t)                                      (G12) 

and approximated by 

𝑃¢(t) ≅ 𝑃AFw(t) + 𝑃F/(t)                                               (G13) 

since the LUMO population is depleted on timescales that are small compared to the instrument 

response function. 

We emphasize that Fig. S9 illustrates all rates that could principally contribute to the interfacial 

dynamics, which is more than the number of free fit parameters used and, as outlined in the 

following, far more than the effective number of free fit parameters relevant for each individual 

section within the vast range of time-delays included in this study. In more detail: k1 indicates the 

initial photoexcitation, which occurs on attosecond timescales, k2 is the rate of dye oxidation, which 

is known to be completed within <100 fs (see e.g. Furube et al.46). These timescales are far below 

the temporal resolution of the experiment and, thus, are effectively zero for the purpose of this 

study. The intramolecular recombination rate k1R is much smaller than the oxidation rate k2 and 

has no impact on the fit. In the fit procedure, the three rates k1, k2, and k1R (marked gray in Fig. S9) 

are fixed to literature values. Since the ICT-to-CB injection rate k3 is much higher than the 

recombination rates k4 and k5 (Fig. S9(a)), the data in Fig. 2(a) reach a plateau at ~1 ns delay and 

k3 is effectively the only free fit parameter to describe the early dynamics in Fig. 2(a) for pump-

probe delays below 3 ns. Conversely, none of the parameters ki with i=1...4 have any impact on the 

slow recombination dynamics at longer delays >3 ns. These are entirely governed by the three 

recombination rates k5a,b,c (Fig. S9(b)), which are readily apparent from the 3 different decay slopes 

for delays ≥4 ns in Fig. 2(a). The range of these timescales (~10 ns, ~100 ns, ~2 µs) is in reasonable 

agreement with the results of Bauer et al.,9 who report recombination time scales of 290 ns and 2.6 

µs. In brief, the number of effective free fit parameters is reduced to 1 for short time delays (≤2 ns) 

and 3 for long time delays (≥3 ns), whereby each of these contributions are readily apparent from 

the data in Fig. 2(a): k3 from the delayed onset of the Zn3d compared to the C1s response, and 

k5a,b,c from the 3 decay slopes in the logarithmic section of the figure. We therefore trust that the 

parameter values derived from the fits are meaningful and well-defined. We note that we also tested 

alternative fit models, such as a stretched exponential and a single-channel sequential 

recombination, whereby the three observed recombination timescales would be associated with 

three sequential steps of a single recombination channel. None of the alternatives described the 
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data as well as the model of three independent recombination channels illustrated in Fig. S9(b). 

This finding is consistent with a picture of (at least) three different recombination channels that 

may be associated, for example, with different levels occupied by the injected electrons in the 

substrate. The currently available data, however, do not provide access to this level of detail. 

  
 
I) Time-resolved XPS of N3 adsorbed to a gold substrate 
 

The difference ΔEN3 between the transient energy shifts of the C1s/Ru3d photolines and the surface 

band bending is interpreted as an interfacial potential drop between the molecular HOMO hole and 

the semiconductor surface, as described in section G and in the main manuscript. This interpretation 

is supported by trXPS data of an N3 film drop-cast onto a thin film of gold. The experimental setup 

used for these measurements is identical to one described in section A. For the N3/Au sample, 

perfect screening of injected electrons and the absence of any band bending effects in the metal 

substrate are expected to reduce the photoresponse of the entire sample to the pure molecular 

response ΔEN3. Figure S10(a) shows the C1s/Ru3d response of the N3/Au sample at a pump-probe 

delay of Δt = 2 ns (red) compared to the GS spectrum (blue). Solid lines are the result of the fit 

procedure described in section B. Subtracting a rigidly (148 meV) shifted GS spectrum from the 

ES spectrum results in a residual with no discernable structure beyond the signal-to-noise level 

(Fig. S10(b)), as observed for the N3/ZnO system (Fig. 1(c)). Figure S10(c) shows the temporal 

evolution of the photoinduced spectral shift. In particular, the inset illustrates the onset of this shift 

within the instrument response (~70 ps). This is in contrast to the C1s/Ru3d response of the 

N3/ZnO system, where an additional, slower band bending contribution is present in the overall 

onset of the C1s/Ru3d response (Fig. 2(a)). The IRF-limited response for the N3/Au system 

supports the interpretation of ΔEN3 as a purely molecular response leading to a potential difference 

between the molecule itself and the substrate surface. The data shown in Fig. S10(d) verify that the 

N3/Au photo-response is indeed due to photoexcitation of the N3 dye. At a relatively high laser 

fluence of 5 mJ/cm2 and a low scanning speed of 100 µm/s, the dye molecules are gradually and 

irreversibly damaged, as evidenced by the decreasing amplitude of the C1s/Ru3d shift (Δt = 100 ps) 

in subsequent scans on the same sample area. This provides strong evidence that the photo-induced 

dynamics and associated transient trXPS responses are due to light-harvesting by intact N3 

chromophores.  
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Figure S10. Photoresponse of the C1s/Ru3d lines of N3 adsorbed to a gold substrate. a GS 
(blue) and ES (red) trXPS data (circles) and fits (lines) for the N3/Au system at 2 ns pump-
probe delay. b Residual trace after modelling the photo-induced effect by a rigid shift 
of 148 meV. c Transient shifts within the first three nanoseconds after photoexcitation. d 
Sample degradation becomes apparent through diminishing maximum binding energy shifts of 
the C1s/Ru3d photoline when scanning over the same sample area multiple times. 
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5.3 Decomposing Electronic and Lattice Contributions in Optical Pump–X-

ray Probe Transient Inner-Shell Absorption Spectroscopy of CuO 

The cutting edge of ultrafast X-ray science moves to increasingly high repetition rate and shorter 

pulse length X-ray sources. High harmonic generation is constantly increasing the spectrally 

accessible X-ray photon energies, having demonstrated up to 1.5 keV photons,185 and experimentally 

useful photon flux at energies <450 eV for X-ray spectroscopy.186,187 The current minimal achievable 

pulse duration via high harmonic generation is in the low tens of attoseconds.188–192 The use of fiber 

lasers is pushing repetition rates into the megahertz range.137 Second-generation X-ray free electron 

lasers193 are moving towards higher repetition rates with pulse lengths in the few femtoseconds and 

even sub-femtoseconds regime,194–196 with corresponding synchronization on the timescale of tens 

of femtoseconds.197 These developments have emerged from synchrotron slicing,198 where 

femtosecond laser sources were used to isolate a small fraction of an electron bunch in the 

synchrotron ring that was able to produce femtosecond X-ray pulses with rather limited fluences and 

kHz repetition rates. 

The increasing X-ray repetition rates necessitate the use of pump sources operating with the same 

repetition rates. Section 4.2 details how this makes residual, non-dissipated heat from the previous 

pump pulse a potential problem for solid-state experiments, even with femtosecond time resolution. 

Additionally, in time-resolved experiments with picosecond and lower resolution, higher pump laser 

fluences make lattice temperature effects more pronounced. The above-described advances in high 

harmonic generation lead to the accessibility of ultrafast X-ray methods at large scale accelerators, 

but also increasingly in small-scale laboratories, thereby underscoring the relevance of this topic. 

Here, existing literature using TRXAS26 to explore this topic is introduced in more detail, to put the 

following publication into context. The general goal of all these studies is a better quantitative 

understanding of thermal effects on ultrafast X-ray spectroscopic measurements with the goal of 

defining experimental parameters that allow to mitigate such effects or describe them sufficiently 

well to isolate these signatures from other experimental observables. 

Lin et al.63 acquired fs time-resolved XUV data to follow carrier recombination in PbI2, a synthetic 

precursor of lead halide perovskites. After the wide bandgap (2.4 eV) SC is excited with 400 nm 

light (3.1 eV) the iodine 4d level shows signatures of both electrons and holes. All transient effects 
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for pump-probe delays greater than ~4 ps are attributed to lattice temperature effects rather than 

long-lived electronic effects. An aggregate transient XUV difference spectrum between pump probe 

delays of 40 to 100 ps qualitatively matches a steady-state difference spectrum between temperatures 

of 120 and 20 °C (Fig. 6). These results are corroborated by ultrafast electron diffraction (UED) data 

from which an increase in sample temperature by 133 K was deduced. Furthermore, non-radiative 

decay is shown to be the dominant pathway by simulating the UED response expected for a full 

conversion of photon energy to heat. The same simulation demonstrates clear incompatibility of 

UED data with a radiative decay scenario where only excess photon energy above the bandgap 

(0.7 eV) is converted to heat. Hayes et al.62 used TRXAS (oxygen and iron K-edges), near-IR and 

optical ultrafast spectroscopies to investigate photoexcitation of hematite (α-FeO3). Results of all 

spectroscopic methods are consistent with lattice heating and subsequent cooling as explanation for 

any effects at pump-probe delays >100 ps. Specifically, photoinduced changes in the iron K-edge 

TRXAS 100 ps after excitation with 351 nm light match well with temperature-induced spectral 

differences between data recorded at sample temperatures of 300 K and 500 K (Fig. 7). Moreover, 

optical transient absorption data at 20 ps delay after 415 nm excitation qualitatively matches 

differential optical absorption data for the same temperatures as for the TRXAS data (Fig. 2). 

Schultze et al.64 studied silicon bandgap modulations due to lattice dynamics. This attosecond time-

resolved XUV transient absorption experiment tracks the L-edge absorbance and its derivative on 

the Si(100) surface. A direct bandgap (3.2 eV) excitation is driven by electron tunneling due to the 

strong NIR laser light-field. The ~120 meV red-shift of the absorption edge observed after excitation 

is a combination of a core-level shift, and carrier-carrier interactions causing bandgap narrowing. 

Relaxation of the excited electrons initially proceeds via carrier-carrier interaction with a ~5 fs time 

constant followed by electron-phonon coupling with a ~60 fs time constant (Fig. 2D). This ultrafast 

insight into excited carrier relaxation dynamics shows the relevance of lattice effects even on 

femtosecond timescales. These three studies provide time-resolved X-ray absorption spectra and 

qualitative comparisons of individual TRXAS transients with temperature-induced differential XAS 

data. The following TRXAS study of the oxygen K-edge of CuO adds to these works in that 

spectroscopic data for an entire time series is modelled by a global fit, utilizing independently 

acquired temperature-resolved XAS data. This framework provides quantitative access to heat 

deposition and dissipation in the solid-state sample. Specifically the heat dissipation can be modelled 
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with a resolution of tens of nanometers by exploiting known X-ray penetration and escape depths as 

well as the laser penetration depth. 

Generally, lattice effects can be expected to proceed on longer timescales than electronic effects. 

Bootstrapping a heat dissipation model with the exclusively temperature-influenced data at longer 

delays could enable the isolation of electronic effects at earlier delays. This approach could be viable 

to identify longer-lived electronic effects on the nanosecond timescale. For electronic effects on the 

sub-picosecond to picosecond timescale, electron-phonon coupling sets in, leading to lattice heating 

often described with the phenomenological two-temperature model.199 The coexistence of lattice 

heating and cooling effects is expected on the pico- to nanosecond timescale depending on the 

material. Here, an approach that combines the two-temperature model with the presented heat 

dissipation framework could allow the distinction of temperature-related signatures from laser-

induced electronic effects in future experiments. Beyond this application, photoinduced thermal 

excitations can have utility themselves e.g. to trigger catalytic dynamics.200 

The following publication is reproduced from ref. 165 with permission from the Royal Society of 

Chemistry.  
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Electronic and lattice contributions to picosecond time-resolved X-ray absorption spectra

(trXAS) of CuO at the oxygen K-edge are analyzed by comparing trXAS spectra, recorded

using excitation wavelengths of 355 nm and 532 nm, to steady-state, temperature-

dependent XAS measurements. The trXAS spectra at pump-probe time-delays $150 ps

are dominated by lattice heating effects. Insight into the temporal evolution of lattice

temperature profiles on timescales up to 100s of nanoseconds after laser excitation are

reported, on an absolute temperature scale, with a temporal sensitivity and a spatial

selectivity on the order of 10s of picoseconds and 10s of nanometers, respectively,

effectively establishing an “ultrafast thermometer”. In particular, for the 532 nm

experiment at �5 mJ cm�2
fluence, both the initial sample temperature and its dynamic

evolution are well captured by a one-dimensional thermal energy deposition and

diffusion model. The thermal conductivity k ¼ (1.3 � 0.4) W m�1 K�1 derived from this

model is in good agreement with the literature value for CuO powder, kpowder ¼
1.013 W m�1 K�1. For 355 nm excitation, a quantitative analysis of the experiments is

hampered by the large temperature gradients within the probed sample volume owing

to the small UV penetration depth. The impact of the findings on mitigating or utilizing
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photoinduced lattice temperature changes in future X-ray free electron laser (XFEL)

experiments is discussed.

1. Introduction

As research in the eld of ultrafast X-ray science progresses toward the use of high
repetition rate X-ray free-electron lasers1,2 and high-order harmonic generation
(HHG) light sources,3,4 it is crucial to understand the impact of corresponding
high-repetition rate excitation processes on non-replenishing samples that are
typical for many applications in materials and chemical sciences. Thermal exci-
tations including phase transitions and their X-ray spectroscopic ngerprints play
a particularly important role as they are a ubiquitous, oen unintended conse-
quence of virtually all photon absorption processes in condensed phase materials
through coupling of electronic and nuclear motion. Understanding and, in many
cases, mitigating the impact of thermal excitations on ultrafast X-ray spectroscopy
and scattering signals is crucial for the success of a large range of experiments.
This applies, in particular, to dynamics that are strongly coupled to thermal
excitations5 and/or that extend beyond the rst �100 fs aer photoexcitation
where signal contributions from lattice motion due to electron–phonon coupling
may become relevant.6 Despite their importance, systematic studies of the relative
contributions and dynamic trends of electronic and lattice excitations in time-
resolved X-ray spectroscopy data are scarce to date. Hayes et al. found that
photoinduced changes in the iron K-edge X-ray absorption spectrum of hematite
(a-Fe2O3), recorded 100 ps aer super-bandgap excitation with 3.5 eV photons, are
entirely dominated by lattice heating effects.7 Lin et al. used femtosecond time-
resolved XUV absorption spectroscopy to investigate photoinduced dynamics in
PbI2.8 The transient XUV spectra in this study are well reproduced by lattice
temperature dependent changes for pump-probe delays greater than �4 ps. In an
attosecond time-resolved XUV transient absorption experiment on silicon,
Schultze et al. observed lattice-motion induced band-gap modications as early as
�60 fs aer photoexcitation.6 Evidently, signal contributions due to lattice motion
are an integral part of time-resolved X-ray spectroscopy that can have decisive
impact on the feasibility of experiments. It is essential to characterize these signal
contributions and to understand their dynamics based on the underlying physics.

Here, we study photoinduced dynamics in the transition metal oxide semi-
conductor CuO (cupric oxide) using picosecond time-resolved laser-pump – X-ray-
probe transient absorption spectroscopy (trXAS). CuO is a p-type semiconductor
with possible applications in photocatalytic degradation of organic pollutants,9,10

hydrogen production from water,11–13 and as an anode material in lithium
batteries.14 In many of these applications, CuO is used in conjunction with wide
band gap semiconductors, such as ZnO and TiO2, to cover a large portion of the
solar spectrum. In the experiments presented here, we study a CuO lm that is
generated by thermal surface oxidation of a sheet of copper. The trXAS experiments
are performed at the oxygen K-edge near �540 eV using a previously described
optical-pump – X-ray-probe picosecond trXAS setup at beamline 8 of the Advanced
Light Source (ALS).15 The pump pulse repetition rate of 127 kHz is comparable to
the current 100 kHz design target for the rst stage of the Linac Coherent Light
Source upgrade (LCLS II). Pump-probe experiments are performed at two different
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photon energies of 2.33 eV and 3.49 eV. Band gap values for CuO have been re-
ported across a range of�1.0–2.1 eV,16–23 thus, both laser wavelengths induce super-
bandgap excitations. Relaxation to the conduction band minimum via electron-
phonon coupling occurs on timescales much smaller than the 70 ps time resolu-
tion of the experiment. Therefore, the main difference betweenmeasurements with
the two different wavelengths is the transfer of an additional 1.2 eV into phonons
before relaxation across the band gap, i.e., a potentially higher lattice temperature
aer excitation with 355 nm, assuming the same number of excitations per unit
sample volume (in the following referred to as excitation density). Thus, comparing
measurements for both excitation wavelengths (a) using the same excitation density
and (b) using the same total excitation energy within the sample volume Vð
V
ðphoton energy� excitation densityÞ provides insight into the relative impact of

electronic and lattice contributions to the trXAS spectra. Relaxation dynamics are
monitored across a pump-probe time-delay range of �350 ns.

The time-dependent optical-pump – X-ray-probe experiments are com-
plemented by steady-state, temperature-dependent XAS (XAStemp) measurements
at sample temperatures between 22 �C and 145 �C, providing a reference for
purely temperature-induced effects. The photoinduced changes in the CuO
oxygen K-edge trXAS spectra recorded $150 ps aer photoexcitation with either
355 nm or 532 nm are well reproduced by effects due to increased lattice
temperatures. The XAStemp measurements are used to create a “temperature
ruler” for the trXAS data, yielding picosecond time-resolved lattice temperature
trends. Temperatures for both excitation wavelengths at comparable pump
laser uences of �5 mJ cm�2 exhibit an initial fast decay within �10s of
nanoseconds, followed by a slower cooling trend on �100s of nanosecond
timescales. These dynamics are well reproduced by a one-dimensional thermal
diffusion model that explicitly takes into account the depth-dependent intensity
distributions of both the UV/vis pump pulses as well as the X-ray probe pulse.
Comparison of the 355 nm and 532 nm results illustrates that a detailedmodeling
of these depth-dependent intensity proles is crucial for a quantitative under-
standing of the physics underlying the laser-induced heating and subsequent
cooling processes and their impact on the recorded trXAS spectra. The
measurements yield a thermal conductivity of the CuO lm of k ¼ (1.3 � 0.4) W
m�1 K�1, which is in good agreement with the literature value for CuO powder of
1.013Wm�1 K�1 in ref. 24 and approximately an order of magnitude smaller than
the smallest literature value for bulk CuO of 18 Wm�1 K�1 in ref. 25. The ndings
are rationalized by surface morphology modications during the sample prepa-
ration by thermal annealing, which have previously been documented using
temperature-dependent atomic force microscopy (AFM).26

2. Experimental details
2.1 Time-resolved XAS

For the trXAS experiment, a mobile laser-pump – X-ray-probe setup is employed at
beamline 8.0.1.2 of the ALS. The setup and its operation have previously been
described in detail.15 Briey, CuO samples are excited with 10 ps full-width-at-half-
maximum (FWHM) laser pulses of either 532 nm (2.33 eV) or 355 nm (3.49 eV)
wavelength (photon energy) and interrogated with 70 ps long X-ray pulses from the
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ALS. Time-dependent oxygen K-edge absorption spectra are recorded in total uo-
rescence yield (TFY) mode with a time-sensitive micro-channel plate detector.27 The
detector is capable of distinguishing TFY signals from individual ALS pulses,
enabling the simultaneous recording of trXAS spectra at multiple laser-pump – X-
ray-probe time delays. The laser system is synchronized to the ALS and operated
at �127 kHz repetition rate. Excited state spectra (“pumped”) are compared to
ground state reference spectra (“unpumped”) by creating difference spectra for each
pump-probe delay, DtrXAS(Dt) ¼ trXASpumped(Dt) � trXASunpumped. The sample is
raster-scanned with 250 mm s�1 scan speed and a 500 mm spacing between neigh-
boring lines to mediate sample damage and thermally induced phase transitions.

2.2 Selection of pump laser uences

Experiments are performed using pump laser photon energies (wavelengths) of
3.49 eV (l ¼ 355 nm) and 2.33 eV (l ¼ 532 nm), both of which are beyond the band
gap of CuO (z1.0–2.1 eV (ref. 16–23)). For each laser wavelength, measurements are
performed at two different uences, 1.8 mJ cm�2 and 4.6 mJ cm�2 for 355 nm as
well as 1.7 mJ cm�2 and 4.8 mJ cm�2 for 532 nm. Fluences are estimated based on
the assumption that the FWHM laser focus area contains 50% of the pulse energy.
The two higher uence values are chosen such that both the uence and the total
energy deposited in the sample are the same at each laser wavelength (with the laser
spot sizes approximately the same for both colors). The 1.8 mJ cm�2

uence for
355 nm excitation is chosen such that the average laser excitation density within the
probed volume is expected to be approximately comparable to that for 532 nm and
4.8 mJ cm�2. The measurement with 1.7 mJ cm�2

uence at 532 nm pump wave-
length has been performed as an additional reference point to gauge the impact of
the laser uence on the sample response.

2.3 Temperature-resolved XAS

The trXAS measurements are complemented by temperature-dependent X-ray
absorption spectra (XAStemp) recorded at ALS beamline 11.0.2. The XAStemp spectra
are acquired in TFY mode using a photodiode covered with an Al lter to suppress
background signals from ambient light. The sample is mounted on a button heater
stage to control the sample temperature, which is monitored with a thermocouple
attached to the front side of the sample. All measurements are performed under 3
mTorr of oxygen, in order to increase the temperature at which the phase transition
of CuO to Cu2O starts to occur.28,29 Temperature-induced difference spectra DXAS-
temp are calculated by subtracting room temperature (RT) spectra from spectra
acquired at elevated temperatures DXAStemp(DT ¼ T � RT) ¼ XAStemp(T) � XAS-
temp(RT). For direct comparison of the DXAStemp(DT) and the DtrXAS(Dt) spectra,
RT ¼ 28 �C was used as prolonged laser exposure leads to a slightly increased
equilibrium temperature of the sample (see Section 4 for details).

Further details on the sample preparation, trXAS technique, and choice of
pump laser uences are given in the ESI.†

3. Results

Fig. 1a shows static X-ray absorption spectra acquired in total uorescence yield
(TFY, black) and total electron yield (TEY, blue) mode. The spectra agree well with
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TEY measurements by Jiang et al., shown in red.30 For comparison, the Cu2O
spectrum from the same study is also included (gray, dashed). The absence of the
main Cu2O resonance feature at 532.5 eV in the black and blue spectra indicates
a high purity of the prepared CuO lm. The slightly better agreement, concerning
the amplitude, between the TEY spectra compared to the TFY spectrum is likely
due to saturation and self-absorption effects in the TFY signal.31 These are
minimized by choosing a geometry with a normal X-ray incidence angle and
grazing angle X-ray uorescence detection (�0� and �82�, respectively, relative to
the sample surface normal). Fig. 1b shows static TFY spectra from all samples
used for the time-resolved measurements presented here, demonstrating very
good reproducibility of the sample preparation and experimental conditions. All
spectra are normalized to the same increase between pre- and post-edge signals.

Fig. 2 illustrates the characteristic DtrXAS effects of the CuO sample for various
pump-probe time delays using the 355 nm, 4.6 mJ cm�2 data set as an example.
Fig. 2a covers the full spectral range of the measurement, while Fig. 2b provides
a magnied view of the rst resonance. The static XAS spectrum is overlaid in gray

Fig. 1 (a) Comparison of static oxygen K-edge XAS spectra of CuO acquired in TFY (black)
and TEY (blue) modewith CuO (red) and Cu2O (gray, dashed) reference spectra from Jiang
et al.30 (b) Static TFY spectra from all samples used for time-resolved measurements.
Spectra in (a) and (b) have been offset vertically for improved clarity.

Fig. 2 (a) Overview of the 355 nm 4.6 mJ cm�2 trXAS data set. The reference spectrum
(gray, left ordinate) is shown alongwithDtrXAS spectra at several pump-probe delays (right
ordinate). (b) The lowest energy resonance at 530.1 eV displays the largest relative changes
and is analysed in more detail. See text for details.
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for reference. The le and right ordinates correspond to XAS and DtrXAS spectra,
respectively. While the XAS units are arbitrary, they are the same for both the XAS
and DtrXAS spectra. The blue (0.15 ns) and green (2.15 ns) curves correspond to
data from the rst and second X-ray pulse aer excitation, respectively. In order to
investigate smaller differences at longer pump-probe delays, where the DtrXAS
signals are smaller, signals from multiple ALS bunches are averaged for this
gure. The red curve (8.15 ns) is an average of three pulses (Dt ¼ 6.15–10.15 ns),
the cyan curve (17.15 ns) of six pulses (Dt ¼ 12.15–22.15 ns) and the orange
(180.15 ns) of 81 pulses (Dt¼ 100.15–260.15 ns). For each of the averaged spectra,
the indicated delay is the mean delay of the averaged spectra. The by far strongest
effects are observed in the region of the rst resonance at�530.1 eV (Cu eg ref. 30)
which is shown in more detail in Fig. 2b. The difference spectra exhibit a new
feature emerging at the low-energy side of the static absorption spectrum (gray)
with a peak at �529.4–529.5 eV. Concurrently, signal is depleted near the static
peak maximum with a maximum depletion at �530.3 eV. The DtrXAS spectra
exhibit an isosbestic point near �529.9 eV, which separates the signal enhance-
ment and depletion ranges. At rst glance, the difference curves resemble
differentials of the static XAS spectrum, which would be an indication that they
may be described by a simple energy shi (DE) of the XAS spectrum upon
photoexcitation, i.e. DtrXAS ¼ a � [trXAS(E � DE) � trXAS(E)]. However, no
combination of parameters a (the fraction of reference spectrum trXAS that is
shied) and DE (the shi in X-ray photon energy) can be found that describes the
difference spectra reasonably well. This is mostly due to the asymmetry of trXAS
signal depletion and emergence, readily apparent in Fig. 2b.

As a rst metric to investigate the relaxation dynamics of the photoexcited
system, the area underneath the positive peak of the DtrXAS spectra in Fig. 2b is
plotted as a function of pump-probe delay in Fig. 3. All data sets have been
recorded during the same beamtime except for the 355 nm, 1.8 mJ cm�2 data. In
that case, an additional 355 nm, 4.6 mJ cm�2 scan was performed to ensure it
matches the data from the previous experiment, and inevitable changes from
beamtime to beamtime, such as slight variations of the laser spot size, did not
affect the measured signals within the scatter of the data. Each data point in Fig. 3
corresponds to a single pump-probe delay. The amplitudes and dynamic trends of

Fig. 3 (a) Time-dependent intensity of the positive DtrXAS feature, integrated between
528.25 eV and 529.9 eV (Fig. 2b) for all trXAS data sets. (b) Magnified view for delays up to
50 ns.
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the new low-energy feature vary for different excitation wavelengths and uences.
For the highest uences (4.6–4.8 mJ cm�2), however, they are very similar for both
355 nm and 532 nm excitation. Each of these two data sets display a transient
behavior marked by two decay timescales of roughly t1 ¼ 10 ns and t2 ¼ 300 ns.
Evidently, the dynamic processes underlying the trXAS signals cannot be char-
acterized by a simple, rst-order rate equation. Instead, a more complex
description is required that will be derived in Section 4 within the framework of
a thermal diffusion model.

Fig. 4 shows the results of the temperature-dependent XAStemp measurements.
Fig. 4a shows the room temperature reference spectrum acquired at 22 �C in gray
(le ordinate). This reference spectrum is subtracted from spectra acquired at
elevated temperatures of 53 �C, 77 �C, 101 �C and 145 �C to generate the color
coded DXAStemp difference spectra as indicated in the gure legend (right ordi-
nate). Fig. 4b shows a magnied view of the region near the Cu eg resonance.30 A
comparison of Fig. 2 and 4 reveals striking similarities between the temperature-
induced difference spectra DXAStemp(DT) and the photoinduced DtrXAS(Dt) data.
For every resonance peak of the XAS spectrum (�530 eV, �535 eV and 539 eV),
a signal enhancement feature appears at its low-energy side (529.65 eV, 533.50 eV
and 537.75 eV) and a depletion feature at its high-energy side (530.3 eV, 535.5 eV
and 539.3 eV). Both the positions and relative heights of these features appear to
be very similar in both types of measurements. The second resonance around
535 eV has mainly Cu4s and some Cu3d character30 and consists of two strongly
overlapping peaks. Correspondingly, the DXAStemp spectra at higher temperatures
exhibit a double peaked depletion feature, likely due to overlapping absorption
features. As in the case of theDtrXAS data, themost distinct features appear in the
spectral range of the Cu eg resonance. Interestingly, the DXAStemp spectra also
exhibit an isosbestic point separating the positive and negative difference signal
for all measured temperatures. It is located at �530.0 eV, very close to the
�529.9 eV value for the DtrXAS curves.

4. Data analysis

Different data sets were recorded with slightly different energy resolutions. In
particular, the XAStemp data (Fig. 4) exhibit better energy resolution than the trXAS

Fig. 4 (a) Temperature-dependent difference spectra DXAStemp (colored, right ordinate)
together with the reference spectrum XAStemp(22 �C) measured at room temperature
(gray, left ordinate). (b) Magnified view near the Cu eg resonance feature at �530.1 eV.
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data. In order to facilitate a quantitative comparison of all observed difference
spectra, the energy resolution mismatch is compensated by identifying the
ground state XAS spectrum with the lowest energy resolution (532 nm, 4.8 mJ
cm�2, further on referred to as XASref), and convoluting all other data sets with
Gaussian functions that effectively impose a common energy resolution on all
ground state and RT spectra. Data analysis is restricted to the energy region
between 528.25 and 531.75 eV containing the Cu eg peak at 530.1 eV. This region
exhibits the strongest difference features and small differences in the energy
scaling across more extended NEXAFS ranges make a quantitative comparison
across larger energy ranges challenging. Due to the asymmetric peak shape, the
convolution changes the peak position as well. Therefore, for each ground state
spectrum, two free t parameters are used to match it to XASref, the FWHM of the
Gaussian convolution function and a rigid shi of the entire spectrum. In order to
prevent artifacts due to small peak height variations, all spectra are scaled to the
same Cu eg peak height of 1. The FWHM, energy shi and scaling values derived
using the ground state spectra are then applied to both the ground and corre-
sponding excited state spectra to calculate the DtrXAS and DXAStemp difference
spectra. Fig. 5a shows the ground state (unpumped) reference spectrum XASref
(gray, le ordinate) along with DtrXAS difference spectra for both excitation
wavelengths, 355 nm in blue and 532 nm in green, and two pump laser uences
each at a pump-probe delay of 150 ps (right ordinate). Fig. 5b shows a magnied
view of the energy range used for the t (528.25–531.75 eV). While all data sets
show qualitatively similar trends, the best quantitative match is found between
the 355 nm, 4.6 mJ cm�2 and the 532 nm, 4.8 mJ cm�2 data sets. These compa-
rable difference spectra together with the matching peak areas and similar decay
behavior illustrated in Fig. 3 strongly suggest that the observed XAS dynamics are
primarily dened by the laser uence, not the photon energy. In contrast, the
excitation density within the probed volume appears to play a less prominent role,
as evidenced by the signicant differences between the traces associated with the
355 nm, 1.8 mJ cm�2 and 532 nm, 4.8 mJ cm�2 data sets shown in Fig. 3 and 5. In
other words, the deposited energy per unit area rather than the number of exci-
tations per unit volume correlates most strongly with the observed transient XAS
response, which is a strong indication that thermal effects, rather than the

Fig. 5 (a) DtrXAS difference spectra at a pump-probe delay of 150 ps for both excitation
wavelengths and various pump laser fluences. (b) Spectral region of the lowest energy
feature, Cu eg, which is used to adjust all data sets toward a common energy resolution.
Data is shown after the convolution procedure is applied. The ground state reference
spectrum XASref is shown in gray in both panels.
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number of excited electrons, generate the dominant contributions to the DtrXAS
data.

In order to test this hypothesis, a detailed comparison between the two highest
uence DtrXAS data (355 nm, 4.6 mJ cm�2 and 532 nm, 4.8 mJ cm�2) and the
DXAStemp data is performed for each pump-probe time delay. The comparison is
used to generate time-dependent sample temperature proles for the two trXAS
measurements, which are interpreted with the aid of a thermal diffusion model.
As demonstrated below, the model reproduces the non-trivial dynamic trends
indicated in Fig. 3 and provides access to time-dependent surface- and bulk-
temperatures as well as the thermal conductivity of the sample.

In a rst step, a linear interpolation of the XAStemp spectra measured at 22 �C,
53 �C, 77 �C, 101 �C and 145 �C is performed in 1 �C steps in order estimate the
shape of the spectra on a ner temperature grid. Spectra for temperature values
>145 �C are estimated by a corresponding extrapolation using the 101 �C and
145 �C data. DXAStemp spectra similar to Fig. 4 are generated for all interpolated
and extrapolated data beyond 28 �C by subtracting the (interpolated) reference
spectrum at 28 �C from the higher temperature spectra. The slightly elevated
reference temperature (compared to the nominal 22 �C room temperature) is
chosen to account for a slight increase in average temperature during the trXAS
measurements that is determined with a thermocouple. The 28 �C spectrum is
also used to determine the convolution parameters described above to match the
energy resolution of the temperature-dependent and time-dependent spectra.

Two different t procedures are applied to derive the time-dependent temper-
ature proles of the sample volumes probed by the trXAS measurements. The rst
method is easier to implement, but partly neglects inhomogeneous temperature
effects, which are fully included in the second method. In the following, we discuss
the results achieved by both methods in order to illustrate which effects need to be
taken into account and which approximations are applicable when modeling
thermal effects in trXAS spectra of condensed phase samples.

In the rst method (“homogeneous t”), the t routine determines the
temperature T for each time delay Dt, for which the absolute difference between
the DXAStemp(T) and the DtrXAS(Dt) spectra (integrated over the energy range of
the Cu eg resonance) is minimal. Fig. 6a shows the result of this t procedure for
the 532 nm, 4.8 mJ cm�2 data set at a pump-probe delay of 150 ps. Depicted are
the DtrXAS(150 ps) spectrum (green) and the best t (red) corresponding to the
curve DXAStemp(73 �C) ¼ XAStemp(101 �C) � XAStemp(28 �C). The residual of the t
is shown as a dashed, black curve. Fig. 6b illustrates the convergence of the t.
The black trace is derived by integrating the absolute value of the residual across
the t energy range for each interpolated DXAStemp(T) spectrum. The minimum
position corresponds to the best t shown in Fig. 6a. The best t quality varies for
different time delays and the corresponding residual curve (as shown in Fig. 6b) is
atter for longer time delays. Nevertheless, the t always converges to a single
temperature to best reproduce the measured DtrXAS(Dt) spectrum. Note that the
temperature T is the only free parameter of the t in this method. For any xed
values of T and Dt, the amplitudes of the DXAStemp(T) and DtrXAS(Dt) spectra are
determined by normalizing the Cu eg peak heights of the XAStemp(28 �C) and the
ground state trXAS spectra to 1.

Performing this t for all pump-probe time-delays leads to the time-dependent
temperature estimates displayed in Fig. 7. Fig. 7a shows the results for the
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355 nm, 4.6 mJ cm�2 data (blue diamonds), Fig. 7b the corresponding results for
the 532 nm, 4.8 mJ cm�2 data (green circles). Similar to the traces shown in Fig. 3,
the dynamic trends are marked by a fast initial decay within 10s of nanoseconds,
followed by a much slower relaxation on 100s of nanosecond timescales. The data
are interpreted with the aid of a thermal diffusion model represented by the solid
curves in Fig. 7.

Themodel is based on the assumption that a certain amount of thermal energy
is deposited by the pump pulse within a near-surface volume and then propagates
further into the bulk by thermal diffusion. Heat transport by convection is
neglected, since the experiment is conducted at a pressure of <5 � 10�9 mbar. A
simple estimate shows that radiative heat loss is negligible, too. According to the
Stefan–Boltzmann law, the total radiated power of a black body at 120 �C is

Fig. 6 (a) Photoinduced oxygen K-edge trXAS difference spectrum (DtrXAS, green) upon
excitation of CuO with 532 nm, �5 mJ cm�2 pulses, probed after 150 ps. The best fit by
a temperature-dependent difference spectrum (DXAStemp) is shown in red, the fit residual
in black (dashed). For reference, the ground state XAS spectrum is shown in gray. All
difference spectra refer to the right ordinate, the ground state spectrum to the left ordi-
nate. (b) Integral over the absolute value of the fit residual curve in (a) as a function of
temperature. The fit routine chooses the minimum of this curve to determine the best
DXAStemp fit to the DtrXAS data.

Fig. 7 Time-dependent sample temperatures for excitation with (a) 355 nm (blue dia-
monds) and (b) 532 nm (green circles) pulses at fluences of�5mJ cm�2. Temperatures are
derived by a homogeneous temperature fit model that determines a single effective
temperature for the probed sample volume. The solid curves are fit results, describing the
data within a one-dimensional thermal diffusion model. See text for details.
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�1.4 kW m�2. Using a FWHM laser beam size of roughly 250 � 250 mm2 and
a pulse energy of 3 mJ, the fraction of pulse energy emitted within the rst 300 ns is
7 � 10�6, which is negligible within the precision of the experiment. Even when
allowing for substantially higher temperatures within the rst 150 ps before the
rst probe pulse arrives, the order of magnitude of this estimate would be
unaffected. Heat conduction is modeled as a one-dimensional diffusion process
along the surface normal, z. For CuO, the optical penetration depths of 21 nm (l¼
355 nm) and 125 nm (l ¼ 532 nm)32,33 as well as the effective X-ray probing depth
of 43 nm (ref. 34) (see ESI†) are three to four orders of magnitude smaller than the
FWHM of the laser spot (150–250 mm). Furthermore, the diameter of the area
probed by the X-ray beam is only about half of the laser spot size. Therefore, the
excited and probed sample volumes can be thought of as thin, concentric disks.
The characteristic temperature gradients in and around the probed sample
volume are thus orders of magnitude larger along the surface normal compared to
radial directions parallel to the surface. Consequently, heat transport within the
sample may be modeled by diffusion along an insulated cylinder with no lateral
heat loss as described by35–37

dQ

dt
¼ �k � A

dTðt; zÞ
dz

: (1)

Here, dQ is the amount of thermal energy transferred through a cross-sectional
area A per time dt, k is the thermal conductivity and T is the temperature
prole as a function of time t and depth z relative to the sample surface. The
thermal conductivity is assumed to be constant for simplicity and because slight
temperature dependencies would be negligible compared to the overall precision
of the analysis presented here. The temperature distribution at time zero T(t¼ 0,z)
is proportional to the derivative of the depth-dependent laser intensity Ilaser(z) ¼
exp[�z/dlaser(l)], where dlaser is the laser penetration depth. The amplitude of the
resulting exponential function is the initial temperature increase aer laser
excitation at the surface DT(t ¼ 0,z ¼ 0). This boundary condition leads to

Tðt ¼ 0; zÞ ¼ ð1� RðlÞÞEpulse

2rAcðTÞdðlÞlaser
e
� z
dðlÞlaser þ Tref ; (2)

where R(l) is the sample reectivity, Epulse is the laser pulse energy, dlaser(l) the 1/e
laser penetration depth, r the sample density, A is the FWHM laser focus area and
c(T) the specic heat capacity.38 The sample equilibrium temperature Tref ¼ 28 �C
is added to the laser-induced temperature jump to convert to an absolute
temperature scale T(t¼ 0,z). Using eqn (2) and the experimental parameters given
above, the initial surface temperature estimates are T(0,0) ¼ 747 �C for 355 nm
(4.6 mJ cm�2) and T(0,0) ¼ 157 �C for 532 nm (4.8 mJ cm�2) excitation,
respectively.

The subsequent thermal diffusion process is modeled numerically by an
iterative computer simulation. Based on an initial temperature prole T(t ¼ 0,z)
according to eqn (2), it calculates the amount of heat dQ transferred to and from
each volume element A� dz within a short time step dt using eqn (1). The slightly
modied thermal energy distribution is used to calculate a new temperature
prole T(t + dt,z), which in turn is employed to calculate the depth-dependent heat
transfer rates during the next time step and so on. Typical time and depth step
sizes are dt ¼ 10 ps and dz ¼ 3 nm, respectively. Convergence of the simulation is
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tested by varying these step sizes and ensuring that the results are not affected
within the overall precision of the method.

For the rst, basic temperature analysis presented in Fig. 7, the effective
temperature Teff(t) probed by the X-ray pulse is estimated by multiplying the
simulated temperature prole T(t,z) with the probe intensity distribution IX-rays(z)
� exp[�z/dX-rays] and integrating the result over z. Here, dX-rays is the effective 1/e X-
ray escape depth described in the ESI.† The free parameters varied during the t
are the amplitude of the initial temperature distribution T(t ¼ 0,z ¼ 0), i.e., the
initial surface temperature, and the thermal conductivity k. The best t results,
shown as solid curves in Fig. 7, correspond to thermal conductivities of k355 nm ¼
(0.16 � 0.06) W m�1 K�1 and k532 nm ¼ (1.3 � 0.5) W m�1 K�1 and initial surface
temperatures of T(0,0)355 nm ¼ (190 � 20) �C and T(0,0)532 nm ¼ (120 � 11) �C.
While a substantial difference in the initial surface temperatures is to be expected
for the two laser colors due to the factor of�6 difference in absorption depths, the
thermal conductivities should ideally be the same within the precision of the
method. In order to improve the temperature dynamics estimates and to get
a better understanding of factors affecting the precision of the t results, a second
more advanced temperature modeling and dynamics t procedure is applied
(“inhomogeneous t”).

A key challenge is that each of the XAStemp spectra is acquired at a single
temperature that is constant throughout the entire sample, while temperatures in
the trXAS experiments vary signicantly within the probed sample volume. The
rst, homogeneous t method described above hinges on the assumption that an
effective temperature Teff can be dened for the probed volume by a weighted
average of an extended temperature prole and that the measured DtrXAS(t)
spectrum emerging from this volume is well represented by the corresponding
DXAStemp(Teff) spectrum measured with a homogeneous temperature Teff across
the entire sample. However, the temperature dependence of the DXAStemp

spectra is nontrivial (see Fig. 4) and, generally, the (weighted) average spectrum

DXASavgtemp ¼
X
i

wiDXAStempðTiÞ
.X

j

wj of the probed sample volume does not

have to be well approximated by the corresponding difference spectrum

DXAStemp(Teff) measured at the average temperature Teff ¼
X
i

wiTi

.X
j

wj. The

quality of the approximation is expected to depend strongly on the range of
temperatures within the probed volume. For the 532 nm data, the optical
penetration depth of 125 nm is signicantly larger than the X-ray probing
depth of 43 nm, leading to a relatively homogeneous temperature distribution
within the probed sample volume and the approximation is expected to hold
fairly well. In contrast, for 355 nm excitation, the penetration depth is only
21 nm, much smaller than the X-ray probing depth, resulting in a strongly
inhomogeneous temperature distribution within the probed volume, at least
for short pump-probe delays. In this case, the approximation is expected to
break down.

In order to avoid potential shortcomings of the effective homogeneous
temperature approach, a modied inhomogeneous t procedure is applied that
explicitly takes into account both the time- and depth-dependent temperature
proles as well as the complex correlation between local temperatures and
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corresponding DXAStemp proles. Starting with a thermal conductivity value k and
an initial surface temperature T(0,0), the 2D matrix T(t,z) of a time- and depth-
dependent temperature prole is calculated using the numerical model based
on eqn (1). This provides, in particular, a temperature distribution TN(z) at the
time of arrival of each probe pulse N, i.e., TN(z) ¼ T(tN ¼ t(bunch N), z). The
simulated spectrum DtrXASsim(E, tN) for each bunch N is then calculated as the
weighted average of the DXAStemp(E, TN(z)) spectra using the X-ray intensity
distribution IX-rays(z) � exp[�z/dX-rays] as the weight function:

DtrXASsimðE; tNÞ ¼

X
z

IX-raysðzÞDXAStempðE;TNðzÞÞ
X
z0
IX-rays

�
z0
� : (3)

During the t procedure, the values of k and T(0,0) are varied such that the sum

of all residuals Rtotal ¼
X
N

RN ¼
X
N

X
E

jDtrXASsimðE; tNÞ � DtrXASðE; tNÞj for all

energies E within the range 528.25–531.75 eV and for all times tN is minimized.
This inhomogeneous t procedure leads to best t values of k355 nm ¼
(0.29+0.11�0.07) W m�1 K�1 and k532 nm ¼ (1.3 � 0.4) W m�1 K�1 for the heat
conductivities and T(0,0)355 nm ¼ (230� 30)�C, T(0,0)532 nm¼ (123� 10) �C for the
initial surface temperatures at the two excitation wavelengths. Uncertainties
correspond to one sigma standard deviations computed from the t residuals
according to eqn (12) in ref. 39. As expected, the values for 532 nm are very similar
to the results derived with the homogeneous, effective temperature t model,
while the values for 355 nm differ considerably.

Fig. 8 shows a comparison of the results from the two modeling procedures for
both excitation wavelengths. Gray circles are the result of the homogeneous,
single effective temperature ts (same as the data points in Fig. 7) while the black
solid lines result from the inhomogeneous t routine. Similar to the homoge-
neous t curves in Fig. 7, the inhomogeneous t curves in Fig. 8 are generated by
multiplying the simulated temperature proles T(t,z) with the probe intensity
distribution IX-rays(z)� exp[�z/dX-rays] and integrating the results over z. In order to
illustrate the effect of varying the thermal conductivity parameter k in the inho-
mogeneous t routine, two dashed lines are added, corresponding to the
temperature transients computed with half (blue) and double (green) the best t
value of k, while keeping the surface temperatures T(0,0) constant. The curves
indicate a pronounced sensitivity of the temperature trends to the absolute value
of the thermal conductivity.

Note that the homogeneous and inhomogeneous t procedures lead to almost
identical volume-averaged temperature trends (solid curves in Fig. 7, black curves
in Fig. 8). The best t values for k and T(0,0), however, agree for both t proce-
dures only for 532 nm excitation, while they differ signicantly for the 355 nm
data. For the latter, the reconstructed surface temperatures also differ from the
volume-averaged ones while they agree reasonably well for the 532 nm
measurement. This is illustrated by the red and violet (dotted) curves in Fig. 8,
which show the surface temperature trends, T(t,0), for the inhomogeneous and
homogeneous ts, respectively. For 532 nm, the two surface temperature curves
and the black curve are very similar (Fig. 8b). In contrast, all three curves differ
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notably from each other for the 355 nm data set (Fig. 8a). The large differences in
the t results for the 355 nm and 532 nm data are rooted in the different
absorption depths of the two excitation wavelengths in relation to the X-ray escape
depth. This is illustrated in more detail in Fig. 9, which shows the temperature
distributions at time zero (gray lines) and for the rst nine probe pulses (colored
lines) aer excitation, reconstructed with the inhomogeneous t model. Fig. 9a
and b show the results for 355 nm and 532 nm excitation, respectively. For
comparison, the X-ray escape prole, offset by the sample equilibrium tempera-
ture and scaled to the initial surface temperature, is overlaid as a solid black line
in both panels. Note the different ranges of z-values in Fig. 9a and b. As expected
from the different optical penetration depths, the temperature proles havemuch

Fig. 9 Time-dependent temperature distributions for (a) 355 nm and (b) 532 nm excitation
as a function of distance z from the surface along the surface normal. The gray line
corresponds to t z 0 and colored lines to the times of arrival of the first nine X-ray pulses
following the laser excitation. For reference, the depth-dependent X-ray probe intensity,
offset by the sample equilibrium temperature and scaled to the initial surface temperature,
is shown in black.

Fig. 8 Temperature dynamics resulting from the two fit models as a function of pump-
probe delay for excitation with (a) 355 nm and (b) 532 nm. Singular data points (gray) are
the result of the effective, homogeneous temperature model, the black line the result of
the inhomogeneous fit model. Red and violet (dotted) lines show the surface temperature
dynamics derived from the inhomogeneous and homogeneous fit models, respectively.
Blue and green dashed lines indicate the variation of the inhomogeneous fit model results
when varying the heat conductance by factors of 1/2 and 2, respectively, compared to the
best fit values, while keeping the surface temperature constant.
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higher gradients and spread across a larger range of values for the 355 nm
experiment compared to the 532 nm experiment. These details, however, are
largely obscured in the volume-averaged temperatures “seen” in the experiment.
Thus, the striking similarities between the observed volume-averaged tempera-
ture dynamics for 355 nm and 532 nm excitation displayed in Fig. 7 and 8 conceal
signicant differences in the underlying physical phenomena that need to be
recovered through careful analysis and modeling. We note that the appearance of
signicantly higher surface temperatures in the 355 nm experiment compared to
the 532 nm experiment is independently corroborated by a more efficient
conversion of CuO to Cu2O upon UV excitation of the sample compared to the
visible excitation. This leads to the emergence of an additional signal in the CuO
XAS spectrum at the location of the �532 eV white line of the Cu2O spectrum (see
Fig. 1a), which needs to be suppressed by scanning every sample spot only once in
the 355 nm experiment.

5. Discussion

The results presented above strongly suggest that the photoinduced changes in
the XAS spectra of CuO beyond �100 ps pump-probe delay are dominated by
thermal effects. This observation is in agreement with the results of Hayes et al.7

and Lin et al.8 for super-bandgap excited a-Fe2O3 and PbI2, respectively. Lin et al.
excited �70 nm thick polycrystalline lms of PbI2 (deposited on 50 nm thick
silicon nitride) with 400 nm radiation and probed the induced dynamics with
femtosecond time-resolved XUV absorption at the iodine 4d level near �50 eV.8

Good agreement was found between the photoinduced XUV absorption change
aer 40–100 ps and a temperature-dependent absorption change induced by
heating the sample from 20 �C to 120 �C. A complementary ultrafast electron
diffraction experiment by the same group corroborated the nding that temper-
ature effects start to dominate the pump-probe difference spectra aer �4 ps.8

Hayes et al. performed oxygen and iron K-edge trXAS measurements on 20 nm
thick lms of hematite (a-Fe2O3, deposited on 100 nm thick silicon nitride)
excited with 400 nm and 351 nm pulses, respectively.7 The Fe K-edge DtrXAS
spectrum at 100 ps pump-probe delay is well reproduced by a DXAStemp spectrum
generated by subtracting a steady-state XAS spectrum recorded at �30 �C from
one acquired at �230 �C. Corresponding theoretical modeling of the spectra
using multiple scattering calculations conrmed that the dominant effects in the
DtrXAS spectrum are indeed due to thermal effects with contributions from both
thermal disorder and lattice distortions.7

The study presented here reproduces a predominance of lattice temperature
induced effects in picosecond trXAS for another transition metal oxide semi-
conductor. In addition, it provides further insight into the temporal evolution of
lattice temperature proles aer laser excitation on an absolute temperature scale
with a temporal sensitivity and a spatial selectivity on the order of 10s of pico-
seconds and 10s of nanometers, respectively. The results presented in Fig. 7 and 8
indicate that the heat transport dynamics may be approximated by a one-
dimensional diffusion model as previously employed in picosecond time-
resolved electron diffraction studies of laser-heated metal surfaces.35 However,
comparison of the trXAS results for 355 nm and 532 nm excitation also reveals
that a quantitative interpretation of the underlying physics requires detailed
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understanding and modeling of the relation between the temperature distribu-
tion within the sample and the resulting X-ray spectroscopic signatures. In order
to understand and predict thermal effects in time-dependent X-ray absorption
spectra, it should be ensured that the X-ray probing depth is small compared to
the penetration depth of the optical excitation. Otherwise, signal contributions
from regions with signicantly different temperatures need to be disentangled.
This effect is documented by the signicant t-model dependence of both the
reconstructed temperature proles as well as the thermal conductivity k in the
355 nm experiment. In contrast, the corresponding results for the 532 nm
measurements are largely model-independent.

Additional evidence that the 532 nm experiment is better understood on
a quantitative level is provided by a comparison of the t results with surface
temperature predictions based on eqn (2). The calculated surface
temperature aer absorption of a 532 nm pump pulse with a uence of
4.8 mJ cm�2 is T(0,0)532 nm(calc) ¼ 157 �C, which agrees reasonably well with the
outcome of the inhomogeneous t T(0,0)532 nm(t) ¼ 123 �C. In contrast, the
corresponding values for 355 nm excitation are T(0,0)355 nm(calc) ¼ 747 �C and
T(0,0)355 nm(t) ¼ 230 �C, i.e., the calculated and reconstructed temperature
jumps differ by a factor of �3.6. The reason for this large discrepancy is currently
unknown. One contributing factor may be that, despite our best efforts, the
convolution methods described in Section 4 could provide an inaccurate
modeling of the DtrXAS response when the sampled region exhibits a steep-
gradient temperature distribution. Another potential issue is that the DXAStemp

spectra for temperatures above 145 �C have been estimated based on a linear
extrapolation of the measurements at 101 �C and 145 �C, which is most likely
increasingly inaccurate with increasing temperatures. Interestingly, Hayes et al.
also observed a signicant discrepancy between the estimated temperature rise in
their hematite sample based on the absorbed photon energy (�470 �C) and the
steady-state temperature rise needed to reproduce the photon-induced change in
X-ray absorption (200 �C).7 In this case, temperature gradients should not play
a major role due to the small sample thickness of only 20 nm. Note that in both
cases, the hematite experiment using 351 nm excitation and the CuO experiment
at 355 nm excitation, the temperature rise estimated by a complete conversion of
the absorbed laser pulse energy into heat is much larger than the measured
temperature increase based on a comparison to steady-state temperature-
dependent DXAStemp spectra. Additionally, the estimated temperatures in both
cases were signicantly higher than the highest temperatures during the steady-
state measurements used to determine the DXAStemp response. Thus, it could be
that this response saturates toward higher temperatures, which would limit their
impact on the XAS ngerprint. Further studies with higher reference tempera-
tures are required to gain a better understanding of this regime.

Given the challenges associated with the quantitative analysis of the 355 nm
experiment, we restrict a more detailed discussion of the t results to the 532 nm
measurement. The good agreement between the observed and reconstructed
temperature dynamics illustrated in Fig. 7b, between the absolute temperature
values derived from the absorbed laser pulse energy and the dynamics t, as well
as the model-independence of the t results for 532 nm excitation suggest that
heat transport within the CuO sample is well represented by a thermal diffusion
constant k¼ (1.3� 0.4) Wm�1 K�1. Literature values for the thermal conductivity
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of CuO vary across almost two orders of magnitude from 1.013 W m�1 K�1 in ref.
24 to 18Wm�1 K�1 in ref. 25 and 33Wm�1 K�1 in ref. 40 and 78Wm�1 K�1 in ref.
41. We note, however, that an extensive literature search did not yield any original
reference that would describe the experiments used to derive any of these values.
Thus, it is not entirely clear whether the large variance is primarily the result of
different sample preparation techniques or of uncertainties in the measurements.
Notably, however, the smallest value, reported by Samsonov24 is the only one for
which the sample form is indicated as powder. Given that this value is remarkably
close to the one derived here and that all other literature values are more than an
order of magnitude larger, it appears that the thermal conductivity of the CuO
lm prepared in this study most closely resembles that of a CuO powder.

At rst glance, this result may be surprising as the sample is prepared by
annealing a solid sheet of copper. Note, however, that the CuO sample consists of
a relatively thin lm at the Cu surface and the oxidation process is likely
accompanied by signicant changes in the surface morphology. Gong et al. used
annealed sputtering to deposit thin lms of copper at temperatures between
200 �C and 400 �C in air and studied the resulting surfaces using X-ray diffraction
(XRD), Raman spectroscopy, and atomic force microscopy (AFM).26 It was
concluded that, below 300 �C, Cu is oxidized to Cu2O and, upon further
temperature increase $300 �C, CuO is formed. In particular, the AFM images
reveal substantial surface morphology variations during the phase transitions.
During the Cu2O formation, the surface roughness increases from �10s to �100s
of nanometer while grains of Cu2O form and coalesce to typical grain sizes of
�150 nm. At 400 �C, CuO forms in lamellar secondary grains with a thickness of
�5 nm, which are distributed within the larger Cu2O grains. Based on these
observations, it is conceivable that the CuO lm prepared here by heating of a Cu
surface in air to 500 �C is also marked by a nano-structured morphology rather
than a crystalline bulk structure. In this case, the thermal conductivity of the lm
may be expected to lie closer to the value for a CuO powder than a crystalline bulk
sample. Further characterization of the CuO lm using alternative techniques
may provide additional insight in this regard.

6. Conclusion and outlook

Photoinduced changes in the oxygen K-edge X-ray absorption spectrum of a thin
lm of CuO have been studied by picosecond time-resolved XAS and comple-
mentary steady-state temperature-dependent XAS. The results show that for
pump-probe delays $150 ps, the trXAS spectra are dominated by lattice
temperature induced effects for both 355 nm and 532 nm excitation. The laser-
induced heating and subsequent sample cooling dynamics at pump laser u-
ences of �5 mJ cm�2 are well described by a one-dimensional thermal diffusion
model that explicitly takes into account the depth-dependence of both the optical
excitation and the X-ray probing. A comparison of the measurements with
different pump laser wavelengths shows that a detailed modeling of these depth-
dependent proles is crucial for a quantitative understanding of the thermal
dynamics in terms of the material properties. Vice versa, predicting the impact of
thermal excitations on future trXAS studies will require a correspondingly well-
developed understanding of the sample properties and nanoscale intensity
proles of pump- and probe-pulse intensities. The thermal conductivity of the
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CuO sample used in this study, k ¼ (1.3 � 0.4) W m�1 K�1, is in good agreement
with the literature value for CuO powder, kpowder ¼ 1.013 W m�1 K�1,24 and
approximately an order of magnitude smaller than the smallest literature value
for bulk CuO, kbulk ¼ 18 W m�1 K�1.25 This underlines the importance of proper
sample characterization prior to a trXAS experiment. A prediction of, for example,
how fast thermal excitations in the CuO lm may be removed between pump-
pulses of a high repetition-rate trXAS experiment would lead to a far too opti-
mistic estimate if it were based on the bulk properties of cupric oxide. Moreover,
a predictive understanding of thermal dynamics and their spectral ngerprints is
not only important to mitigate sample damage and unwanted signal contribu-
tions but also to perform experiments where photoinduced thermal excitations
are the actual trigger for the dynamics under investigation.5 The results presented
here demonstrate that a quantitative modeling of thermal effects in trXAS spectra
is possible but also that it requires great dedication to detail regarding the
material properties and experimental conditions of the pump-probe experiment
to make quantitatively accurate predictions.
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Sample preparation Copper sheet metal is cut to size and the surface 
roughened with sand paper to create better adhesion of the CuO film 
grown on the Cu substrate. This is followed by cleaning with micro-
soap, acetone and ethanol in this order. The samples are then 
transferred to a furnace and heated to 500°C for 15 minutes in 
normal atmosphere. During this procedure, the sample surface 
oxidizes, creating a layer of CuO.1–3 After cooling, the sample is gently 
wiped with an ethanol-soaked lint-free tissue. The heating-cooling-
wiping cycle is repeated a total of five times. While the exact value 
for the final CuO film thickness is unknown, it is large compared to 
the ~43 nm probing depth of the X-rays (see below), as no significant 
count rate fluctuations are observed while raster-scanning the 
sample.

Time-resolved XAS Inside the vacuum system, the pump and probe 
beams are combined by reflecting the laser beam off a mirror with a 
hole in the center that allows the X-rays to pass through. Spatial 
pump-probe overlap is achieved by performing knife-edge scans for 
both beams using a photodiode with carbon tape attached along 
horizontal and vertical directions, providing straight edges in both 
dimensions. The laser pointing is adjusted with a piezo-actuator 
controlled mirror mount to coincide with the X-rays. The X-ray and 
laser focus spot sizes are 180  80 µm2 and ~250  200 µm2 
(horizontal  vertical, FWHM), respectively, ensuring that the probed 
sample area is homogeneously excited. Larger laser spot sizes would 
unnecessarily increase the total deposited energy (mJ) per shot at a 
given excitation fluence (mJ/cm2), leading to additional sample 
heating and, potentially, damage (see below). The laser spot sizes 
were approximately the same for both laser colors. Temporal pump-
probe overlap is adjusted using a biased photodiode with 30 ps 
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response time and a digital oscilloscope with 1 GHz bandwidth and 
10 GS/s sample rate.

The ALS was operated in multi-bunch mode with 2 ns bunch-to-
bunch spacing. Thus, individual TFY spectra have pump-probe delays 
of ΔtN = tN-t0 = Δt0 + 2 ns * (N-1), where Δt0 is the pump-probe delay 
of the first X-ray pulse after the laser pulse and N = 1,2,3,… indicates 
the Nth X-ray pulse following the laser pulse. The minimum pump-
probe delay is set to Δt0 = (150±30) ps for all measurements 
presented here. The simultaneous recording of trXAS spectra from 
an extended X-ray pulse train enables the concurrent capture of 
dynamics across hundreds of nanoseconds, while for delays <2 ns, 
the pump-probe delay Δt0 is varied by a programmable, electronic 
delay line. Excited state spectra (“pumped”) are compared to ground 
state reference spectra (“unpumped”) by creating difference spectra 
for each pump-probe delay, ΔtrXAS(Δt) = trXASpumped(Δt) -
 trXASunpumped. Any given pumped spectrum is compared to an 
unpumped spectrum stemming from the same ALS electron bunch, 
but acquired one round-trip (656 ns) before laser excitation. This 
procedure ensures minimum impact of bunch-to-bunch variations in 
the ALS fill pattern on the ΔtrXAS spectra. Long-term variations of the 
bunch fill pattern are accounted for using bunch current monitor 
data supplied by the ALS. Additionally, photon energy dependent 
variations of the average incident X-ray flux are monitored via a gold 
mesh placed in the X-ray beam downstream from the last beamline 
optic.

The main reason for raster scanning the sample during data 
acquisition is to avoid thermally induced conversion of CuO to Cu2O, 
which is particularly noticeable when pumping with 355 nm pulses. 
High temperatures in conjunction with low partial pressures of 
oxygen lead to a CuO to Cu2O phase transition.4,5 The effect is more 
pronounced in the 355 nm measurement, most likely due to the 
smaller penetration depth of 355 nm light compared to 532 nm 
photons,6 which leads to higher transient surface temperatures 
under UV exposure (see section 4 of the main text). The scan speed 
is chosen such that upon recording of an XAS spectrum on an already 
laser-scanned sample area, no contributions from the intense Cu2O 
white line at 532.5 eV (Fig. 1a) is detected. Note that the scanning 
procedure is essential to avoid artifacts due to overlapping transient 
features from CuO and Cu2O.7

Selection of pump laser fluences The 1.8 mJ/cm2 fluence for 355 nm 
excitation is chosen such that the average laser excitation density 
within the probed volume is expected to be approximately 
comparable to that for 532 nm and 4.8 mJ/cm2. This estimate takes 
into account the wavelength dependent reflectivities (11.3% and 
9.9%, measured independently) and absorbances (1/e penetration 
depths 21.2 nm and 124.5 nm2,6) of the 355 nm and 532 nm pump 
pulses, respectively, as well as the X-ray penetration and escape 
depths at the angles of incidence (0˚) and detection (~82±8˚). The 1/e 
X-ray penetration depth undergoes significant changes around the 
absorption edge from 320 nm below (<528 eV) to 180 nm above 
(>543 eV) the edge.8 For simplicity, the latter value (180 nm) is used 
as the average penetration depth for the incoming X-rays while the 

former (320 nm) is used for the 1/e escape depth of the X-ray 
fluorescence. Multiplying the two exponential decay functions that 
describe the X-rays entering and escaping the CuO sample and 
including the entrance and detection angles, leads to an effective 1/e 
X-ray probing depth of 43 nm. According to this estimate, the 
excitation densities within the probed volume for 355 nm and 532 nm 
pump pulses are comparable for a pump fluence ratio F532 nm/F355 nm 

= . The range of this value is relatively large due to the large 1.9 + 1.9‒ 0.4

angular acceptance of the X-ray fluorescence detector. It includes, in 
particular, the experimental ratio of 4.8 mJ/cm2 / 1.8 mJ/cm2 = 2.7.
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6 Conclusion and Outlook 

 

 

The presented work showcases time-resolved X-ray techniques as useful tools to study charge and 

energy transfer following photoexcitation with temporal and spatial, i.e. depth, resolution. The first 

part of the thesis is centered around the N3-ZnO interface as a model heterojunction solar energy 

harvesting system. The main study (section 5.2) establishes a ~300 ps time delay between 

photoexcitation and electron injection into the ZnO CB using TRXPS. The nature of this 

intermediate state is unambiguously assigned to an ICT configuration as the N3 dye oxidation signal 

(C1s/Ru3d) appears earlier, i.e. within the IRF of the experiment of ~70 ps. Lineshape broadening 

and shifting of the SC TRXPS response (Zn3d) gives access to the depth-resolved band bending 

within the SC electrode. Photo-injected electrons enhance the ground state downward band bending 

by 100 meV within a ~6 nm wide SCL. By applying the Poisson relation, this band bending potential 

translates into the distribution of photo-injected electrons along the surface normal. Spatial 

information on the hole remaining on the dye is gained via the excess shift of the C1s/Ru3d 

photolines after correcting for the band bending changes. Its distance to the ZnO surface as well as 

the electric field of the associated surface dipole are computed within a parallel-plate capacitor 

model. The ground-state band bending of the bare nanocrystalline ZnO electrode is discussed in a 

supporting XPS study (section 5.1). By varying the ZnO surface hydroxylation, i.e. the adsorbate 

coverage, the band bending changes and can be retrieved from spectral changes in the Zn3d XPS 

signal. The fully hydroxylated surface has a ~6 nm broad SCL with ~0.8 eV downward bent bands 

that are best described by a cubic polynomial function. This points towards a linear dependence of 

the charge distribution via the Poisson relation. The presented (TR)XPS studies demonstrate the 

method’s capability to investigate the interfacial energy landscape of nanostructures. In principle, 

any experimental parameter that influences the band bending can be utilized to investigate the 

ground-state interfacial potential. Transient interfacial charge densities and their redistributions are 

accessible through band bending variations at different pump-probe delays. A similar method has 

been used to study the solid/liquid interfaces via ambient pressure XPS.59–61 By applying a varying 

bias across the electrode/electrolyte interface of a photoelectrochemical cell, the potential drop 
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within the electrolyte can be accessed. The combination of time-resolved and ambient pressure XPS 

would be a logical next step to extend the study of interfacial potentials towards in operando 

photovoltaic DSSC and photocatalytic cells. In this setup the ground-state band bending, and 

electrolyte potential could be determined by varying a bias across the interface. A subsequent pump-

probe experiment would investigate transient photoinduced effects with a known ground-state 

electronic potential at a constant bias voltage. A first step in this direction has been made within the 

research group by studying a gold NP sensitized nanocrystalline TiO2 electrode with a water 

background pressure.201 Prior results are published on the charge transfer from gold NPs to the TiO2 

electrode following resonant plasmon excitation under UHV conditions.55 

The proliferation of X-ray sources into labs could accelerate the development of this field. So far 

experimental time is limited and relatively hard to access at large-scale facilities like synchrotrons 

and X-ray free electron lasers. Advances in optical parametric amplified laser sources202,203 enable 

the generation of soft X-ray radiation covering the water window.186,204–206 While the brightness of 

large-scale facilities will not be reached by laboratory sources, especially XPS benefits more from 

high repetition rates as space charge effects limit the maximum usable X-ray photon flux. The 

development of ultrafast laser sources with MHz repetition rates may lead to another advent of 

synchrotron slicing. First implementations of this technique relied on kHz Titanium:Sapphire 

systems carving out a small portion of the electron bunch to produce a spatially separate femtosecond 

X-ray pulse during otherwise normal synchrotron operation. MHz sources could be synchronized to 

the synchrotron ring timing such that they alternate between enough electron bunches to avoid 

stability issues while other beamlines would suffer only minimal loss of photon flux from the 

missing carved out electron slice. This would be a viable alternative for femtosecond X-ray 

experiments requiring high repetition rates but not the kind of peak photon intensities typical for X-

ray free electron lasers. An advantage would be the lack of pulse-to-pulse jitter commonly observed 

especially in self-amplified spontaneous emission X-ray free electron lasers. 

The development toward higher repetition rate experiments of laboratory and large-scale facility X-

ray techniques make considerations around pump laser-induced sample heating more relevant. 

Associated lattice effects within time-resolved X-ray spectra may be harder to detect, as higher 

repetition rates can lead to constantly elevated sample temperatures and therefore saturation effects. 

The second part of this thesis investigates laser-induced effects in TRXAS on solid-state CuO 
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(section 5.3). A method to model lattice contributions and thereby distinguish them from electronic 

effects is applied to laser-induced changes in the oxygen K-edge X-ray absorption. TRXAS signals 

following excitation with 532 nm, 10 ps FWHM laser pulses are modelled within a one-dimensional 

heat deposition and diffusion approach. Radial diffusion is negligible within the X-ray probed 

volume because of the significantly larger laser diameter in the interaction region. Both, the 

picosecond rise and nanosecond decay of the photoinduced effects, are fully captured by this 

framework within the precision of the experiment. An initial laser-induced temperature profile is 

propagated in time by iteratively using Fick’s Law to describe heat dissipation. For each pump-probe 

delay, TRXAS data is compared to a modelled spectrum based on temperature-resolved XAS data. 

The resulting depth- and time-dependent lattice temperature profile is sensitive to increments on the 

scale of tens of nanometers and tens of picoseconds. The analysis results in a thermal conductivity 

of (1.3 ± 0.4) Wm-1K-1, which is in good agreement with the literature value for CuO powder (1.013 

Wm-1K-1), and a surface temperature of 120 °C. A general limitation of the TRXAS approach is that 

the X-ray penetration depth is not as easily tunable as, e.g., the surface sensitivity of TRXPS via the 

photoelectron energy. The angle of incidence of the X-ray beam on flat (crystalline) surfaces allows 

for some tuneability while this does not apply to nanostructured samples. This causes issues with 

TRXAS data following 355 nm excitation, where a comparatively short laser penetration depth leads 

to pronounced temperature gradients. Estimates for the surface temperature are beyond the range of 

temperature-resolved XAS data. Extrapolation of the temperature-resolved data cannot fully 

describe the observed TRXAS effects. Besides enabling the isolation of electronic signals in future 

experiments, the lattice temperature can also be a driving factor for photocatalytic phenomena. 

TRXAS is generally well-suited to investigate intermediate species in catalytic reactions as 

demonstrated in a study of CO dissociation on the Ru(111) surface.200 
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