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Abstract

Compact THz-based particle accelerators require Terahertz (THz) pulses of tens of mJ
of energy to achieve high acceleration fields of hundreds of MV/m. Despite the promis-
ing prospects of scaling THz generation to these energy ranges by non-linear optical
processes, their conversion efficiency for high-energy (HE) THz applications is currently
too low.

Aiming to provide a new way of producing HE THz pulses, this thesis presents
the development of a THz pulse compression system by which the signal emitted by a
continuous-wave (CW) THz source is enhanced in intensity and compressed in duration
into short pulses. For this purpose, a 900 mm long bow-tie enhancement cavity reso-
nant with the Gaussian mode of a 100 GHz frequency CW incident electro-magnetic
wave was implemented in a quasi-optical way. Inside the cavity, the intensity of the
incident 100 GHz radiation was enhanced a certain number of times expressed through
the parameter E . Subsequently, the cavity circulating THz radiation was extracted out
in the form of a short pulse by using a laser-driven semiconductor switch. In particular,
for a 145-µW cavity input light and a 532-nm, 7-ns, 50-mJ excitation laser pulse, the
compression system was performed under two specific scenarios. First, for a E ≈ 17.5

and by using an intrinsic silicon wafer, a maximum power of 940µW was extracted,
corresponding to ∼ 38% of the cavity circulating power. Second, for a E ≈ 6.5 and
by utilizing an intrinsic gallium arsenide wafer, a maximum power of 635µW was ex-
tracted, corresponding to ∼ 67% of the cavity circulating power. In both cases, the
duration of the extracted pulse was about ∼ 28 ns, distributed in four main oscillations,
each of them with a period of around 6∼ 7 ns and different amplitude. These results
proved that the magnitude, shape and duration of the extracted pulse were dependent
on four factors: the cavity length, the parameter E , the energy of the excitation laser
pulse and the switching dynamics of the semiconductor wafer.

Based on observations made from the current compression system, two conclusions
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can be drawn:

(i) The length of the resonator needs to be matched to the semiconductor response
and the laser driver pulse length used.

(ii) The cavity and semiconductor switch size as well as laser energy needed needs to
be scaled to a high power THz source such as gyrotrons. Such gyrotron sources
have been developed to the multi-MW scale for electron-cyclotron resonance heat-
ing of fusion plasmas.



Zusammenfassung

Kompakte THz-basierte Teilchenbeschleuniger benötigen Terahertz (THz) Pulse mit
einer Energie von mehreren zehn mJ, um hohe Beschleunigungsfelder von Hunderten
von MV/m zu erreichen. Trotz der vielversprechenden Aussichten, die THz-Erzeugung
durch nichtlineare optische Prozesse in diese Energiebereiche hoch zu skalieren, ist deren
Umwandlungseffizienz für hochenergetischen (HE) THz-Anwendungen derzeit noch zu
gering.

Mit dem Ziel, einen neuen Weg zur Erzeugung von HE-THz-Pulsen zu finden, wird
in dieser Arbeit die Entwicklung eines THz-Pulskompressionssystems vorgestellt, mit
dem das von einer Dauerstrich-THz-Quelle emittierte Signal in seiner Intensität ver-
stärkt und in seiner Dauer zu kurzen Pulsen komprimiert wird. Zu diesem Zweck
wurde ein 900 mm langer Bow-Tie-Resonator aufgebaut, dessen Resonanzfrequenz auf
das Einkoppeln der Gauß-Mode des 100 GHz Dauerstrich-THz-Strahlung abgestimmt
ist. Im Inneren des Resonators wurde die Intensität der einfallenden 100 GHz-Strahlung
um ein bestimmtes Vielfaches, ausgedrückt durch den Uberhöhungsfaktor E , erhöht.
Anschließend wurde die im Resonator zirkulierende Strahlung in Form eines kurzen
Pulses mit Hilfe eines lasergesteuerten Halbleiter-Schalters ausgekoppelt. Insbesondere
wurde das Kompressionssystem für ein 145-µW-Resonator-Eingangsstrahl und einen
532-nm, 7-ns, 50-mJ-Anregungslaserpuls unter zwei spezifischen Szenarien getestet.
Zuerst wurde bei einem Uberhöhungsfaktor E ≈ 17.5 und unter Verwendung eines in-
trinsischen Silizium-Wafers eine maximale Leistung von 940µW extrahiert, was ∼ 38%
der umlaufenden Leistung des Resonators entspricht. Als nächstes wurde bei einem
Uberhöhungsfaktor E ≈ 6.5 und unter Verwendung eines intrinsischen Galliumarsenid-
Wafers eine maximale Leistung von 635µW extrahiert, was ∼ 67% der Umlaufleistung
des Resonators entspricht. In beiden Fällen betrug die Dauer des extrahierten Pulses
etwa ∼ 28 ns, verteilt auf vier Hauptschwingungen, jede mit einer Periode von etwa
6∼ 7 ns und unterschiedlicher Amplitude. Diese Ergebnisse zeigen, dass die Größe,
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Form und Dauer des extrahierten Pulses von vier Faktoren abhängt: der Resontor-
länge, dem Uberhöhungsfaktor E , der Energie des Anregungslaserpulses und der Schalt-
Dynamik des Halbleiter-Wafers.

Zweierlei Schlussfolgerungen sich aus den Beobachtungen der Funktionsweise des
Kompressionssystems ziehen:

(i) Die Resonatorlänge muss zur Dynamik des Halbleiterschalters und der Länge des
Laserpulses angepasst sein.

(ii) Die Größe des Resonators sowie Halbleiterschalters sowie Laserpulseenergie muss
auf die Leistung der THz quelle angepasst werden um die gewünschten HE-
THz Pulse im multi-MW Bereich erzeugen zu können. Solche THz-Quellen sind
gyrotrons mit multi-MW Ausgangsleistung, welche zum Zweck der resonanten
Elektron-Zyklotron Heizung von Fusionsplasmen entwickelt wurden.
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Chapter 1

Introduction

Originally, particle accelerations were invented and designed to study the elementary
components of matter. However, over the years their use has expanded to a wide range
of applications, ranging from medicine and industry to the generation of high brilliance
X-rays. As a result, currently, there are more than 30,000 accelerators around the
world [WH20]. Some of them involve large facilities and production costs, which has
recently prompted efforts to reduce their size based on new technologies. In particular,
milestones in electron acceleration by terahertz (THz) radiation [NHH+15, LJ16] have
demonstrated the viability of developing THz-based accelerators. For instance, the
AXSIS project −Frontiers in Attosecond X-ray Science: Imaging and Spectroscopy−
focuses on developing a new electron accelerator and radiation technology, which aims
to build a compact source of attosecond X-ray pulses to study the dynamics of biolog-
ical processes [KAC+16]. The source is planned to be driven entirely by laser systems
which have the potential to make the device’s infrastructure more compact and less
costly. The pivotal idea is to use radiation centered at THz frequencies (in the range
0.1− 1 THz) for particle acceleration. This corresponds to a 200 times shorter wave-
length compared with conventional radio-frequency (RF) driven accelerators composed
of metallic RF structures usually operating at about 1∼ 3 GHz. This leads to excitation
with shorter pulse durations, which increases the threshold of the field emission with
an expected peak field in the range of 1 GV/m and reduces the pulsed heating dam-
age, being the latter one that limits electron acceleration fields in linear accelerators
(LINAC). Specifically, the AXSIS machine seeks to accelerate the electron beam in two
steps. First, by a THz-Gun powered by single-cycle (SC) THz radiation, in which the
electrons are accelerated from rest to ∼ 1 MeV. Second, by a THz-LINAC powered by
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multi-clycle (MC) THz radiation centered at ∼ 0.3 THz with pulse energies of ∼ 20 mJ
and hundreds of picosecond pulse duration, in which the electrons are accelerated from
∼ 1 MeV to the final energy of ∼ 20 MeV.

In parallel, to avoid and minimize damages by RF breakdown [PS14], different ex-
perimental tests and studies have been carried out to upgrade the working frequency
of some LINACs from the standard 1− 12 GHz operation to the millimeter-wave range
(30− 300 GHz). For example, at the Facility for Advanced Accelerator Experimental
Tests (FACET) in the SLAC National Accelerator Laboratory, different customized
metallic copper and stainless steel traveling wave acceleration structures were excited,
using FACET electron beams, at THz frequencies, from 115 GHz to 140 GHz, achiev-
ing a maximum accelerating gradient of 0.3 GV/m with a peak surface electric field of
1.5 GV/m and a pulse duration of around 2.4 ns. Under these conditions, the structures
did not experience damage by RF breakdown [DFDB+16b]. Furthermore, RF break-
down rates in 200 GHz copper and copper-silver metallic accelerating structures have
been characterized by using peak electric fields in the range of 350− 500 MV/m with a
pulse length of about 0.3− 0.5 ns [DFDB+16a].

The particle’s acceleration structures mentioned so far involve high-energy (HE)
THz pulses and consequently high peak accelerating fields in the MV/m range, even
GV/m for the AXSIS case. These quantities can be generated by electron beams
as drivers of linear accelerator-based THz sources [CBB+13, CCF+20], which require
again large installations. Nevertheless, there are many conventional methods for gen-
erating THz pulses [HF11]. Most of them employ table-top techniques in nonlinear
optics, in which the energy of high-power (HP) optical lasers interacts with nonlinear
materials to convert the energy into THz radiation. Among them, the maximum con-
version efficiencies (CE) in SC THz generation have been accomplished by employing
the optical rectification (OR) method, especially through the tilted-pulse-front (TPF)
technique [HAKK02, WTHK20] in cryogenically cooled lithium niobate (LiNbO3) crys-
tals. Specifically, in [FOL+14] they achieved the highest CE so far of 0.77%, with THz
pulses energy over 0.4 mJ and for frequencies below 1 THz by using a 60-mJ, 1030-nm,
785-fs laser. Similarly, in [Kä20] they reported the generation of SC THz pulses with
an energy of 0.2 mJ, at a center frequency of 0.28 THz and a CE of 0.5% by using
a 40-mJ, 1020-nm, 1-ps laser. In the case of MC THz generation, the highest CE
has been obtained via difference frequency generation (DFG) by employing a tunable
two narrow-spectral lines separation, 15-mJ, 10-Hz, 250-ps multi-line laser source into
a Mg-doped periodically poled lithium niobate (MgO:PPLN) crystal achieving a CE
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of 0.49% at 0.29 THz and 0.89% at 0.53 THz, respectively [Olg21]. Previously, also
through the DFG method, using the chirp and delay (CD) technique [WHFA94] in a
PPLN crystal, a maximum CE of 0.24% with pulse energies of 0.6 mJ at 0.361 THz was
reached by using a 1.2-J, 800-nm, 5-Hz, 260-ps laser [JMA+19].

However, despite the promising prospects of scaling THz generation to the milli-
joule regime in both SC and MC by optical laser-driven THz sources, the conversion
efficiency of these methods is still low for HE terahertz applications. This has led to the
search for new alternatives of obtaining short HE THz pulses. Under such a scenario,
the laser-driven semiconductor switch (LDSS) technique has been widely used allowing
the production of short pulses with frequencies from the microwaves (3− 30 GHz) to the
far infrared (FIR, 3− 100 THz) range. This technique involves a laser pulse exciting the
surface of a semiconductor causing an increment of its carrier concentration. As a con-
sequence, the plasma frequency (ωp) associated with the semiconductor also increases
which makes the material to become momentarily reflective for all incident frequencies
below ωp. Here, the temporal reflectivity depends on the duration of the laser pulse and
the characteristics of the semiconductor (see section 4.6). Lately, to obtain THz pulses
at a megawatt (MW) level, the LDSS method has been used to shorten the radiation
emitted by stable, efficient, HP sources, such as gyrotron-based sources [SKS12], which
can deliver MW of µs pulsed or continuous-wave (CW) THz radiation power with effi-
ciencies as high as 60% [JAA+17, HBG+02, SKT+07]. For instance, in [KJS+19] from a
1.5-MW, 3-us pulse, 110-GHz gyrotron source, they produced 9-ns, 110-GHz pulses by
exciting a 387µm thick silicon (Si) wafer by a 230-mJ, 532-nm, 6-ns laser achieving more
than 70% reflectance for a gyrotron incident power limit of 600 kW. In the same way, in
[OPS+20] and after their previously mentioned tests in [DFDB+16b] and [DFDB+16a],
from a 1.25-MW, 3-us pulse, 110-GHz gyrotron source, they generated 10-ns, 110-GHz
pulses by exciting a 387-µm thick Si wafer by a 230-mJ, 523-nm, 6-ns laser achieving
more than 75% reflectance for a gyrotron incident power limit of 600 kW. Eventually,
these pulses were used to successfully power a millimeter-wave electron accelerating
structure accomplishing a gradient up to 230 MV/m corresponding to a peak surface
electric field > 520 MV/m.

Based on the relevance of generating high-energy pulses in the THz regime for fu-
ture THz-based LINACs and in order to provide a new way of producing such HE THz
pulses, this thesis presents the development of a THz pulse compression system by which
the signal emitted by a CW THz source is enhanced in intensity and compressed in
duration into short pulses. Specifically, the system is composed of a quasi-optical bow-
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tie enhancement cavity with an intracavity semiconductor wafer (SW) operating under
the LDSS method. Firstly, an input 100 GHz Gaussian beam is resonantly accumulated
inside the cavity a certain number of times. Secondly, the SW placed between the cav-
ity mirrors is optically excited by a 7-ns, 532-nm laser pulse. This excitation induces
a momentary reflectance in the SW for THz frequencies. As a result, a compressed
100 GHz radiation (short pulse) is extracted out from the cavity.

Thesis outline

The THz pulse compression system contemplates the resonant coupling between the
fundamental Gaussian mode of the 100 GHz input radiation and the lowest transverse
mode of the bow-tie cavity. Thereby, chapter 2 describes some fundamental concepts
about it, such as the mathematical expression of the Gaussian beam (section 2.2) to-
gether with a brief description of the high-order Hermite-Gaussian modes (section 2.3).
Moreover, section 2.4 presents the q-transformation rule through the ABCD matrix as
a method to know the behavior of the radiation throughout the optical components of
the cavity. Finally, section 2.5 shows a general description of the two-mirror optical
cavity as a prelude to understand the bow-tie cavity principle.

Chapter 3 explains the most important properties and the design process of the
bow-tie enhancement cavity configuration (section 3.2) by following a similar analysis
of the two-mirror resonator of chapter 2. Furthermore, sections 3.3 and 3.4 shows the
different components involved in the configuration as well all the mounting processes
with the corresponding experimental results.

Chapter 4 describes the principle of the LDSS technique, which is the other main
subject of this thesis. Firstly, section 4.2 gives a general overview of semiconduc-
tors. Next, sections 4.3, 4.4 and 4.5 analyze a quasi-classical theoretical background of
semiconductors under non-equilibrium conditions. After that, section 4.6 presents the
optical switch principle with simulations on Si and GaAs semiconductors (section 4.7).
Finally, section 4.8 shows the experimental results of a Si and GasAs wafer working as
an optical switch.

Chapter 5 describes the implementation of the THz pulse compression system, which
means, the bow-tie optical cavity and the LDSS method. In this way, sections 5.3 and
5.4 present the experimental results of the system by using Si and GaAs wafers, respec-
tively.

Finally, chapter 6 summarizes the results obtained throughout the thesis and of-
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fers an outlook of the current and future design of the system on high-power THz
applications by using gyrotron sources.





Chapter 2

Preliminary concepts

2.1 Introduction

Generally, in the interaction processes between light and optical cavities it is desirable
to study the behavior of the lowest transverse mode of the radiation field. This mode is
associated with a certain type of light beam called Gaussian beam, named after the fact
that its intensity distribution, transverse to the propagation axis, undergoes precisely
a Gaussian beam profile.

On the other hand, an optical cavity is an arrangement of a certain number of
mirrors designed to store and confine different light beam modes. It is a fundamental
part of laser devices and is widely utilized as a frequency oscillator in dedicated optical
applications such as regenerative amplifiers and optical parametric oscillators, among
others.

This section describes a number of fundamental concepts necessary as a prelude
to the research work developed in this thesis. In particular, a global analysis under
rectangular coordinates of the formal mathematical expression of the Gaussian beam,
as well as a brief description of the high-order Hermite-Gaussian beam modes, is pre-
sented. In addition, the q-transformation rule through the ABCD matrix and a general
description of the two-mirror optical cavity are shown. A more detailed and in-depth
study can be found in the referenced literature.

21
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2.2 The fundamental Gaussian beam mode
THz pulse compression system presented in this thesis contemplates the resonant cou-
pling between the fundamental Gaussian mode of the 100 GHz input radiation and the
lowest transverse mode (Gaussian mode) of the bow-tie cavity. Thereby, it is funda-
mental to understand the nature involved in Gaussian beams.

A laser system is the best application example in which light is generated with a
Gaussian beam profile. Due to the natural divergence of propagation, the wavefront
associated with the emitted light experiences different patterns. This starts as a plane
wave just at the laser output and then changes slowly towards a spherical wave form
as the light spreads away from the source. In this scenario, as the first step in order to
obtain the mathematical expression of the Gaussian beam, the electric and magnetic
field components of an electromagnetic wave are described by a wave function of posi-
tion and time U(r, t) = U(x, y, z, t) which satisfies the three-dimensional wave equation
given by:

∇2U − 1

c2
∂2U

∂t2
= 0, (2.2.1)

where ∇2 = ∂/∂x2 + ∂/∂y2 + ∂/∂z2 is the Laplacian operator and c the speed of light.
The simplest representation of a wave function is the monochromatic wave defined

as:

U(r, t) = U(r)e−iωt, (2.2.2)

wherein the complex amplitude U(r) = U(x, y, z) depends on the spatial coordinates
and e−iωt is the time dependence of the wave. Thus, the substitution of Eq. (2.2.2) into
Eq. (2.2.1) leads to the Helmholtz equation described as:

∇2U + k2U = 0, (2.2.3)

with k defined as the wavenumber. Assuming that the wave is propagating in a homoge-
neous and isotropic medium with refractive index n, then k = 2πνn/c = ωn/c = 2πn/λ

where ν is the wave frequency, ω = 2πν is the angular wave frequency and λ is the
wavelength of the wave. From now on, the light propagation is assumed throughout
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free space. Therefore n ≈ 1.
Considering a propagation in the z axis, an Ansatz solution of the Helmholtz equa-

tion is the plane wave given by:

U(r) = A(r)e−ikz. (2.2.4)

Thus, by replacing Eq. (2.2.4) into Eq. (2.2.3) it follows that:

∂2A

∂x2
+

∂2A

∂y2
+

∂2A

∂z2
− 2ik

∂A

∂z
= 0. (2.2.5)

The term e−ikz in Eq. (2.2.4) implies that the wave oscillates through the propa-
gation direction. Meanwhile, the complex envelope A(r) connects the minimum and
maximum of the oscillation and decreases slowly with respect to z within a distance
∆z = λ. Thereby, the change ∆A is much smaller than A, i.e., ∆A ≪ A, which
means A varies slowly with z [ST07]. For this reason, by neglecting the term ∂2A/∂z2

compared with the other second order derivatives, Eq. (2.2.5) becomes:

∂2A

∂x2
+

∂2A

∂y2
− 2ik

∂A

∂z
= 0

∇2
TA− 2ik

∂A

∂z
= 0, (2.2.6)

which is called the paraxial wave equation.
The waves that are solutions of Eq. (2.2.6) are called modes of propagation and

keep their principle shape. The simplest one is the fundamental mode solution which
corresponds to the Gaussian beam. Its expression has the form [KL66]:

A(r) = E0e
−i kρ

2q(z) e−iP (z), (2.2.7)

wherein ρ = x2 + y2 is the radial direction, E0 is the amplitude constant, P (z) is the
complex phase shift and q(z) is the q-parameter.
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The q-parameter

q(z) is an essential complex parameter from which crucial features of the beam can be
calculated. It is defined as:

1

q(z)
=

1

R(z)
− λ

πw(z)2
i. (2.2.8)

In Eq. (2.2.8), R(z) corresponds to the radius of curvature of the wavefront that
intersects the axis at position z. On the other hand, the term w(z), known as the beam
radius, is the distance at which the beam intensity I is 1/e2 times its maximum value I0
[KL66]. Both are defined by Eqs. (2.2.9) and (2.2.10), respectively. It should pointed
out that I decreases in a Gaussian way with the distance from the z axis.

R(z) = z

[
1 +

(
πw2

0

λz

)2
]
. (2.2.9)

w(z) = w0

√
1 +

(
λz

πw2
0

)2

. (2.2.10)

In the above equations, the constant w0 is called beam waist and corresponds to
the minimum radius of the beam (which occurs at z = 0 in Eq. (2.2.10)). At position
z = 0, the wavefront of the beam is planar in nature, whereas at points far away it
experiences a spherical behavior. The way how the wavefront spreads along z obeys
the divergence angle θ given by:

θ =
λ

πw0

. (2.2.11)

Then, the limit where the plane wavefront turns into spherical wavefront is called
Rayleigh length, denoted as zR and defined as:

zR = −
Im
{

1
q

}
∣∣∣1q ∣∣∣2 , (2.2.12)

where 2zR is the confocal parameter. In addition, the beam waist is related to zR by:
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w0 =

√
λzR
π

. (2.2.13)

Eventually, the distance from a position z of the beam to the beam waist w0 is
mathematically expressed in terms of the q-parameter in the form:

z = −
Re
{

1
q

}
∣∣∣1q ∣∣∣2 . (2.2.14)

The Gaussian beam parameters seen so far describe how the beam amplitude spreads
with respect to the propagation axis z and to the radial direction ρ. A graphical
representation of them is depicted in Fig. 2.1.

r

w0

θzR

w(z)

Wavefronts

zR

I

I0 /e2

w w r

Gaussian 
intensity
profile

Propagation lines
Confocal parameter

L

z

w

w

beam
picture

Gaussian 

I0

Figure 2.1: Fundamental propagation mode equivalent to a Gaussian beam showing some
of its relevant parameters and the intensity profile with a beam picture at the transverse plane
L.
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The complex phase shift

P (z) provides the phase factors present in the Gaussian beam. The substitution of Eq.
(2.2.7) into Eq. (2.2.6) produces the following relation:

dP (z)

dz
=

−i

q(z)
= − i

z + i(πw2
0/λ)

. (2.2.15)

Then, by using the previous definitions of q(z), R(z) and w(z) into Eq. (2.2.15), the
solution of the integral

∫ z

0
dP (z)
dz

leads to the following expression for P (z) [KL66][Nag10]:

iP (z) = ln

[
1− i

(
λz

πw2
0

)]
= ln

√
1 +

(
λz

πw2
0

)2

− iΦ. (2.2.16)

Looking at the right-hand side of Eq. (2.2.16), the logarithmic term reduces the
beam intensity, whereas the term Φ, known as the Gouy phase, basically gives an
additional phase shift to the wavefront at position z with respect to a plane wave
[KL66][ST07]. It is defined by:

Φ = tan−1

(
z

zR

)
= tan−1

(
λz

πw2
0

)
, (2.2.17)

with Φ ∈ [−π, π]. This parameter plays an important role in defining the resonance
frequencies of optical cavities, as will be discussed later.

Mathematical expression of the Gaussian beam

Finally, by putting the parameters defined so far into Eq. (2.2.7), a formal expression for
the complex envelope A(r) is obtained. Consecutively, by replacing it into Eq. (2.2.4),
a complete mathematical representation for the field distribution U(r) of a Gaussian
beam is established as follows [KL66][Nag10]:

U(x, y, z) = E0
w0

w(z)
·

Amplitude factor︷ ︸︸ ︷
e−(

ρ
w(z))

2

· e
−i

(
kz−Φ+ kρ2

2R(z)

)
︸ ︷︷ ︸

Phase factor

. (2.2.18)

In the last equation, the amplitude factor accounts for the Gaussian distribution
of the beam radial (transverse) to the propagation axis. On the other hand, in the
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phase factor term: kz defines the phase shift of a plane wave which together with the
Gouy phase Φ determine the general longitudinal phase shift of the beam, and kρ2

2R(z)

describes the transverse phase shift of the beam with regard to a plane perpendicular
to the propagation axis.

2.3 Higher-order modes

As mentioned earlier, each solution of Eq. (2.2.6) is a propagation mode of a monochro-
matic wave. In the previous section, the fundamental mode solution was analyzed,
which corresponds to the Gaussian beam.

High order solutions in Cartesian coordinates are called Hermite-Gaussian modes.
These modes do not have a transverse Gaussian intensity distribution. The complex
envelope associated with them is given by [KL66][PLL+19]:

A(r) = g(x, z)h(y, z)e−i k
2q(z)(x2+y2)e−iP (z). (2.3.1)

Because g is a function of x and z, and h of y and z, these solutions allow now
differences in the x and y axis which lead to the non-Gaussian beam shape. After
introducing Eq. (2.3.1) into Eq. (2.2.6), g and h are related to each other by [ST07]:

g · h = Hm

(√
2x

w(z)

)
·Hn

(√
2y

w(z)

)
, (2.3.2)

where m and n are the transverse mode numbers, with Hm and Hn known as the Hermite
polynomial of order m and n, respectively. Examples of some low-order polynomials
are:

H0(v) = 1. (2.3.3)
H1(v) = 2v. (2.3.4)
H2(v) = 4v2 − 2. (2.3.5)
H3(v) = 8v3 − 12x. (2.3.6)
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Finally, all the functions that satisfy the paraxial wave equation (2.2.6) (this means,
contemplating the Gaussian beam mode and the Hermite-Gaussian modes), are grouped
in the following general expression [KL66][ST07]:

U(x, y, z)mn =
w0

w(z)
·Hm

(√
2x

w(z)

)
·Hn

(√
2y

w(z)

)
· e−(

ρ
w(z))

2

· e
−i

(
kz−(1+m+n)Φ+ kρ2

2R(z)

)
.

(2.3.7)

Overall, because of the transverse dependence of the modes, the fundamental Gaus-
sian mode is normally denoted as the TEM00 mode and the high-order modes as the
TEMmn modes, where TEM stands for transverse electromagnetic. Fig. 2.2 shows the
intensity profile distribution of some high-order modes.

I

TEM22 TEM 33

TEM11TEM00

I

I I

m=n=0

m=n=2

m=n=1

m=n=3

Figure 2.2: A few Hermite-Gaussian beams with their corresponding intensity distribution
for each plane. TEM00 mode corresponds to the fundamental Gaussian beam.

2.4 The ABCD matrix
In the postulates of ray optics, the light travels in form of rays. Under the paraxial
approximation, a ray makes a small angle β ≈ sin(β) with respect to the optical axis.



Chapter 2. Preliminary concepts 29

This paraxial ray can be described by a 2×1 column vector containing its height h and
angle β as depicted in Fig. 2.3 [ST07].

z

y

optical axis

βh.
Ray

Figure 2.3: Paraxial ray defined by its height h and angle β with respect to the optical
axis z.

When a ray defined by (h1, β1) travels along an optical system, it undergoes a liner
transformation represented by a ray-transfer matrix called ABCD matrix. Thus, after
the optical system, the ray is characterized by a new position and angle (h2, β2) which
can be written in the form:

(
h2

β2

)
=

(
A B

C D

)(
h1

β1

)
, (2.4.1)

where the real numbers A, B, C and D depend on the characteristics of the optical
system. Besides, considering identical refractive indices before and after the optical
system, the determinant of the ABCD matrix is unity [KL66]:

det

(
A B

C D

)
= AD −BC = 1. (2.4.2)

An optical system can be composed of an arrangement of different optical compo-
nents where each one has its own ABCD matrix. Table 2.1 illustrates some optical
components with their respective ray matrices.

The knowledge of the ray-transfer matrix is useful in order to understand the be-
havior of the Gaussian beam after the optical system associated with such a matrix.
Specifically, defining 1/q0 and 1/q1 as the beam q-parameters (see Eq. (2.2.8)) before
and after the optical system, respectively, the following q-transformation rule is fulfilled
[KL66]:
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1

q1
=

C +D
(

1
q0

)
A+B

(
1
q0

) . (2.4.3)

The last equation implies that the spot size of the beam and the radius of curvature
of the wavefront can be calculated immediately after the optical system and, from there,
at all points throughout the path of the beam.

Table 2.1: Optical components and their associated ABCD matrices

Case Squeme ABCD
matrix

Free-space
propagation of

length d
d

(
1 d
0 1

)

Reflection from a
flat mirror M zβ1

M

β2

β2 β1= (
1 0
0 1

)

Reflection from a
spherical mirror with
radii of curvature R
and center to the left

R
.

(
1 0
−2
R

1

)

Transmission
through a thin lens

of focal length f

f (
1 0
−1
f

1

)
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2.5 The two-mirror enhancement cavity

An optical cavity, also called optical resonator, is a set of two or more mirrors arranged
in such a way that causes an incident light, weakly transmitted through one of the
mirrors, to circulate in a closed path reflected within the mirrors, coupling and being
coherently stored at a certain resonant frequency. The enhancement is a factor that
reflects the ability of the cavity to build up or enhance passively the input light certain
number of times whose value will depend on the cavity features.

The two-mirror cavity is the simplest optical cavity and it is basically a Fabry-Perot
interferometer [ST07][YY07] with two facing highly-reflective curved mirrors with radii
of curvature R1 and R2 separated by a distance d. Distinct types of two-mirror cavities
exist that differ from each other in the value of the radius of curvature and in the
separation between the mirrors. Fig. 2.4 depicts a symmetric configuration of a two-
concave-mirror resonator which will be used as a model in the analysis of this section.

d

R2R1

z2z1
z

Figure 2.4: A symmetric
two-concave-mirror resonator.
Because the mirrors are not
perfectly reflective, there is a
small light leakage along them.

The light circulates in sequences inside the resonator of Fig. 2.4. First, the beam
enters through the input coupler mirror R1. Next, it travels forward along d. Then, it
is reflected on the mirror R2. After that, it travels the path d backwards. And finally, it
is reflected by R1 repeating the whole sequence over and over. The right-traveling wave
and the left-traveling wave in the resonator generate an interference pattern, which is
why this cavity is also called the two-mirror standing wave resonator.

Similar to the light beam modes, a cavity also has uncountable possible modes. In
order for a cavity mode to happen, it requires, as condition, that after one round-trip
the field distribution of the light and its phase replicate themselves inside the resonator.
This brings about the interference pattern. Thus, when both are fulfilled, the mode
associated with the input light beam is a mode of the cavity, in other words, there is a
successful mode matching between the input beam mode and a specific cavity mode.
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2.5.1 Field distribution condition

Inside the cavity, the wavefronts normal to the propagation axis will reflect back onto
themselves, always retracing the same path as long as the mirror surfaces coincide with
the wavefronts. In order to find out the light field distribution in the resonator, a
simple analysis can be performed using the ABCD q-transformation rule described in
the foregoing section [KL66]. Specifically, taking just to the right of R1 as the reference
plane, if 1/qp is the complex beam parameter at this plane, then after one round-trip
the condition has to comply with the following:

1

qp
=

C +D
(

1
qp

)
A+B

(
1
qp

) , (2.5.1)

whose solution leads to:

1

qp
=

D − A

2B
± 1

2B

√
(A−D)2 + 4BC. (2.5.2)

Analogously to Eq. (2.2.8), the first term of Eq. (2.5.2) is related to 1/R −where
R is the radius of curvature of the wavefront at the reference plane − and the second
one to iλ/πw2 as follows:

1

R
=

D − A

2B

R =
2B

D − A
. (2.5.3)

w2 =
2|B|λi

π
√
(A−D)2 + 4BC

w2 =
2|B|λi

π
√
A2 + 2AD +D2 − 4AD + 4BC

w2 =
2|B|λ

π
√
4− (A+D)2

. (2.5.4)

The beam radius w is a real number. Therefore, the term under the square root in
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Eq. (2.5.4) must be positive. In other words, to have a physically valid value of w it is
necessary to fulfill the following inequality:

− 2 < (A+D) < 2. (2.5.5)

This inequality is called the stability criterion. If it is fulfilled, the cavity is stable,
meaning that the field successfully replicates itself after one round-trip [Nag10].

As mentioned before, the light in the cavity travels back and forth between the
mirrors experiencing a repetitive sequence. Keeping the reference plane, in Fig. 2.4
one round-trip sequence is composed of four elements: the free-space propagation of
distance d, the reflection by mirror R2, the second free-space propagation of distance
d, and the reflection by mirror R1. Therefore, by following Table 2.1 and writing the
matrices of each optical component in reverse order [Nag10], the ABCD matrix of a
one round-trip sequence is equal to:

(
A B

C D

)
=

(
1 0

− 2
R1

1

)(
1 d

0 1

)(
1 0

− 2
R2

1

)(
1 d

0 1

)
. (2.5.6)

The preceding expression produces the following matrix elements:

A = 2

(
1− d

R2

)
− 1, (2.5.7)

B = 2

(
1− d

R2

)
d, (2.5.8)

C =
2

d

[
2

(
1− d

R1

)(
1− d

R2

)
−
(
1− d

R1

)
−
(
1− d

R2

)]
, (2.5.9)

D = 4

(
1− d

R1

)(
1− d

R2

)
− 2

(
1− d

R2

)
− 1. (2.5.10)

Consequently, by replacing Eqs. (2.5.7) and (2.5.10) into Eq. (2.5.5), the stability
criterion turns into:

0 <

(
1− d

R1

)(
1− d

R2

)
< 1. (2.5.11)
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In the literature [KL66][Nag10][ST07], for a simpler analysis, the criterion is written
in terms of the quantities g1 = (1− d/R1) and g2 = (1− d/R2) known as g parameters.
Hence, Eq. (2.5.11) becomes:

0 < g1g2 < 1. (2.5.12)

Fig. 2.5 illustrates a 2-D plot of the criterion (2.5.12) in terms of g1 and g2. Ba-
sically, this diagram indicates the regions of stability. On the one hand, to fulfill the
inequality on the left (0 < g1g2), all the stable points must be in the first or third quad-
rants. On the other hand, to accomplish the inequality on the right (g1g2 < 1), the
stable points must be in a region bounded by the hyperbola g1g2 = 1 [Nag10][ST07].
In summary, resonators located in the shaded area are stable. Otherwise, they are
unstable. Furthermore, the configuration of some common stable resonators is depicted
in the diagram.

Symmetric confocal

g2

1

-1 1

-1

R1

Planar parallel
   = R  2(R1 =∞)

R2

d

d

g1

Symetric

   = R  2(R1    = -d/2)
concentric

   = R  2(R1    = -d)

R1 R2

R1 R2

Figure 2.5: Stability
diagram in a two-mirror
cavity with examples
of some common stable
symmetric resonators.

In the design process of a two-mirror resonator with specific characteristics (type
and size of mirrors, cavity length, etc...), the parameters of the fundamental (Gaussian)
beam mode inside the resonator can be calculated by substituting the values of the
ABCD elements into the different equations seen so far. In particular, Eq. (2.5.4)
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provides the result of the spot size w at the position just at the right of mirror R1.
Consecutively, by replacing w into Eq. (2.2.10), expressions for the waist size w0 and
the Rayleigh length zR can be directly obtained. Afterward, matching the input beam
field mode and the cavity resonant beam mode guarantees a coupling of the incident
light into the resonator, provided that the phase condition is also satisfied.

2.5.2 Phase condition: Resonance frequencies

As mentioned earlier, the phase of the Gaussian mode also has to reproduce itself in
the resonator after one round-trip. If this happens, the beam frequency is at resonance
with the cavity mode. In such a circumstance, after each round-trip, the beam phase
shift δ is an integral multiple of 2πΥ, with Υ = 1, 2, 3, ...

For the fundamental mode, looking at Eq. (2.2.18) and following Fig. 2.4, at points
on the optical axis (ρ = 0) the beam phase is δ = kz −Φ. Therefore, by accomplishing
the resonance condition after the beam propagates back and forth between z1 at mirror
R1 and z2 at mirror R2 (the total displacement is 2 times the cavity length), the beam
phase change is equal to ∆δ = 2dk − 2∆Φ = 2πΥ, where ∆Φ = Φ(z2/zR)− Φ(z1/zR),
with Φ defined by Eq. (2.2.17). This leads to a formal expression of the resonance
frequencies as follows [Nag10][ST07]:

νΥ =

(
Υ+

∆Φ

π

)
c

2d
. (2.5.13)

In the case of higher-order modes (see section 2.3), at points on the optical axis the
phase δ depends on the indexes m and n like this: δ = kz − (1 +m + n)Φ. Thereby,
following a similar procedure, a global expression of the resonance frequencies in a
two-mirror optical cavity is finally given by [Nag10][ST07]:

νΥ,m,n =

[
Υ+ (1 +m+ n)

∆Φ

π

]
c

2d
. (2.5.14)

In the last two equations, the term c/2d is the distance between neighboring fre-
quency modes and is known as free spectral range (FSR). In terms of δ, FSR=2π.
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2.5.3 Intensity relations

Losses in a resonator are attributable to the mirrors and the medium between them. In
the case studied here, the cavity is immersed in a passive loss-less medium (free-space).
Each mirror is described by its amplitude reflection and transmission coefficients r and
t, as well as its intensity reflectance R = |r|2 and transmittance T = |t|2, respectively.
A real mirror satisfies R + T +ML = 1, where ML is the mirror losses due to mainly
absorption, scattering, and diffraction phenomena [YY07].

In order to understand more clearly the amount of light inside, reflected and trans-
mitted by the optical cavity, the two-flat-mirror resonator shown in Fig. 2.6 is consid-
ered. In this scheme are assumed a normal incident plane wave with complex amplitude
E0, and loss-less mirrors (ML = 0) with reflection coefficients r1 and r2 and transmis-
sion coefficients t1 and t2, respectively. Thus, it follows that: the total amplitude of the
reflected light is Er = A1 + A2 + A3 + · · ·+ An, the total amplitude of the right-going
circulating light is Ec = C1 + C2 + C3 + · · · + Cn, and the total amplitude of the
transmitted light is Et = B1 +B2 +B3 + · · ·+Bn.

d

Mirror 1 Mirror 2

r1 t1

E0
A1

A2
A3

B1
B2
B3

C1

C2

C3

An BnCn

... ...... ...

, r2 t2,

Figure 2.6: Two-flat-mirror
resonator with the reflected,
circulating and transmitted
amplitude field from the first to
the n round-trip.

Considering the first three round-trip passes of the light inside the cavity with the
respective round-trip phase shift δ = 2kd for a plane wave, and knowing that the
intensity is related to the amplitude field by I = |E|2, then the intensity of the total
reflected light Ir, the total right-going circulating intracavity light Ic and the total
transmitted light It can be approximated as follows [Nag10][ST07][YY07]:

Ir = |Er|2 = I0
(r1 − r2)

2 + 4r1r2 sin
2 δ/2

(1− r1r2)2 + 4r1r2 sin
2 δ/2

(2.5.15)
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Ic = |Ec|2 = I0
t21

(1− r1r2)2 + 4r1r2 sin
2 δ/2

(2.5.16)

It = |Et|2 = I0
(1− r1r2)

2

(1− r1r2)2 + 4r1r2 sin
2 δ/2

. (2.5.17)

By using the previous definitions, the following important properties are defined.

Finesse (F)

The finesse F is a parameter that measures the quality of the cavity at resonance
(δ=0 or multiple of 2π) which is directly connected with the enhancement factor. It
corresponds to the number of bounces that the beam makes before being absorbed or
leaked [You14]. It is denoted by:

F =
π
√
r1r2

1− r1r2
=

FSR
FWHM , (2.5.18)

where FSR=c/2d is the free spectral range previously defined in section 2.5.2, and
FWHM is the full width at half maximum of the circulating light at resonance (cavity
linewidth) defined as:

FWHM =
2(1− r1r2)√

r1r2
. (2.5.19)

The decay time (tc)

At resonance, the energy stored ξ in the cavity decays with time through the decay
time tc [Nag10, YY07, IMK+13] which is defined as the average time that the beam
lives in the cavity before being dissipated due to cavity losses. Their relation is stated
by the energy loss rate dξ/dt:

dξ

dt
= − ξ

tc
. (2.5.20)

In passive resonators, the fractional intensity loss per round-trip LT (attributable
to the transmittance of the mirrors) can be specified by the field reflection coefficients
of the mirrors as LT = 1 − r21r

2
2. Therefore, the energy loss per round-trip would be
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LT ξ. Moreover, considering the round-trip distance 2d and the light velocity c, the loss
per unit length corresponds to (1/2d)LT ξ while (c/2d)LT ξ would represent the loss per
unit time. Consequently, Eq. (2.5.20) can be also written as:

dξ

dt
= −

( c

2d

)
LT ξ. (2.5.21)

Finally, by matching Eqs. (2.5.20) and (2.5.21), the expression for tc becomes:

tc =
2d

cLT

=
F

π · FSR . (2.5.22)

The Q factor

Another important cavity property is the Q factor or quality factor. Basically, it is a
quantity that measures the effectiveness of the cavity to store energy. It is proportional
to the stored energy inside the cavity and the energy decay per unit time (loss rate) as
follows [Nag10][ST07][YY07]:

Q = −ω × ξ

dξ/dt
, (2.5.23)

where ω = 2πν with ν being the resonance frequency. By replacing Eqs. (2.5.20) and
(2.5.22) into Eq. (2.5.23), Q is defined as:

Q = 2πνtc =
2dF
λ

. (2.5.24)

A high F implies a high Q which means the light is stored and built up appropriately,
staying longer inside the cavity.

2.5.4 Impedance matching and enhancement factor (E)

In the design of an enhancement cavity, a maximum circulating power inside the res-
onator (highest possible F) is desirable. Such a state is reached when, at resonance,
most of the input light is coupled into the cavity with a minimum amount (ideally zero)
reflected by the input coupling mirror. Under such a scenario, the resonator is said to
be impedance matched. In terms of the cavity parameters, the impedance matching
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case happens when the intensity transmission coefficient T1 = t21 of the input coupling
mirror is equal to the sum of all the other round-trip losses L in the resonator ex-
cluding the input coupler, i.e., L includes the transmission coefficient T2 = t22 of the
second cavity mirror as well as the total possible absorption and scattering losses OL

[Nag10][Car16]. Then, the cavity can be categorized in terms of impedance coupling
conditions as follows [Bre18][RCGM10]:

T1 = L (or R1 = R2) Impedance matched (2.5.25)
T1 < L Under coupled (2.5.26)
T1 > L Over coupled (2.5.27)

where L = 1−R1 = T2 +OL.
As mentioned before, the number of times that the intensity of the cavity input light

increases inside the cavity at resonance is known as enhancement factor E . It is given
by the ratio between the intensity Ic of the cavity circulating light and the intensity I0

of the cavity input light. Applying the resonance condition δ = 0 over Eqs. (2.5.15)
and (2.5.16), Ir and Ic become:

Ir =
I0(r1 − r2)

2

(1− r1r2)2
. (2.5.28)

Ic =
I0t

2
1

(1− r1r2)2
. (2.5.29)

Thus, E is given by:

E =
Ic
I0

=
t21

(1− r1r2)2
. (2.5.30)

At the impedance matching instance, E is directly bound to the finesse as described
in Eq. (2.5.31) [Nag10][Bre18][Ham07]. In this equation, since the equality T1 = L is
satisfied, it can be intuitively seen that for a higher E it is essential to reduce the cavity
losses as much as possible.
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E =
Ic
I0

=
1

T1

=
F
π
. (2.5.31)

As a final comment, the decision to study the two-mirror optical cavity was made
because it provides a good theoretical framework to understand the four-mirror bow-tie
cavity behavior. Basically, both resonators share the same type of definitions, therefore
the analysis of the bow-tie configuration can be performed through a similar procedure
to the one developed throughout this section, as will be shown in the next chapter.



Chapter 3

The bow-tie enhancement cavity

3.1 Introduction

Chapter 2 provided general concepts about the two-mirror optical cavity. The most
distinctive aspect of such a resonator was the generation of a standing-wave pattern
of the resonant light between its mirrors. However, by incrementing the number of
mirrors, it is possible to build another type of optical cavity in which the beam inside
does not move back and forth anymore, but it only experiences a unique direction, as
in a circulating loop behavior. This kind of resonator is called traveling wave cavity or
ring cavity.

There are different ways to set up a traveling-wave enhancement cavity, depend-
ing on the number of mirrors. In particular, this thesis implements a symmetrical
bow-tie configuration, which consists of two flat mirrors and two concave mirrors. As
in the two-mirror cavity, this configuration also has the goal of coupling and storing
light at a certain resonance frequency by always fulfilling the field and phase con-
ditions. In addition, it is used, e.g., in many laser-based systems as a cavity with
an intracavity nonlinear crystal in frequency generation and discrimination processes
[MCH96][SM90][YIO+96] and in regenerative amplifiers for the amplification of ultra-
short pulses [DCH+20], among others.

This chapter presents, following a similar method as the two-mirror resonator, the
most important properties of the bow-tie configuration, as well as its design and mount-
ing process with the corresponding experimental results.

41
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3.2 Definition and design

Fig. 3.1 illustrates a model of the bow-tie cavity configuration. This consists of two
similar concave mirrors CM1 and CM2 with the same radius of curvature RCM , and
two flat mirrors FM and ICM, where the latter acts as an input light coupler mirror.
All of them are aligned in such a way that when an incident beam enters through the
ICM, the light follows the curl formed by paths d1, d2, d3 and d4, creating two waists
with different sizes: a bigger one within the flat mirrors and a smaller one between the
spherical mirrors. According to the design developed in this thesis, in the following
picture d1 = d3 and d2 = d4 but depending on the specific application they may have
different lengths.

ICM 
FM
 

CM1
 

CM2

D

ϑ

ϑ ϑ

ϑ

d1

d4

d3

d2

Figure 3.1: Bow-tie resonator model.

The bow-tie configuration was chosen for three main reasons. Firstly, because it
enables the variation and control of the size of both beam waists for a specific input
light frequency by adjusting the length of the paths and the mirrors angle. Secondly,
because it has the advantage that the light between the mirrors travels in a single di-
rection. This is crucial at the moment of extracting the circulating accumulated field.
And finally, because the input light is reflected from the ICM at a non-normal angle,
which prevents unwanted multiple reflections that distort the beam and avoids damages
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in the light source due to non-desirable re-entering light.
The main disadvantage is the presence of astigmatism which is another important

peculiarity of ring resonators. It occurs due to off-axis reflection from the curved mir-
rors, causing differences between the focus positions of the sagittal and tangential planes
[Nag10].

The designed cavity is made for an incident fundamental Gaussian beam of λ =

3mm of wavelength, which corresponds to ν = 100GHz in the frequency domain. Due
to this frequency range, it is valid to say that the resonator presented here is a quasi-
optical cavity that follows the principles of optical cavities. Its dimensions and some
parameters are shown in Table 3.1 (see [RUS+12] and [PSTS17] for design procedures).
The bow-tie geometry used in this thesis satisfies the need to have enough space be-
tween the concave mirrors with the smallest beam waist and the minimum level of
astigmatism possible halfway among these mirrors.

Table 3.1: Dimensions and some parameters of the designed ring resonator

Parameter Value
d1 = d3 210 mm
d2 = d4 240 mm

Total cavity length
d = 2(d1 + d2)

900 mm

Cavity width (D) 120 mm
ϑ 30◦

Radius of curvature
(RCM) of CM1 and

CM2
186 mm

Round-trip time
(traveling time) 3 ns

There are alternative methods to design ring resonators that are widespread to cav-
ities with a higher number of mirrors [QXZ+14][AS04]. However, a general analysis can
be performed by following a strategy that is similar to the two-mirror case.
A special interest lies in knowing the size of the two beam waists present in the con-
figuration. In order to calculate them, first it is necessary to determine the round-trip
ABDC matrix. Looking at Fig. 3.1, by choosing as reference plane the location just at
the right of the concave mirror CM1, the matrix is formed by: the free space propaga-
tion d3, the reflection by mirror CM2, the free propagation d4, the reflection by mirror
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ICM, the free propagation d1, the reflection by mirror FM, the free propagation d2, and
the reflection by mirror CM1. Then, by following Table 2.1 with the values of Table
3.1, the round-trip ray transfer matrix of the designed cavity is given by:

(
A0 B0

C0 D0

)
=

(
1 0

−2/RCM 1

)(
1 d1 + 2d2

0 1

)(
1 0

−2/RCM 1

)(
1 d1

0 1

)
(
A0 B0

C0 D0

)
=

(
−6.419 −658.064

0.0582 5.817

)
. (3.2.1)

Next, the replacement of the previous matrix elements into Eq. (2.5.2) leads to the
following q-parameter:

1

qp0
= −0.0093− 0.0014i. (3.2.2)

Afterward, by replacing Eq. (3.2.2) into Eq. (2.2.12) and consecutively into Eq.
(2.2.13), the Rayleigh length zR0 and the beam waist w0 among the concave mirrors
are equal to:

zR0 = −
Im
{

1
qp0

}
∣∣∣ 1
qp0

∣∣∣2 = 16.3663mm. (3.2.3)

w0 =

√
λzR0

π
= 3.9533mm. (3.2.4)

The second beam waist between ICM and FM can be calculated by using the q-
transformation rule. Traveling in reverse from the reference plane to the location just
to the left of mirror CM1, 1/qpM is determined from 1/qp0 through Eq. (2.5.1) in the
following way:

1

qpM
=

CM +DM

(
1
qp0

)
AM +BM

(
1
qp0

) = 0.0015− 0.0014i. (3.2.5)
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where
(
AM BM

CM DM

)
=

(
1 0

2/RCM 1

)
=

(
1 0

0.0108 1

)
. Here the term 2/RCM is positive

because the beam moves in a reverse direction.
Then, by substituting Eq. (3.2.5) into Eqs. (2.2.12) and (2.2.13), the Rayleigh length
zRM and the beam waist w0M between ICM and FM result in:

zRM = −
Im
{

1
qpM

}
∣∣∣ 1
qpM

∣∣∣2 = 343.6932mm. (3.2.6)

w0M =

√
λzRM

π
= 18.1164mm. (3.2.7)

Finally, by replacing A0 = −6.4194 and D0 = 5.8179 into the already known crite-
rion (2.5.5), the designed cavity fulfills the stability condition, as proven in Eq. (3.2.8).

− 2 < (A+D) < 2

− 2 < −0.6015 < 2. (3.2.8)

Overall, with a fixed reference plane, the beam features can be computed in different
positions by choosing a specific location of interest and following a procedure similar
to the one shown above. Nevertheless, independently of the position under study,
the beam waist presents variations among its sagittal and tangential plane due to the
astigmatism aberration [RUS+12], which was not considered in the last calculations.
Therefore, w0 in Eq. (3.2.4) is the average value between the sagittal and tangential
beam waist among the concave mirrors, and w0M in Eq. (3.2.7) is the average value
between the sagittal and tangential beam waist among ICM and FM.
If the astigmatism is now incorporated in the analysis, the following simulated graphs
show, with detail, the Gaussian beam propagation throughout the entire bow-tie res-
onator with the respective beam profiles at certain points. According to Fig. 3.3, thanks
to the appropriate choice of the small folding angle ϑ/2 = 15◦ of the mirrors and to the
suitable length of the biggest path d1 and the width D compared with the total cavity
length d [CHK+13], the effect of the astigmatism at waist w0 is considerably reduced,
resulting in an almost circular shape beam in that position.
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Figure 3.2: Simulated beam propagation along the bow-tie cavity.
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Figure 3.3: Simulated beam profiles at certain cavity planes: a) at ICM; b) at d1/2; c) at
any of concave mirrors; d) at the center between CM1 and CM2. The calculated w0 in Eq.
(3.2.4) is similar to the simulated beam waist in figure d).

Furthermore, Eq. (3.2.9) is the mathematical expression for the resonance frequen-
cies in ring resonators [Nag10][RUS+12][CCM+19]. It shares a similar expression to
Eq. (2.5.14) and was obtained after fulfilling the same round trip phase shift condition
of δ = 2πΥ, with Υ = 1, 2, 3, ..., except that now the total cavity round trip length is
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d = d1 + d2 + d3 + d4 = 2(d1 + d2), which leads to a free spectral range of FSR=c/d (or
2π in terms of δ).

νΥ =

[
Υ+ (1 +m+ n)

∆Φ

π

]
c

d
. (3.2.9)

In the case of the designed cavity, the term ∆Φ is the Gouy phase difference given by
∆Φ = Φ(z2/zRM)−Φ(z1/zR0), where z2 is the distance from the reference plane to the
waist w0M and z1 is the distance from the reference plane to the waist w0. Therefore,
it is deduced that:

∆Φ

π
=

[
tan−1

(
z2
zRM

)
− tan−1

(
z1
zR0

)]
1

π
,

∆Φ

π
=

[
tan−1

(
345

343.6932

)
− tan−1

(
105

16.3663

)]
1

π
= −0.2. (3.2.10)

Finally, considering that the frequency of the fundamental Gaussian mode TEM00

(m=n=0) of the cavity input radiation is ν=100 GHz and that the free spectral range
is FSR=333,330 MHz, therefore, by approximating ∆Φ/π ≈ 0, the associated mode
number Υ in Eq. (3.2.9) is 300. The remaining parameters and properties of the
bow-tie cavity will be analyzed in parallel with their equivalent experimental results.

3.3 Design of the input coupler mirror (ICM)

The input coupler mirror plays a fundamental role in the cavity operation. Specifically,
choosing a suitable ICM, whose reflectance RI and transmittance TI at 100 GHz are
appropriate for the characteristics of the cavity, allows an efficient light coupling with
a high cavity enhancement factor.

In order to control RI and TI , the proposed design [AB77, YY07, YS05] of the ICM
involves a Bragg reflector [IPI+17] composed of a multilayer structure of N layers built
of wafers made of some material suitable for THz frequencies and separated from each
other by an air gap of thickness l. Every wafer has the same thickness l and diameter
� and all of them are considered transparent, therefore the Fresnel coefficients [BW03]
and the phase change in each spread are real numbers (real refractive index). To be
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more consistent with the analysis, the air gap will be also called and treated as a layer.
The general scheme of the structure is shown in Fig. 3.4.
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⌀

Figure 3.4: Scheme of a multilayer structure of N layers made by wafers and air gaps.

Calculating the total reflectance and transmittance of the whole structure of Fig. 3.4
is a challenging task because of the uncountable multiple reflections between the layers.
However, by using the theory of the matrix transfer method the difficulty is considerably
reduced, solving the problem in a more practical way. To this end, by assuming an
incident plane wave onto the structure, E(0)

i corresponds to the electric field amplitude
of the input wave, whereas E

(0)
r and E

(N)
t correspond to the electric field amplitudes

of the total reflected and transmitted output waves due to the multiple reflections.
The light enters through the interface 0 (air) with an incidence angle θ0 then spreads
throughout the structure. θN is the refractive angle throughout the interface N (air)
which satisfies Snell’s law [YF09] applied over all the previous interfaces respectively.
Thus, the amplitudes of the fields on each side of the multilayer structure are related to
each other by a 2×2 complex transfer matrix M. The mathematical expression of this
relation is given by:

(
E

(0)
i

E
(0)
r

)
= M

(
E

(N)
t

0

)
(
E

(0)
i

E
(0)
r

)
=

(
M11 M12

M21 M22

)(
E

(N)
t

0

)
, (3.3.1)
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wherein M11, M12, M21 and M22 are the transfer matrix coefficients.
M is formed by the multiplication of multiple matrices: the transmission matrix S

between a border of two layers and the propagation matrix P throughout an interface.
To simplify the analysis, Fig. 3.5 shows a scheme including just the first three layers of
the structure of Fig. 3.4. This means that layer 0 = air, layer 1 = wafer and layer 2 = air.

θ2

Et
(2) 

0 21
Air

Wafer

Z
θ0

l

⌀

Er
(0) 

Ei
(0) 

Figure 3.5: Scheme of the structure formed by layer 0 (air), layer 1 (wafer) and layer 2 (air).

Therefore, the transfer matrix M0,2 for the system air-wafer-air of Fig. 3.5 would
be:

M0,2 = S01 · P1 · S12, (3.3.2)

where S01 is the transmission matrix of the border between layers 0 and 1, P1 is the
propagation matrix throughout layer 1, and S12 is the transmission matrix of the border
between the layers 1 and 2.

In particular, S01 is given by:

S01 =
1

t01

(
1 r01

r01 1

)
, (3.3.3)

wherein r01 and t01 are the reflection and transmission Fresnel coefficients [BW03] in
the border between layers 0 and 1, respectively. For p and s polarizations, r01 and t01

are determined by:
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r01(p) =
n1 cos θ0 − n0 cos θ1
n1 cos θ0 + n0 cos θ1

, (3.3.4)

t01(p) =
2n0 cos θ0

n1 cos θ0 + n0 cos θ1
, (3.3.5)

r01(s) =
n0 cos θ0 − n1 cos θ1
n0 cos θ0 + n1 cos θ1

, (3.3.6)

t01(s) =
2n0 cos θ0

n0 cos θ0 + n1 cos θ1
, (3.3.7)

where n0 and n1 are the refractive indexes of the layer 0 and 1 and θ0 and θ1 are the
angles of incidence and refraction, respectively.

Similarly, considering layers 1 and 2, S12 is defined as:

S12 =
1

t12

(
1 r12

r12 1

)
. (3.3.8)

On the other hand, P1 is given by:

P1 =

(
eiβ1 0

0 e−iβ1

)
. (3.3.9)

β1 represents the phase change of the plane wave along the interface 1 described by
β1 = kl cos θ1 =

2π
λ
n1l cos θ1, where λ is the light wavelength, l is the layer thickness, θ1

is the propagation angle of the wave inside the layer, and n1 is the refractive index of
the layer which, as mentioned before, is assumed to be real (no imaginary part =⇒
no absorption). Thereby, β1 is real and

∣∣eiβ1
∣∣ = 1.

In the end, once S01, P1 and S12 are known, by replacing Eqs. (3.3.3), (3.3.8) and
(3.3.9) into (3.3.2), M0,2 becomes:

M0,2 = S01 · P1 · S12 =
1

t01t12

(
eiβ1 + r01r12e

−iβ1 r01e
−iβ1 + r12e

iβ1

r01e
iβ1 + r12e

−iβ1 e−iβ1 + r01r12e
iβ1

)
. (3.3.10)

By extending the previous analysis of the three-layer system to the entire scheme of
Fig. 3.4, the transfer matrix M of the whole multilayer structure is given by:
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M = S01 ·P1 ·S12 ·P2 ·S23 ·P3 ·S34 ·P4 ·S45 ·P5 · · ·S(N−2)(N−1) ·PN−1 ·S(N−1)(N). (3.3.11)

Eventually, after knowing M , by solving E
(0)
i and E

(0)
r in terms of E

(N)
t in Eq.

(3.3.1), the calculation of the amplitude reflection coefficient rI and the amplitude
transmission coefficient tI leads to the final expressions of the reflectance intensity RI

and transmittance intensity TI of the multilayer structure of N layers as follows:

E
(0)
r

E
(0)
i

=
M21

M11

= rI

=⇒ RI = |rI |2. (3.3.12)

E
(N)
t

E
(0)
i

=
1

M11

= tI

=⇒ TI = |tI |2. (3.3.13)

3.3.1 Simulated response of the ICM

High transparency and low absorption at 100 GHz are key parameters of the input cou-
pler mirror wafers for a good cavity performance. In this context, some solid materials
like semiconductors, polymers and dielectrics provide high transmittance and trans-
parency in the THz regime (0.1− 3 THz). Within the first two families, high-resistivity
crystalline silicon (Si) is the most transparent and least dispersive medium thanks to its
practically constant refractive index n along the THz range (3.4174 < n < 3.4176) and
very low absorption coefficient α in the first part of the THz spectrum (α < 0.005 cm−1

for ν<500 GHz). In the case of dielectric materials, fused silica (SiO2) provides the
lowest refractive index below 250 GHz (n ≈ 1.950) and a very low absorption coeffi-
cient (α < 0.05 cm−1) [Lee09, NM05, NM07]. This dielectric also offers the advantage
of being transparent in the visible wavelength range which will be very useful for the
alignment procedure of the cavity.

Considering l = 1mm, λ = 3mm and θ0 = 15◦ (whose value corresponds to the
folding angle of the mirrors in the designed cavity), Fig. 3.6 illustrates the simulated
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response of the ICM under a different number of layers with wafers made of Si and SiO2,
respectively, by employing the previously presented multilayer structure. According to
the graphs, the dependence of TI and RI on the number of wafers is clear, i.e, the
greater the number of wafers in the ICM, the lower the transmittance and the higher
the reflectance, either for a p or s-polarized incident light.

Figure 3.6: Simulated response of the ICM with a different number of wafers made of Si
and SiO2, respectively.

It should be pointed out that the typical Bragg reflector considers a quarter wave-
length for the layer thickness. However, under this consideration, for Si is about 200 um
and for SiO2 is about 400 um which are difficult to deal with considering that in the
experiment the wafers are 101.6 mm in diameter. This is the reason why 1 mm in the
wafer and air gap thickness was chosen.

3.4 Experimental results

Before presenting the experimental results about the bow-tie enhancement cavity, the
equipment and devices used for this purpose and the rest of the experimental parts
throughout the thesis are mentioned below:

• IMPATT-100-H/F diode source. Frequency emission: 100 GHz (CW). Beam emis-
sion: Gaussian distribution (for a characterization of the Gaussian emission and
general features of the source see A).

• THz camera model Tera-1024. Frequency range detection: 40 GHz 0,7 THZ.
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• Zero-Bias detector model WR10ZBD-F06. Frequency range detection:
75− 110 GHz. Maximum response: ∼15 GHz.

• Oscilloscope LeCroy model 640Zi. Bandwidth: 4 GHz. Acquisition: 40 Gs/s.

3.4.1 Mode matching

Fig. 3.2 shows the beam propagation of the desired fundamental Gaussian mode of
the bow-tie cavity. To replicate this propagation pattern, the q-parameter of the input
Gaussian beam emitted by the 100 GHz source must match the characteristics of the
q-parameter of the Gaussian beam inside the cavity. This guarantees that after one
round trip the light field reproduces itself in the resonator.

As a mode matching strategy, it will generate an input beam whose waist has the
same value and position as the beam waist w0M between the ICM and FM, already
computed in Eq. (3.2.7). It is important to mention that w0M does not consider
the astigmatism issue and its value is roughly the average between the sagittal and
tangential beam waist of Fig. 3.3b).

The desired position and value of w0M can be achieved by a single-lens system
[WJ19][FLE71] whose scheme is shown in Fig. 3.7.

f

L L1

w0Mw1

2 Figure 3.7: Single-lens system
approach. A Gaussian beam with
waist w1 = 10.2mm propagates a
distance L1 towards a lens with
focal length f to then propagate
along an additional distance L2

forming a new beam waist w0M =
18.12mm.

Knowing that w1 = 10.2mm, the confocal parameter before and after the lens is
zR1 = 2πw2

1/λ = 217.90mm and zR2 = 2πw2
0M/λ = 674.07mm, respectively. Further-

more, L1 and L2 have a consistent value only if f ≥
√

zR1 · zR2/4 = 191.62mm. After
applying the ABCD matrix principle on the system and considering f = 200mm, the
distance from the waist w1 to the lens and the distance from the lens to the second
waist w0M are given by:
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L1 = f +
w1

w0M

√
f 2 − zR1 · zR2

4
= 232.6mm. (3.4.1)

L2 = f +
w0M

w1

√
f 2 − zR1 · zR2

4
= 300.7mm. (3.4.2)

With the previous calculations, the mode matching setup is shown in Fig. 3.8. The
waist w1 = 10.2mm is obtained by using a lens with focal length f1 = 63mm situated
at 80mm from the source. The steering metal mirror M1 together with the lens f are
used for aligning the beam towards the cavity.
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Figure 3.8: Mode matching setup.

Eventually, Fig. 3.9 illustrates the beam profile measured at w1 and w0M , respec-
tively. The similarity between the calculated w0M of Fig. 3.8 and the measured w0M

of Fig. 3.9 demonstrates the effectiveness of the mode matching strategy employed.
It is important to mention the the beam profiles were measured by using a scanning
procedure similar to that described in appendix A.
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Figure 3.9: Beam profile measured at L0 = 105mm at waist w1, and at L2 = 300.7mm
at waist w0M of Fig. 3.8. The calculated w0M is similar to the measured one.

3.4.2 Bow-tie enhancement cavity setup

As presented in the previous subsection, the mode matching setup, by itself, is enough
to have the cavity approximately at resonance with the input radiation. However, the
cavity mounting and alignment process can be quite difficult using only the 100 GHz
radiation.
To minimize this hardship, a complementary optical system by implementing a HeNe
alignment laser (λ = 633 nm) is added to the scheme. The complete Bow-tie enhance-
ment cavity setup is shown in Fig. 3.10. On the one hand, the semiconductor wafer
SW1, which is highly transparent for 100 GHz and reflective for 633 nm of wavelength,
reflects the alignment beam towards the cavity. Therefore, the alignment beam prop-
agates superposed and collinearly with the THz signal. Furthermore, the alignment
laser is also sent perpendicular to the input beam onto the center of every cavity mirror
to achieve the cavity dimensions more accurately. On the other hand, the flat mir-
ror FM is mounted on a motorized stage MS. This mounting enables to obtain the
circulating spectrum pattern by scanning the cavity length throughout the different
resonant frequencies. Finally, the semiconductor wafer SW between the cavity concave
mirrors reflects a small percentage of the incident beam which is used for identifying
and monitoring the circulating light inside the resonator.
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Figure 3.10: Bow-tie enhancement cavity setup. A Gaussian beam generated by a 100 GHz
CW source is adapted through a mirror and lens system to match the lowest mode of the
cavity. The HeNe laser is used as a guide to align the THz beam into the cavity.

The ability of the cavity to accumulate energy is directly related to its losses. For
this purpose, metal-coated mirrors offer a high reflectance in practically the entire THz
range [ND11] with low losses. For the case of the designed cavity, FM, CM1 and CM2 are
metal mirrors with similar characteristics manufactured by the company Tydex. They
are made of BK7 material with a gold coating which allows them to achieve a reflectance
of RC = 0.99± 0.003 at 100 GHz. Each of these mirrors is 101.6 mm in diameter and,
particularly for CM1 and CM2, their radius of curvature is RCM = 186mm.

The properties of the ICM and the SW may vary depending on the way they are
implemented in the application, therefore both are described separately in more detail.
All the wafers used in this work were manufactured by Siegert Wafer GmbH and their
dimensions are 101.6 mm in diameter, 1 mm in thickness.

ICM transmittance

In the design of the ICM proposed in section 3.3, the angle θ0 of the incidence wave
as well as the number and types of wafers are preponderant in its performance. Thus,
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by developing the experimental setup of Fig. 3.11, Fig. 3.12 shows the measured
transmittance TI of the ICM using two types of wafer materials: UV-grade SiO2 and
intrinsic high resistivity Si. The data was taken with the ICM placed at around θ0 = 15◦

and for a p-polarized incident light of 3 mm wavelength. To contrast, the simulated
values of Fig. 3.6 were also incorporated in the figure.
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Figure 3.11: Setup to
measure the ICM trans-
mittance. TI is the ra-
tio between the measured
power with and without
the ICM.

Figure 3.12: Simulated and measured TI . ICM formed by SiO2 wafers (left). ICM formed
by Si wafers (right).

Fig. 3.12 depicts that the experimental curves are larger in magnitude than their
theoretical counterparts, however both decay in a similar way regardless of the type of
wafer used. It is concluded that the presented design of the ICM enables the control of
the intensity of the light entering the cavity by managing the number of wafers in the
ICM.
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SW transmittance

Without considering the ICM, ideally, to monitor the circulating light in a bow-tie
cavity, the weak signal transmitted by one of the mirrors is used (usually called output
coupler mirror). In the case of the resonator designed in this thesis, it is not possible to
obtain any measurable signal transmitted by any the mirrors due to their metal-coated
nature. Nevertheless, positioning the SW at a certain angle between the concave mirrors
enables the measurement of a faint reflected light which is enough to comply with the
monitoring role.

The SW used is made of high-resistivity intrinsic silicon. Its characterization was
performed by following the experimental setup depicted on the left of Fig. 3.13. Here,
its transmittance TS was measured under different angles ϕ regarding the incident
100 GHz radiation. The simulated and experimental results of TS are shown on the
right of Fig. 3.13. It can be observed that, as expected, TS increases as ϕ grows.
Theoretically, TS = 1 when ϕ = 73.7◦ which corresponds to Brewster’s angle [BW03,
YF09]. However, experimentally, the maximum angle achieved without distorting the
beam − and consequently the measurement − with the border of the SW was ϕ = 70◦.

FM
 

CM1 
SW
 

   THz
detector

 f
 

2 =63mm

ϕ

Figure 3.13: Transmittance of the SW for an incident 100 GHz radiation. On the left, the
experimental setup. TS is the ratio between the measured power with and without the SW.
On the right, TS regarding the angle ϕ.

3.4.3 Impedance matching and enhancement factor

The impedance coupling conditions given in Eqs. (2.5.25), (2.5.26) and (2.5.27) are
also valid for the ring resonator. However, due to the increase in the number of mirrors
(which implies more losses) and the fact that the light circulates in only one direction,
some of the remaining cavity equations experience changes [Nag10] compared to the
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two-mirror case. Excluding the ICM again, the sum of all the other round-trip cavity
losses (L) is determined by the reflectance of FM, CM1 and CM2 and the transmittance
of SW as follows: L = 1−R3

CTS, wherein any losses due to dispersion or absorption are
also contemplated. Therefore, at resonance, the reflected and circulating light intensity
become now:

Ir =
I0(rI − r3CtS)

2

(1− rIr3CtS)
2
. (3.4.3)

Ic =
I0t

2
I

(1− rIr3CtS)
2
. (3.4.4)

Base Eq. (3.4.4), the enhancement factor for the ring cavity is given by:

E =
Ic
I0

=
t2I

(1− rIr3CtS)
2
. (3.4.5)

Likewise, under the impedance matching case (TI = L) the enhancement factor is
determined by (similar to Eq. (2.5.31)):

E =
Ic
I0

=
1

TI

=
F
π
, (3.4.6)

wherein the finesse is now defined as:

F =
π
√
rIr3CtS

1− rIr3CtS
=

FSR
FWHM , (3.4.7)

and the cavity linewidth as:

FWHM =
2 (1− rIr

3
CtS)√

rIr3CtS
. (3.4.8)

In the same way, the cavity decay time tc and the Q factor are now calculated by
Eqs. (3.4.9) and (3.4.10), respectively.

tc =
d

cLT

=
d

c(1− r2Ir
6
Ct

2
S)

=
F

π · FSR . (3.4.9)
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Q =
dF
λ

. (3.4.10)

where d = 2(d1 + d2) is the cavity length.

Simulated enhancement factor

RC = 0.99 ± 0.003 is the reflectance of the metal mirrors and cannot be manipulated.
Hence, E in Eq. (3.4.5) varies according to the transmittance TI and the reflectance
RI = 1 − TI of the ICM as well as the transmittance TS of the SW, which depends
on the angle ϕ (see Fig. 3.13). In particular, for ϕ = 68◦, which is the biggest angle
achievable with the cavity closed, TS ≈ 0.97. By using these values and considering
a perfect mode matching and alignment, a simulation of the enhancement factor in
terms of TI can be seen in Fig. 3.14. As the curve indicates, a maximum of E ≈20
can be obtained with the actual cavity parameters. This situation corresponds to
the impedance matched case which occurs at TI = L = 0.05. Thus, based on the
conditions established by Eqs. (2.5.26) and (2.5.27), for TI<0.05 the cavity is under
coupled, and for TI>0.05 is over coupled.

ℰ≈20

Figure 3.14: Simulated en-
hancement factor regarding TI

considering the actual cavity pa-
rameters.

From the experimental graphs of Fig. 3.12, the ICM formed by three Si wafers has
a TI = 0.0475. The transmittance of this ICM case is the nearest to L = 0.05 (point of
maximum E), so it will be considered in the following subsection.
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Circulating spectrum

After mounting the entire bow-tie enhancement cavity setup of Fig. 3.10, the process
of scanning the resonator length by moving the FM reveals the spectrum of the
circulating light inside the cavity, whose pattern is monitored by measuring the
weak signal reflected by the SW. For the case of the ICM formed by three silicon
wafers and with the SW placed at ϕ = 68◦, the results of the scanning procedure
are depicted in Fig. 3.15. Basically, in the graph, each of the three large resonance
peaks corresponds to the fundamental Gaussian mode TEM00 of the cavity which
occurs every 2π, just when the cavity length has increased one light wavelength
(λ=3 mm). The small resonance peaks located next to the big ones are high-order
transverse modes TEMmn of the cavity which appear when the cavity input light
also matches these modes and/or the cavity is slightly misaligned. Nevertheless, the
sharpness of TEM00 and the low amplitude of TEMmn demonstrate that at resonance
most of the input light is coupled into the cavity matching the cavity fundamental mode.

TEM00

FSR

FWHM

TEMmn TEMmn TEMmn

TEM00 TEM00

Figure 3.15: Experimental spectrum pattern of the cavity circulating light. Case of the
ICM formed by three Si wafers and ϕ = 68◦.

According to the spectrum in Fig. 3.15, FWHM ≈ 0.0321 mm and FSR
≈ 1.6398 mm, which in the frequency domain are equivalent to 6.525 MHz and
333.330 MHz. By using these values into Eqs. (3.4.7), (3.4.9) and (3.4.10) the rest
of cavity parameters can be estimated. A summary of them is depicted in Table 3.2.
Particularly, in the calculated value column the impedance matched condition was
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considered (Eq. (3.4.6)).

Table 3.2: Cavity parameters. Case of the ICM with three Si wafers.

Parameter Experimental
value

Calculated
value

Finesse (F) 51.085 62.675
Decay time

(tc)
48.783 ns 59.851 ns

Q factor 15,326 18,803

Experimental enhancement factor

Fig. 3.16 shows an experimental way [Nag10] to measure E , which consists of two
different power measurements −P1 and P2− obtained from the reflected light by the
SW. Specifically, P1 is proportional to the cavity circulating light power, which is
measured with the cavity aligned and tuned at resonance (Fig. 3.16 left), this means
that the cavity is situated on any of the large peaks in Fig. 3.15. Following this, when
the cavity is still tuned to the foregoing condition, P2 is proportional to the cavity
input light power measured after removing the ICM (Fig. 3.16 right). Finally, E is
merely the ratio P1/P2.
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 f1

   THz 
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 f2 2 P

Figure 3.16: Experimental setup for measuring the cavity enhancement factor. Cavity
closed at resonance (left). Cavity opened with ICM removed (right). The enhancement factor
is equal to E = P1/P2.
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Some results of the enhancement factor experiment can be seen in Fig. 3.17. The
outcomes are for different numbers and kinds of wafers in the ICM. Analyzing both
curves in terms of the impedance coupling conditions, the cavity is: under-coupled in
the zone of the negative slope; over-coupled in the positive slope part; and impedance
matched at around the peak value. For the SiO2 case, E increases until a bit over 17
by using five wafers. Instead, by employing three Si wafers, a maximum enhancement
factor of E ≈18 is achieved, corresponding to the best result regarding the ideal case
of impedance matching of E ≈20. For this case, the cavity parameters were already
described in Fig. 3.15 and Table 3.2 of the previous subsection. Furthermore, according
to Fig. 3.12, TI = 0.0475 which is less than L = 0.05. Therefore, the cavity is a little
under-coupled at the maximum case.

ℰ
 =

 P
  /

 P
  1

   
 2

Figure 3.17: Experimental results of the enhancement factor in terms of the number and
type of wafers in the ICM.

Eventually, Table 3.3 shows a summary including the enhancement factor obtained
under the different scenarios. The columns with the measured E correspond to the
values of Fig. 3.17. On the other hand, assuming a perfect mode matching with no
beam misalignment in the cavity and employing the measured TI of the different ICMs
of Fig. 3.12, the columns with the maximum E were calculated using Eq. (3.4.5).
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Table 3.3: Measured and maximum E of the cavity under different ICMs

Number of
wafers in
the ICM

Measured E
(with Si
wafers)

Maximum E
(with Si
wafers)

Measured E
(with SiO2

wafers)

Maximum E
(with SiO2

wafers)
1 3.455 4.46 - -
2 12.55 14.12 4.865 5.47
3 17.95 19.95 9.801 10.01
4 9.606 13.10 14.78 15.37
5 - - 17.18 18.98
6 - - 14.63 19.87
7 - - 10.71 17.21

The difference between the measured E and maximum E in Table 3.3 is due to three
factors: a non-perfect mode matching, misalignment of the beam inside the cavity, and
a small percentage of absorption losses AI present in the ICM. Strictly speaking about
the last factor, the input coupler mirror satisfies the equality TI + RI + AI = 1. In
the maximum E case, AI = 0. On the contrary, for the measured E case, AI ̸= 0. For
instance, in the case of the ICM with three silicon wafers and assuming a perfect mode
matching with no beam misalignment, the measured transmittance is TI = 0.0475 and
the measured enhancement factor is E = 17.95. By replacing these values into Eq.
(3.4.5) and solving for rI , it is found that RI = r2I = 0.9472. This implies an absorption
loss in the ICM of AI = 1− (TI +RI) = 0.0053.



Chapter 4

Semiconductor as an optical switch

4.1 Introduction

A semiconductor is a solid-state material that can operate as an insulator or conduc-
tor of charged particles depending on the environmental conditions (perturbations) in
which it is immersed, such as temperature, the presence of external electromagnetic
fields, and possible light illuminating on it, among others. Silicon (Si) and germa-
nium (Ge) are elemental semiconductors being Si the most important and widely used
in the construction of integrated circuits (ICs) and electronic components. Moreover,
more than twenty compound semiconductors can be found − such as gallium arsenide
(GaAs)− and more than ten alloy semiconductors [Pie96].

When a laser light with sufficient photon energy illuminates the surface of a semicon-
ductor, a photogeneration process occurs leading to a state of high carrier concentration
in the material. As a result, a temporary reflectance (optical switch on) is induced in
the semiconductor for THz frequencies. Otherwise, without the excitation laser, the
semiconductor is transparent (optical switch off) to the THz radiation.

This chapter provides, firstly, a theoretical background of the general nature of semi-
conductors in equilibrium and non-equilibrium conditions. Secondly, it inspects some
qualitative properties of the photogeneration and recombination phenomena. Thirdly,
it presents a quasi-classical analysis of the optical switch principle along with some
simulations, and finally, it shows experimental results of Si and GaAs wafers acting as
an optical switch of an incident 100 GHz wave under a 532 nm excitation laser pulse.

65
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4.2 Energy bands in semiconductors
Atoms within a crystalline semiconductor are ordered and organized spatially in a three-
dimensional periodic arrangement or lattice. In principal semiconductors, each atom
is bound to its closest four atoms through covalent bonds among their respective four
outermost orbital energy level electrons called valence electrons [Pie96].

In most optical and electronics processes, the bound electrons in the lattice are lo-
cated at specific energy states inside two well-defined energy bands: the valence band
(lower energy states) and the conduction band (higher energy states). The energy dis-
tance between them is called band gap which is essentially the minimum energy required
to move an electron between the two bands. At temperature T=0 K and under equilib-
rium conditions − this means, in thermal equilibrium without the presence of external
electromagnetic waves or other perturbations interacting with the semiconductor− the
electron distribution is completely concentrated in the valence band, whereas the con-
duction band is totally empty [Pie96]. The general energy band diagram can be seen
in Fig. 4.1.
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Figure 4.1: General
model of the semiconduc-
tor energy band diagram
at T=0 K. Ev is the
highest energy level of
the valence band, Ec is
the lowest energy level of
the conduction band, and
EG = Ec − Ev is the band
gap energy.

At temperature T>0 K and under equilibrium conditions, a restricted number of
electrons, in the valence band, gain enough thermal energy to break their covalent
bonds, jump into the conduction band and then move freely along the lattice. The
missing bond in the valence band left by each of these now “free” electrons is known
as a hole. Electrons in the conduction band and holes in the valence band are called
carriers and they have an associated electric charge of similar magnitude but different
polarity (electrons are negatively charged and holes positively charged) [Pie96, Nea11].
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This process of electron-hole pair generation by thermally breaking bonds is schematized
in Fig. 4.2.
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Figure 4.2:
Semiconductor energy
band diagram with the
band-to-band thermal
generation of electron-hole
pairs at T>0 K.

The number of electrons in the conduction band and holes in the valence band per
unit volume, denoted as n and p respectively, depends on the nature of the semiconduc-
tor. In an intrinsic semiconductor or also called undoped semiconductor (highly pure
semiconductor with a negligible number of impurity atoms) n = p, hence they are sim-
ply denoted as ni. On the contrary, in an extrinsic semiconductor or also called doped
semiconductor (semiconductor with a controlled number of known impurity atoms)
n ̸= p. In this case, the difference between n and p is associated with the quantity
and properties of the doping material. For example, in the doping process of silicon,
dopants like phosphorus or arsenic donate an electron to the conduction band, thus in-
creasing the total electron concentration (n > p⇒n-type semiconductor) and dopants
like boron or indium accept an electron from the valence band, resulting instead in an
increase of the total hole concentration (n < p⇒ p-type semiconductor) [Nea11].

The motion of carriers in a semiconductor involves multiple internal forces and fields
due to collisions with the atoms of the lattice. It is a complex process adequately de-
scribed by quantum mechanics. However, a classical perspective of the semiconductor
behavior can be performed under the approach of the effective carrier mass concept.
Mainly, in this formalism, the mass of the carrier and the effects of the complicated
internal forces are grouped into the effective mass term, denoted as m∗. This approach
is widely used in the literature (see e.g. [Pie96, Nea11, Pie03]) to determine the dif-
ferent variables and properties of the semiconductor, such as the density of states in
the energy bands, the Fermi levels, the carrier concentration in doped and intrinsic
semiconductors and so on. Throughout the rest of the chapter, the following general
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theoretical framework about the semiconductor state under non-equilibrium conditions
is described by using the effective mass formalism.

4.3 Carrier current
In equilibrium conditions, the net current in a semiconductor is zero. Nevertheless,
external perturbations and a carrier concentration gradient move the semiconductor out
of the equilibrium state causing the motion of the carriers. In the end, both situations
induce a current flow proportional to the magnitude of the perturbation and to the
carrier concentration.

4.3.1 Drift current

When a constant electric field E is applied to the semiconductor, the carriers develop
an accelerated motion that leads to the so-called drift current [Pie96, Nea11]. However,
holes and electrons undergo a mobility loss through collisions with the thermal vibra-
tions of the lattice atoms, a process known as lattice scattering. Then, the average drift
velocity vd experienced by carriers is defined as:

vd = µqE, (4.3.1)

wherein µq is a temperature and doping dependence term named mobility factor which
basically interprets the grade of movement of the charge under the external electric
field. Mathematically, it is given by:

µq =
eτq
m∗

q

, (4.3.2)

where τq is the average time of the charge between collisions, e is the magnitude of the
charge, and m∗

q is the effective mass of the carrier. Therefore, for a given volume charge
density ρ, the drift current density is determined by:

Jd = ρvd

= ρµqE. (4.3.3)



Chapter 4. Semiconductor as an optical switch 69

Electrons (n) and holes (p) have their own mobility factor: µn and µp, respectively.
Furthermore, knowing that ρ is defined as the magnitude of the charge times the number
of charges and that in intrinsic semiconductors n = p = ni, then Jd can be expressed
by:

Jd = (enµn + epµp)E

= e(µn + µp)niE

= σE, (4.3.4)

where σ = e(µn+µp)ni is the conductivity of the semiconductor. Eq. (4.3.4) intuitively
concludes: the higher the ni, the higher the σ; and the proportionality between Jd and
E. In parallel, a reduction in temperature implies a less thermal vibration of the lattice
atoms which causes greater mobility of carriers due to a lower number of collisions.
The latter also involves a larger conductivity which in the end results in a higher drift
current density.

Moreover, the resistivity ϱ of the semiconductor is defined as the inverse of σ:

ϱ =
1

σ
=

1

e(µn + µp)ni

, (4.3.5)

wherein a high resistivity generates a greater resistance to current flow, leading to a
lower Jd, as expected.

In the case of doped semiconductors, in addition to n ̸= p, there is a second loss
mechanism due to collisions between the carriers and the added impurity atoms called
ionized impurity scattering. This process contributes to the value of the respective
mobility carriers µn and µp, which affects σ and consequently Jd.

4.3.2 Diffusion current

In semiconductors, diffusion is the process by which carriers move from a high concen-
tration zone to a lower concentration zone. The current flow generated by this motion
is called diffusion current [Pie96, Nea11].

Analogous to the drift case, the diffusion current density is given by:
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Jdiff = Jn−diff + Jp−diff , (4.3.6)

with Jn−diff as the diffusion current density due to electrons and Jp−diff as the diffusion
current density due to holes. Both are defined by:

Jn−diff = eDn∇n, (4.3.7)
Jp−diff = −eDp∇p, (4.3.8)

where e is the magnitude of the charge, Dn is the electron diffusion coefficient, Dp is
the hole diffusion coefficient, ∇n is the three-dimensional density gradient of electrons
and ∇p is the three-dimensional density gradient of holes. According to Eqs. (4.3.7)
and (4.3.8), Jdiff is directly proportional to the carrier density gradient, this means,
the larger the concentration gradient, the greater the diffusion current.

Eventually, by using Eqs. (4.3.4) and (4.3.6), the total current density in a semi-
conductor is given by:

J = Jd + Jdiff

= enµnE + epµpE + eDn∇n− eDp∇p. (4.3.9)

4.4 Carrier photogeneration and recombination

Fig. 4.2 indicates that thermal excitation is a way of electron-hole pair generation.
Another mechanism of carrier generation can be accomplished by using light. If the
surface of a semiconductor is illuminated by a monochromatic light with photon energy
Eph = h̄ω, larger than the band gap energy, the photon is absorbed causing an electron
to transition from the valence band to the conduction band, thus generating an electron-
hole pair. This process is called photogeneration [Pie96] and is directly related to the
development of this thesis.

The carrier generation occurs all the time in the semiconductor at a certain rate Gg

when it interacts with either of the two mechanisms. Once steady state is achieved,
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the carrier concentration is stable and independent of time (constant generation rate).
In order to maintain the concentration of carriers in such a state, through a parallel
process, electrons in the conduction band must necessarily fall into the valence band at
a rate Rr equal to Gg, releasing energy as a photon and/or heat during the process to
then recombine with the empty states (holes). This process is called recombination. A
representation of the generation and recombination processes is shown in Fig. 4.3. In
both, the conservation laws of energy and momentum must be fulfilled [Nea11].
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The way how an electron transitions between the two energy bands, either in the
process of generation or in recombination, depends on the two band gap categories in
which semiconductors are classified: direct band gap semiconductor or indirect band
gap semiconductor. To explain their differences, according to quantum mechanics, the
wave function defining an electron is assumed to have the form of a plane wave with
wave vector k. Then, the allowed energy states of the electron are described in terms
of k by the following parabolic equation [YC10, Ham17]:

E =
h̄2k2

2m∗
n

=
p2

2m∗
n

, (4.4.1)

where p = h̄k is the momentum of the electron. By using Eq. (4.4.1), it is possible
to create a different diagram of the energy bands of the electron in the semiconductor,
this time E regarding the momentum through k, which is known as E − k diagram.

4.4.1 Direct band gap semiconductors

On one hand, in the case of a direct band gap semiconductor [Gru16, Pie96, Nea11], the
E − k diagram can be seen in Fig. 4.4. The picture illustrates that the energy minima
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Ec of the conduction band and the energy maxima Ev of the valence band are located
at the same value of momentum k0 = 0. In Fig. 4.4a), when the photogeneration
takes place (also valid for thermal generation), the electron transitions directly from
the valence band into the conduction band. The photon of energy h̄ω = EG absorbed
in the process fulfills the energy conservation (Ec = Ev + h̄ω) as well as the momentum
conservation (kv = kc = k0).

On the other hand, in the recombination process shown in Fig. 4.4b), the released
photon of energy h̄ω = EG is in the visible range and also satisfies the energy (Ev =

Ec − h̄ω) and momentum (kc = kv = k0) conservation. GaAs and indium phosphide
(InP) are examples of direct band gap semiconductors.
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Figure 4.4: General representation of the E-k diagram for a direct band gap semiconductor.
a) E-k diagram with the band-to-band photogeneration process. b) E-k diagram with the
band-to-band recombination process.

4.4.2 Indirect band gap semiconductors

The E − k diagram of an indirect band gap semiconductor [Gru16, Pie96, Nea11] is
depicted in Fig. 4.5. In this case, the top of the valence band and the bottom of the
conduction band have different momentum values (k0 = 0 and k1 ̸= 0, respectively).
For this reason, two steps are required to accomplish the photogeneration process of
Fig. 4.5a). In the step, labeled as a0, the absorbed photon energy h̄ω = EG only fulfills
the energy conservation (Ec = Ev + h̄ω). In the other step, labeled as b0, the electron
absorbs a phonon from the lattice which increases its momentum. This guarantees the
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momentum conservation (k1 = k0+phonon).
Something similar happens in the recombination process of Fig. 4.5b). During step

b1, the electron loses some momentum by releasing a phonon, and through step a1,
the electron loses energy by releasing a photon of energy h̄ω = EG. With both steps,
momentum (k0 = k1-phonon) and energy (Ev = Ec − h̄ω) conservation are satisfied. Si
and Ge are examples of indirect band gap semiconductors.
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Figure 4.5: General representation of the E-k diagram for an indirect band gap semicon-
ductor. a) E-k diagram with the band-to-band photogeneration process. b) E-k diagram with
the band-to-band and R-G center recombination processes.

Nevertheless, the recombination process in indirect band gap semiconductors pre-
dominantly occurs in a different manner. Specifically, due to the presence of impurity
atoms and defects in the lattice, some additional energy states within the band gap are
created, as in the case of Et in Fig. 4.5b). In the picture, during the two-step recom-
bination process, first, through step b2, the electron falls from Ec to Et decreasing its
momentum and losing energy at the same time. Then, through step a2, the electron
drops from Et to Ev losing energy usually as heat. This recombination process is called
R-G center recombination or Recombination through traps.

Additionally, strongly doped semiconductors experience a third principal recom-
bination mechanism called Auger recombination. Here, basically, when an electron
recombines with a hole, in parallel, a collision between the electron with another one
occurs. On this occasion, the energy released in the process is transferred to one of the
electrons which moves to a higher energy state in the conduction band, whereas the
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other one decays to the valence band.

4.4.3 The recombination time

The time taken by an electron to transition from the conduction band to recombine with
a hole in the valence band is called recombination time or carrier lifetime, denoted by τ

[HW83, KJS+19, DLI14]. This parameter is longer in indirect band gap semiconductors
since, as shown in the foregoing subsection, the recombination process involves two
general steps, unlike direct band gap semiconductors where only one step is necessary
for the process. However, the parameter changes drastically depending on the quality
(presence of impurities) of the semiconductor in the manufacturing process, as well
as the density and type of doping. Consequently, encompassing all the recombination
processes, the value of τ can be estimated by:

1

τ
=

1

τB−B

+
1

τR−G

+
1

τAuger

, (4.4.2)

wherein τB−B is the band-to-band recombination time, τR−G is the R-G recombination
time, and τauger is the Auger recombination time, respectively.

4.5 Continuity equation

Considering all phenomena seen in sections 4.3 and 4.4, where the semiconductor was
moved out of the equilibrium, the spatial and temporal distribution of the carrier con-
centration is described by the continuity equation [Pie96, LJ16, Nea11]. For an intrinsic
semiconductor, the one-dimensional continuity equation is given by:

∂∆n

∂t
=

1

e

∂J

∂x
+Gg −

∆n

τ
, (4.5.1)

where ∆n is the excess of carriers (for an intrinsic material it is the same for electrons
and holes, denoted here as ∆n for both), J is the total current density defined by Eq.
(4.3.9), Gg is the carrier generation rate, and ∆n

τ
= Rr is the carrier recombination

rate. Assuming zero external electric fields (no presence of drift current), Eq. (4.5.1)
becomes:
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∂∆n

∂t
= D

∂2∆n

∂x2
+Gg −

∆n

τ
, (4.5.2)

wherein the carrier diffusion coefficient D can take the value of Dn or Dp.

4.5.1 Photon absorption and excess of carriers

In the photogeneration process it is assumed that every electron-hole pair is created
by absorbing one photon, which implies a quantum efficiency η equal to 1 [RBBA17].
Therefore, the photon absorption rate is equal to the carrier generation rate [Nea11].
Assuming a uniform monochromatic light striking on the surface of an intrinsic semi-
conductor, the reduction of the light intensity going through the semiconductor obeys
Lambert–Beer’s law [Bee52]:

I(z) = I0e
−α(ω)x, (4.5.3)

where I0 is the optical power density of the light at the top of the surface, α(ω) is
the frequency-dependent absorption coefficient of the material and x is the depth of
penetration into the semiconductor. Most of the light is absorbed within a distance
equal to the absorption length dα = 1/α, so the thickness of the semiconductor must
be greater than dα to absorb most of the light.

When the semiconductor with intrinsic carrier concentration ni at thermal equilib-
rium is perturbed by the monochromatic excitation light, an excess of carriers ∆n is
produced. Thereby, once the system reaches its steady state (Rr = Gg which implicates
no temporal dependence), the total carrier concentration Nn in the semiconductor is
equal to Nn = ni + ∆n. Under such a non-time-dependent state and assuming a uni-
form photon absorption (no spatial dependence) and no saturation of the absorption
over the volume Vl of the layer of thick dα, Eq. (4.5.2) leads to:

0 = 0 +Gg −
∆n

τ

∆n = Ggτ. (4.5.4)
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In the foregoing equation, the carrier generation rate Gg is due to photogeneration,
hence it depends on the characteristics of the light exciting the semiconductor. There-
fore, by averaging the incident power density throughout Vl as Iav ≈ 0.63I0, Gg is given
by [KJS+19, RBBA17, MS08]:

Gg =
Iavηα

Eph

, (4.5.5)

where Eph is the photon energy of the excitation light. Then, by replacing (4.5.5) into
(4.5.4), the excess of carriers is calculated as:

∆n =
0.63I0ηα

Eph

τ. (4.5.6)

Finally, when the excitation light is switched off (t = 0), ∆n often decays exponen-
tially with time in the form [Nea11]:

∆n(t) = ∆n(0)e−t/τ , (4.5.7)

wherein ∆n(0) is the initial excess carrier concentration calculated by Eq. (4.5.6).

4.6 Optical switch principle

At thermal equilibrium, a semiconductor in the intrinsic state in the absence of free
carriers normally behaves transparently to incident waves within the microwave fre-
quency range (1 GHz to 1000 GHz). As shown in the preceding sections, an increase in
the carrier concentration tends to raise the electrical conductivity of the semiconductor.
Then, when this increment is performed by a photogeneration process, the semiconduc-
tor is said to operate in a photoconductive state [KJS+19, Wei01]. In such a state, the
semiconductor acts now as a reflector under the same incident GHz microwave radiation
[HS96, DCKS04, KJS+19]. In general, as mentioned in section 1, controlling the on/off
of the semiconductor’s optical reflectivity through laser light is known as Laser-driven
semiconductor switch (LDSS). Fig. 4.6 shows a schematic representation of the optical
switch principle. Here, the reflection period tp is determined by the duration tn of the
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excitation laser pulse (which is basically the time while the semiconductor is illuminated
by the laser) and the carrier recombination time τ of the semiconductor.
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Figure 4.6:
Semiconductor wafer
used as an optical switch.
a) Switch off: the semi-
conductor is transparent
to an incident microwave
radiation. b) Switch on:
under an excitation laser
pulse, the semiconductor
at the photoconductive
state becomes reflective
to the same incident
microwave radiation.

The plasma frequency (ωp)

Semiconductors have associated a frequency which is directly proportional to the carrier
density called plasma frequency (ωp). For incident frequencies below ωp the material be-
comes reflective and for frequencies above ωp the material acts transparently [KJS+19].
In other words, ωp can be roughly treated as the frequency point at which the semicon-
ductor switch goes from on to off mode, and vice versa. Quantitatively, ωp is defined
as [STvdL00, ZBC+01]:

ωp =

√
Nne2

ε0m∗ , (4.6.1)

where Nn is the carrier concentration, e is the magnitude of the electron charge, ε0 is
the permittivity of free space and m∗ is the effective mass of the charge.



Chapter 4. Semiconductor as an optical switch 78

4.6.1 The Drude-Lorentz model

The Drude-Lorentz model approach is a practical approximation widely used for analyz-
ing, on a macroscopic scale, the dynamics involved in the optical switching behavior of
an intrinsic semiconductor in the photoconductive state [KJS+19, PSR+19, BAF+18,
MSB+14, VDH+92]. Eventually, this will enable the estimation of the degree of re-
flectance reached by the semiconductor to the incident microwave radiation.

The Lorentz model

The response of a dielectric material to a weak external electric field E of angular
frequency ω is manifested through the polarization process [KM18], in which the created
dipoles per unit volume N oscillate at frequency ω. Considering an isotropic dielectric
medium and assuming the field in the form E(t) = E0e

−iωt, the equation of motion
experienced by the electron in the dipole system is described by the general Lorentz
oscillator model [ABB11, Woo72] for dielectrics in the form:

me
∂2x(t)

∂t2
= eE(t)︸ ︷︷ ︸

Electric force

−

Damping force︷ ︸︸ ︷
meΓ

∂x(t)

∂t
− ω2

0mex(t)︸ ︷︷ ︸
Restoring force

, (4.6.2)

where x(t) is the electron position vector, me is the electron rest mass, Γ is the damping
coefficient and ω0 is the natural resonance frequency of the system. Three forces are
involved in the total resulting force in the last equation: the electric force induced by
E; the damping force that accounts for the losses by frictions in the system; and the
restoring force, which, similar to the classical harmonic oscillator, tends to bring back
the system to its natural equilibrium position as when E was not present. In the end,
the resulting force induces an average acceleration ∂2x(t)

∂t2
on the electron in the dipole.

Thus, after applying Fourier’s transform, the solution of Eq. (4.6.2) in the frequency
domain is given by:

x̃(ω) =
e

me

· Ẽ(ω)

ω2
0 − ω2 − iωΓ

. (4.6.3)

The dipole moment of an electron is defined as p(ω) = ex̃(ω). Then, the replacement
of Eq. (4.6.3) into this definition produces:
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p(ω) = ex̃(ω) =
e2

me

· Ẽ(ω)

ω2
0 − ω2 − iωΓ

. (4.6.4)

Thereby, the average polarization P (ω) of the system composed of all the dipoles is
given by the number of dipoles per unit volume N multiplied by the dipole moment
p(ω) as follows:

P (ω) = Np(ω) =
Ne2

me

· Ẽ(ω)

ω2
0 − ω2 − iωΓ

. (4.6.5)

Equivalently, the polarization is linearly related to the external electric field E

through the scalar dielectric susceptibility χ(ω) in the form [KM18, Ham17]:

P (ω) = ε0χ(ω)Ẽ(ω). (4.6.6)

Therefore, by comparing Eq. (4.6.5) with Eq. (4.6.6), the mathematical expression of
χ(ω) is given by:

χ(ω) =
Ne2

ε0me

· 1

ω2
0 − ω2 − iωΓ

. (4.6.7)

As well as χ(ω), the polarization capacity of a dielectric is usually quantified by
the relative permittivity parameter ∼

εr whose expression as a function of frequency is
defined as:

∼
εr(ω) = 1 + χ(ω) = 1 +

Ne2

ε0me

· 1

ω2
0 − ω2 − iωΓ

. (4.6.8)

The Drude model

The Drude model describes the response of a metal to an external electric field [Mai07,
Woo72]. It is basically derived from the Lorentz dielectric model, but with the difference
that the natural resonance frequency is now ω0 = 0. This happens because the electrons
in the metal conduction band are not bound to the lattice so they move freely through
it, without experiencing a restoring force. In other words, E tends to accelerate the
electrons in the lattice. Thus, in this model, it is found that:
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∼
εr(ω) = 1− Nne

2

ε0m∗
n

· 1

ω2 + iωΓ
, (4.6.9)

where now Nn is interpreted as the free electron concentration and m∗
n as the electron

effective mass.

The generalized Drude-Lorentz model

Because of its metal like nature, a semiconductor in the photoconductive state can be
compared and analyzed under the Drude model. However, actual semiconductors have
many resonance frequencies. For this reason, a more suitable analysis can be done by
the generalized Drude-Lorentz model [KJS+19, ECC14, Mai07] in which both models
are somehow combined. Specifically, the model considers ω0 = 0 and the contribu-
tion of high-order resonance frequencies to the relative permittivity, wherein the latter
is carried out through an average DC offset value denoted as ε∞. Therefore, for a
semiconductor at the photoconductive state, ∼

εr(ω) is given by:

∼
εr(ω) = ε∞ − Nne

2

ε0m∗ · 1

ω2 + iωΓ
. (4.6.10)

which extended in terms of electrons and holes results in:

∼
εr(ω) = ε∞ − Nne

2

ε0m∗
n

· 1

ω2 + iωΓn

− Nne
2

ε0m∗
p

· 1

ω2 + iωΓp

. (4.6.11)

where m∗
n and m∗

p are the electron and hole effective mass, and Γn and Γp are the
electron and hole damping coefficient, respectively. Subsequently, by separating ∼

εr(ω)

into its real ε′r(ω) and imaginary part ε′′r(ω), Eq. (4.6.11) becomes:

∼
εr(ω) = ε′r(ω) + iε′′r(ω), (4.6.12)

with:
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ε′r(ω) = ε∞ −
[

ω2
pn

ω2 + Γ2
n

+
ω2
pp

ω2 + Γ2
p

]
, (4.6.13)

ε′′r(ω) =
ω2
pnΓn

ω3 + ωΓ2
n

+
ω2
ppΓp

ω3 + ωΓ2
p

, (4.6.14)

wherein ωpn =
√

Nne2/ε0m∗
n and ωpp =

√
Nne2/ε0m∗

p are the electron and hole plasma
frequency (see Eq. (4.6.1)), respectively.

The damping coefficients Γn and Γp in the foregoing equations account for the loss
of carrier mobility, mainly due to the lattice scattering process (see section 4.3.1). With
the sub-index q taking the value of n or p (depending on the carrier case under analysis),
a mean value of this parameter is determined by:

Γq =
1

τq
, (4.6.15)

where τq is the average time of the carrier between collisions defined in terms of the
carrier mobility factor µq viewed in Eq. (4.3.2) as:

τq =
µqm

∗
q

e
. (4.6.16)

4.6.2 Complex refractive index

Throughout the medium, the propagation of the wave associated with Ẽ(ω) is charac-
terized by the complex refractive index ∼

n(ω) described by:

∼
n(ω) = nr(ω) + iκ(ω). (4.6.17)

The real part nr(ω) is responsible for the phase velocity of the wave, whereas the imag-
inary part κ(ω), called extinction coefficient, is responsible for the losses by absorption
experienced by the wave in the material [Dre01, ABB11]. For a non-magnetic medium
(as the semiconductor case), ∼

n(ω) and ∼
εr(ω) are related to each other by:

∼
n
2
(ω) =

∼
εr(ω). (4.6.18)
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Eventually, the substitution of Eqs. (4.6.12) and (4.6.17) into Eq. (4.6.18) leads to
establish nr(ω) and κ(ω) in terms of ε′r(ω) and ε′′r(ω) as follows:

nr(ω) =

√√
ε′r

2(ω) + ε′′r
2(ω) + ε′r(ω)

2
. (4.6.19)

κ(ω) =

√√
ε′r

2(ω) + ε′′r
2(ω)− ε′r(ω)

2
. (4.6.20)

4.6.3 Reflectance at the photoconductive state

The equations obtained so far enable to determine a mathematical expression for the in-
tensity reflectance Rp of the SW in the photoconductive state. To this end, a multilayer
system is considered, similar to the one shown in Fig. 3.5. This means, the incident
wave of angular frequency ω travels through the structure formed by air (layer 0), the
semiconductor wafer (layer 1), and air (layer 2). Thus, recalling from section 3.3, the
2×2 transfer matrix M associated with the structure is given by:

M =
1

t01t12

(
eiβ1 + r01r12e

−iβ1 r01e
−iβ1 + r12e

iβ1

r01e
iβ1 + r12e

−iβ1 e−iβ1 + r01r12e
iβ1

)
, (4.6.21)

where r01 and t01 are the reflection and transmission Fresnel coefficients [BW03] in
border 01 between layers 0 and 1, and r12 and t12 are the reflection and transmission
Fresnel coefficients in border 12 between layers 1 and 2, respectively. For p polarization,
they are defined by:

r01(p) =

∼
n cos θ0 − n0 cos θ1
∼
n cos θ0 + n0 cos θ1

=
(nr + iκ) cos θ0 − cos θ1
(nr + iκ) cos θ0 + cos θ1

, (4.6.22)

t01(p) =
2n0 cos θ0

∼
n cos θ0 + n0 cos θ1

=
2 cos θ0

(nr + iκ) cos θ0 + cos θ1
, (4.6.23)

r12(p) =
n2 cos θ1 −

∼
n cos θ2

n2 cos θ1 +
∼
n cos θ2

=
cos θ1 − (nr + iκ) cos θ2
cos θ1 + (nr + iκ) cos θ2

, (4.6.24)

t12(p) =
2
∼
n cos θ1

n2 cos θ1 +
∼
n cos θ2

=
2(nr + iκ) cos θ1

cos θ1 + (nr + iκ) cos θ2
, (4.6.25)
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where nr and κ are described by Eqs. (4.6.19) and (4.6.20), respectively, and θ0, θ1 and
θ2 are the angles of incidence and refraction throughout the structure which are related
to each other by Snell’s law [YF09].

In Eq. (4.6.21), β1 represents the phase change of the wave along the semiconductor
(layer 1). It is described by β1 = kl cos θ1 = 2π

λ

∼
nl cos θ1, where λ is the wavelength of

the incident wave, l is the semiconductor thickness, θ1 is the propagation angle of the
wave inside the semiconductor and ∼

n is the refractive index of the semiconductor given
by Eq. (4.6.17).

All in all, after obtaining the matrix elements in Eq. (4.6.21), Rp is finally calculated
by:

rp =
M21

M11

=⇒

Rp(ω,Nn) = |rp|2. (4.6.26)
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4.7 Simulated response of semiconductors

This section presents some simulations and calculations employing the equations derived
in the previous ones. Table 4.1 shows the parameters taken from the literature of
intrinsic Si and intrinsic GaAs semiconductors at room temperature that are considered
for this purpose. The value of the thickness of the SW and the quantum efficiency is
also added to the table.

Table 4.1: Intrinsic Si and GaAs parameters at room temperature (T=300 K)

Parameter Symbol Si GaAs

Energy band gap EG
1.12 eV (or

1.792× 10−19 J)
1.42 eV (or

2.272× 10−19 J)
Carrier concentration ni 1× 1010 cm−3 2× 106 cm−3

Electron elemental
charge e 1.6022× 10−19C 1.6022× 10−19C

High-frequency
permittivity constant ε∞ 11.68 12.88

Electron rest mass me 9.11× 10−31Kg 9.11× 10−31Kg
Electron effective mass m∗

n ∼ 0.26 · me ∼ 0.063 · me

Hole effective mass m∗
p ∼ 0.37 · me ∼ 0.51 · me

Electron mobility
factor µn 1350 cm2/V-s 8500 cm2/V-s

Hole mobility factor µp 480 cm2/V-s 400 cm2/V-s
Electron average

collision time τn ∼ 0.2 ps ∼ 0.3 ps

Hole average collision
time τp ∼ 0.1 ps ∼ 0.1 ps

Recombination time τ ∼ 1µs ∼ 10 ns
Absorption coefficient

at 3 mm α1 < 0.02 cm−1 ∼ 0.4 cm−1

THz absorption length
at 3 mm for α1

dα1 = 1/α1 > 50 cm ∼ 2.5 cm

Absorption coefficient
at 532 nm α2 ∼ 7.6× 103 cm−1 ∼ 7.9× 104 cm−1

Optical absorption
length at 532 nm for α2

dα2 = 1/α2 ∼ 1.3µm ∼ 0.12µm

SW thickness l 1 mm 1 mm
Quantum efficiency η 1 1
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Recalling from chapter 3, the SW between the cavity concave mirrors was positioned
at an angle θ0 = ϕ = 68◦ with the cavity closed. Under this angle, Fig. 4.7 illustrates
a simulation of the reflective response of the Si and GaAs wafer under different values
of Nn and for a 100 GHz incident wave. According to the curve on the left for silicon,
the reflectivity at the intrinsic concentration Nn = 1010 cm−3 is about Rp = 0.026,
around 0.004 less than the measured value. Such amount remains until Nn = 1016 cm−3

from where Rp starts growing progressively with Nn achieving a reflectance over 0.75
for Nn ≥ 1018 cm−3. The plot on the right corresponds to the GaAs case where at
the intrinsic carrier concentration Nn = 106 cm−3, it is found that Rp ≈ 0.072, which
is about 0.01 less than the measured value. Furthermore, from Nn = 106 cm−3 the
reflectivity starts increasing continuously achieving a Rp > 0.85 for Nn ≥ 1018 cm−3. It
can be concluded that GaAs reaches a reflectance greater than Si for the same carrier
concentration.

1010 1012 1014 1016 1018 106 108 1010 1012 1014 1016 1018

a) b)

Figure 4.7: Simulated reflectance of semiconductor wafer positioned at θ0 = 68◦ under
different carrier concentrations for a 100 GHz incident wave. a) Si. b) GaAs.

By changing the angle θ0, the reflectance response of the semiconductor at different
Nn varies for the Si case as shown in Fig. 4.8 and for the GaAs case as depicted in Fig.
4.9. The average plasma frequency νp = ωp/2π associated with every Nn is also shown
in the figures. Focusing first on Fig. 4.8, it can be observed that under Brewster’s angle
θB = θ0 = 73.7◦, for 1010 ≤ Nn ≤ 1015 cm−3 the reflection is around zero. However,
due to an increment in the real part of the refractive index, for Nn ≥ 1016 cm−3 there is
no angle at which Rp is low. Furthermore, for concentrations over 1018 cm−3, a Rp > 0.8

can be achieved for θ0 < 60◦. Looking now at Fig. 4.9 for GaAs, at Brewster’s angle
θB = θ0 = 74.4◦, a Rp ≈ 0 in the interval 1010 ≤ Nn ≤ 1014 cm−3 is found, but for
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Nn ≥ 1015 cm−3 a substantial reflectivity for all values of θ0 is observed. Besides, for
concentrations over 1018 cm−3, an Rp > 0.9 is reached for θ0 < 60◦, which is around
10% bigger than the silicon case.

Nn=1010 cm-3

Nn=1015 cm-3

Nn=1016 cm-3

Nn=1017 cm-3

Nn=1018 cm-3

Nn=1019 cm-3

νp≈ 0.74  GHz

νp≈ 233   GHz

νp≈ 740   GHz

νp≈ 2.33  THz

νp≈ 7.40  THz

νp≈ 23.3  THz

;
;
;
;
;
;

Figure 4.8: Computed reflectivity of 100 GHz radiation reflected of a 1 mm thick silicon
wafer for different carrier concentrations and angles of incidence.

Nn=106  cm-3

Nn=1014 cm-3

Nn=1015 cm-3

Nn=1016 cm-3

Nn=1017 cm-3

Nn=1018 cm-3

νp≈ 38   MHz

νp≈ 0.38  THz

νp≈ 1.2   THz

νp≈ 3.8   THz

νp≈ 12   THz

νp≈ 38   THz

;
;
;
;
;
;

Nn=1019 cm-3 νp≈ 120   THz;

Figure 4.9: Computed reflectivity of 100 GHz radiation reflected of a 1 mm thick GaAs
wafer for different carrier concentrations and angles of incidence.

It should be pointed out that Brewster’s angle would be the ideal position to place
the SW since a very small reflectance, close to zero, brings minimal losses to the cavity,
which in the end contributes to optimizing the enhancement factor. However, this was
not experimentally possible due to the size of the incident beam which was larger than
the semiconductor surface under such an angle.
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4.7.1 Power requirements of the excitation laser

According to Fig. 4.7, a carrier density Nn = 1019 cm−3 ensures a reflectance Rp > 0.9

for both semiconductors. At this concentration, the excess of carriers can be approxi-
mated to ∆n = Nn − ni ≈ Nn. Considering a 532-nm, 7-ns excitation laser pulse with
an associated photon energy Eph = h̄ω = 3.74× 10−19 J, by solving I0 in Eq. (4.5.6), it
follows that for Si:

I0 =
Nn · Eph

0.63 · η · α2 · τ
=

1019 cm−3 · 3.734× 10−19 J

0.63 · 1 · 7.6× 103 cm−1 · 1× 10−6 s
≈ 800

W

cm2
, (4.7.1)

and for GaAs:

I0 =
Nn · Eph

0.63 · η · α2 · τ
=

1019 cm−3 · 3.734× 10−19 J

0.63 · 1 · 7.9× 104 cm−1 · 10× 10−9 s
≈ 7.5

kW

cm2
. (4.7.2)

Recalling from section 3.2, the profile of the 100 GHz radiation beam located at
the center between the concave mirrors of the designed bow-tie cavity has the shape
described by the simulation in Fig. 3.3d). As it is well known, the semiconductor switch
will be placed around this position inside the resonator, hence, in order to reflect the
entire beam from the cavity, the excitation laser must overlap the whole beam profile.
Nevertheless, when the SW is placed at Brewster’s angle θB at the center between the
concave mirrors, the 100 GHz beam profile on the semiconductor surface resembles the
elliptical shape depicted in Fig. 4.10.

S

T

wS =0.39cm

wT =1.33cm

Figure 4.10: Simulated
beam profile on the SW sur-
face at θB located at the
center between the cavity
concave mirrors.

Then, taking into account the major axis of the ellipse of Fig. 4.10, the circular
area to cover by the excitation laser would be around A = π · w2

T = 5.56 cm2. However,
knowing that the actual angle of SW is θ0 = 68◦ (instead of θB), a circular laser beam
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with a radius of 2.5 cm is considered to ensure a total superposition between the beams.
This radius leads to a laser beam area of A ≈ 20 cm2 which should be sufficient to
overlap the whole reflective zone of interest of the SW. Therefore, assuming a uniform
power distribution, the illumination intensity I0 computed for Si in Eq. (4.7.1) yields
a laser pulse peak power of:

P = I0 · A = 800
W

cm2
· 20 cm2 = 16 kW. (4.7.3)

In addition, for a laser pulse duration of t = 7ns, the minimum effective energy per
pulse necessary to accomplish over 90% of reflection is:

E = P · t = 112µJ. (4.7.4)

Similarly, by using the result of Eq. (4.7.2), the power and energy requirements for
an Rp > 0.9 in the GaAs case are:

P = I0 · A = 7500
W

cm2
· 20 cm2 = 150 kW. (4.7.5)

E = P · t = 1mJ. (4.7.6)

As shown earlier in Fig. 4.7, GaAs provides a higher Rp than Si under the same Nn.
However, the calculations performed throughout this section indicate that GaAs needs
an excitation laser intensity (and consequently a laser pulse energy) approximately 9
times greater than that required by Si in order to generate the same amount of carrier
concentration.
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4.8 Experimental results
Fig. 4.11 depicts the optical arrangement with the SW acting as an optical switch.
First, in the setup shown on the left, the power P of the 100 GHz p-polarized input
radiation is measured. Then, in the setup shown on the right, the SW placed at ϕ = 68◦

is excited to its photoconductive state by a 532-nm, 7-ns laser pulse with a pulse energy
EL gradually increased from 0.2 to 50 mJ. This causes the wafer to become reflective to
the incident 100 GHz radiation. The laser shines on the SW at around ∼ 10◦ regarding
the normal incidence and has a circular shape with a radius of 2.5 cm. Besides, it is
generated from a second harmonic generation (SHG) process by a type-I BBO crystal
model 2NLC95, with a 1064-nm, 10-Hz, ∼ 7-ns, 2-J fundamental pump laser pulse
provided by a Continuum Q-switched/cavity dumped RGA, model Intrepid.
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   THz
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7 ns

=0.2-50 mJ
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 f
2
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Figure 4.11: Experimental setup. Measurement of the input power P (left). Semiconduc-
tor wafer excited to the photoconductive state by a 532-nm, 7-ns laser pulse (right).

4.8.1 Results for intrinsic silicon semiconductor wafer

Reflectivity dependence on laser energy

Fig. 4.12 shows a sequence of pictures with the evolution of the 100 GHz radiation
reflected by the SW as the excitation laser energy EL increases. In the beginning,
without the presence of the excitation laser, the semiconductor remains in its intrinsic
state reflecting around ∼ 6.0µW of power, however, when the laser shines the wafer an
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increment of the carrier density on the surface produces the higher reflectivity which
is manifested through the pulse of the figures. It can be observed that the bigger
EL, the stronger the reflectivity, i.e, the larger the peak power of the reflected pulse.
Afterward, when the laser is off, the carriers start to recombine and diffuse, and then
the carrier density goes down in where a little amount is reflected and some portion
is absorbed. This situation is especially seen in the decay time of the pulse in Figs.
a) and d): once the semiconductor returns to the intrinsic state, the reflected power
decreases below ∼ 6.0µW, which means that the light is being absorbed. Finally, it
takes a few tens of microseconds until the carriers die and get back to intrinsic operation.

a)

c)

b)

d)

Figure 4.12: Evolution of the 100 GHz signal reflected by the Si wafer for different exci-
tation laser energies. a) EL=0.23 mJ. b) EL=2.9 mJ. c) EL=8.9 mJ. d) EL=50 mJ.

For a measured input power of P=180µW, the reflective response of the silicon
wafer along the entire energy range of the excitation laser is summarized in Fig. 4.13.
According to the plot on the left, the curve does not reach saturation regardless of its
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low increment in power after EL ≈ 30 mJ. On the other hand, looking at the graph on
the right, a maximum reflectance of Rp ≈ 0.67 is achieved, corresponding to a power
of 120µW.

Figure 4.13: 100 GHz reflectance response by the Si wafer versus the excitation laser
energy. Peak power of the reflected pulse (left). Equivalence of the peak power in reflected
percentage (right).

Rise and decay time of silicon reflectance response

The switching speed of the semiconductor between the transparent and reflective oper-
ation is a fundamental factor in the efficiency of the radiation extraction process from
the cavity, as will be discussed in the next chapter. Specifically, it is crucial to know the
rise time trs and decay time tds of the reflectance response to explain and understand
what happens during such a process. To determine these parameters, Fig. 4.14 displays
the foregoing Fig. 4.12d) under two different time scales. Focusing first on Fig. 4.14a),
once the laser hits the wafer at instant x1, this plot shows how the reflected signal grows
over time. The points denoted as x1 and x2 represent the moment of minimum and
maximum reflected light power, respectively. In other words, at x1 the SW operates
mostly transparent to the incident 100 GHz radiation and at x2 achieves its maximum
reflectance. Therefore, the rise time is around trs = x2 − x1 ≈ 57 ns.

On the other hand, Fig. 4.14b) illustrates the way how the reflected signal returns
to its transparent state once the excitation laser is off. It is observed that the FWHM of
the pulse is about 9µs. The point x3 corresponds to the moment of maximum reflected
light power and x4 to the minimum one. As a result, the decay time of the pulse power
(and in consequence of the reflectance) is about tds = x4 − x3 ≈ 29µs.
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a) b)

x1x =13ns

x2x =70ns
x3x =6μs

x4x =35μs

Figure 4.14: Reflected pulse by the Si wafer for a EL=50 mJ. a) Shorter time scale. b)
Longer time scale.

4.8.2 Results for intrinsic GaAs semiconductor wafer

Reflectivity dependence on laser energy

By implementing the experimental setup of Fig. 4.11, Fig. 4.15 shows a sequence of
pictures with the evolution of the 100 GHz signal reflected by the GaAs wafer as EL

increases. At the beginning, without the presence of the excitation laser, the semicon-
ductor remains in its intrinsic state reflecting a power around ∼ 16µW but when the
laser acts on it, the reflectivity increases due to the increments of carriers in the surface.
This manifested through the pulse shown in the figures. It can be seen that the bigger
EL the larger the peak power of the reflected pulse. Afterward, when the laser is off,
the carriers rapidly start to recombine and diffuse until the concentration get back to
intrinsic operation. However, unlike the case of silicon, the semiconductor does not
undergo a perceptible induced absorption once it returns to its intrinsic state.

A summary of the reflective response of the GaAs wafer along the whole energy
range of EL is shown in the curves of Fig. 4.16. It is observed that, like the silicon
case, this time the response does not reach saturation either. Nevertheless, according
to the plot on the right and considering an input power of P = 180µW, a remarkable
difference is that the maximum reflectance achieved is Rp ≈ 0.59 which is around ∼ 0.08
less than the one reached by silicon. This discrepancy enables to state that intrinsic
GaAs requires more laser energy than intrinsic Si to reflect the same amount of power,
demonstrating the conclusion obtained from the calculations in section 4.7.1. This also
explains why the slope of the curve above EL = 30mJ is steeper in GaAs than Si.
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a) b)

c) d)

Figure 4.15: Evolution of the reflected pulse by the GaAs wafer for different excitation
laser energies. a) EL=0.64 mJ. b) EL=2.10 mJ. c) EL=8.6 mJ. d) EL=50.0 mJ.

Figure 4.16: 100 GHz reflectance response by the GaAs wafer versus the excitation laser
energy. Peak power of the reflected pulse (left). Equivalence of the peak power in reflected
percentage (right).
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Rise and decay time of GaAs reflectance response

The preceding Fig. 4.15d) is visualized in Fig. 4.17 under two different time scales.
Focusing first on Fig. 4.17a), the rise time is about trs = x2 − x1 ≈ 12.5 ns which is
considerably less than the 57 ns of silicon. Moreover, a different pattern in the way
how the curve ascents is observed. In particular, at around 80µW the reflectance level
− and therefore the carrier concentration− remains constant for about 3 ns and then
increases again until it reaches its maximum value.

On the other hand, according to Fig. 4.17b), the FWHM of the pulse is ∼ 40 ns
which is around 225 times shorter than the 9µs of Si. Furthermore, it can be seen
that once the excitation laser is off the pulse power decays − and in consequence the
reflectance− in about tds = x4 − x3 ≈ 111 ns which is also much less than the 29µs of
the silicon case. Overall, the shorter time values found in GaAs when compared with
Si, obeys its direct band gap nature which leads to a shorter carrier lifetime (faster
recombination process), as expected.

a) b)

x1x =1.5ns

x2x =14ns x3x =82ns

x4x =193ns

Figure 4.17: Reflected pulse by the GaAs wafer for a EL=50 mJ. a) Shorter time scale.
b) Longer time scale.

4.8.3 Comments on the experimental results

The calculations in section 4.7.1 were based on assuming steady-state conditions with
uniform laser illumination and a uniform carrier generation rate in the semiconductor
(see section 4.5). Compared with those results, the maximum experimental reflectance
achieved for both Si and GaAs was lower than estimated. The reasons might be due
to the following factors, some of them interrelated, which could cause the uniformity
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conditions not to be fulfilled.

• Irregularities in the uniformity of the laser beam intensity.

• The high reflectance observed at the semiconductor surface to the incident 532 nm
excitation laser. This significantly reduces the effective illumination intensity on
the semiconductor.

• Immobilized carriers trapped at lower energy states due to defects in the semi-
conductor [RBBA17]. This can lead to a lower optical efficiency of the carrier
generation (η<1).

• Rapid carrier recombination because of impurities on the semiconductor surface.
This generates a lower carrier concentration in the surface which exponentially
increases across the thickness of the semiconductor. It should be pointed out that
the impurity content of the semiconductors used in the experiments is unknown.

• The thickness and wedge angle of the wafer regarding the excitation laser
[VDH+92].

• Diffusion of carriers throughout the wafer thickness. In the simulations, it was
assumed a homogeneous distribution of carrier in the semiconductor which is not
exactly the case because a huge concentration exists on the surface during the
first micrometers and then diffusion occurs through a short distance (less than
30µm).

• The shape and duration of the excitation laser pulse.

Regarding the last mentioned factor, the green graph in Fig. 4.18 corresponds to the
excitation laser pulse. It can be seen that the energy of the pulse extents a little over
70 ns which alters considerably the results of Eqs. (4.7.4) and (4.7.6). This also explain
why the rise time and decay time in both semiconductors are too long according to the
literature. In particular, the red graph in Fig. 4.18 corresponds to the GaAs response
of Fig. 4.17a) which is superposed to the excitation laser pulse. It is appreciated that
during the big peak of the laser pulse the amplitude of the semiconductor response
reaches ∼ 0.17 V and keeps there a few nanoseconds according to the carrier lifetime.
Then, during the second little peak of the laser pulse, which happens at about t ≈ 37 ns,
the amplitude of the semiconductor response increases to about ∼ 0.24 V due to an
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increment of the carrier density. After that, the carriers start to recombine and the
amplitude decreases. Additionally, the decay is also long due to the contribution of the
carrier generated by the part of the laser pulse between 37 < t< 70 ns. In general, a
similar scenario occurs in the case of silicon.

0.4
V

ol
ta

ge
 (

V
)

0.3

0.2

0.1

0

-0.1
30 40 50 60 70 80 90 100

Time (ns)

GaAs response

Laser pulse

Figure 4.18: Excitation laser pulse (green) and GaAs response (red).

As a final remark, the standard 10 - 90% rise time and 90 - 10% decay time criteria
for measuring trs and tds was not considered because it is essential to know as precisely
as possible the moment of minimum and maximum reflectance of the SW in the com-
pression procedure, as will be seen in the next chapter. However, taking into account
the criteria, it is found for silicon that trs ∼ 30 ns and tds ∼ 20µs, and similarly for
GaAs trs ∼ 9 ns and tds ∼ 60 ns.



Chapter 5

100 GHz radiation compression

5.1 Introduction

The bow-tie enhancement cavity together with the semiconductor switch operation pre-
sented in the preceding chapters will enable to achieve the main objective of this thesis.
This involves generating THz pulses by an experimental compression procedure from
an original 100 GHz continuous-wave radiation to a higher power compressed pulse with
the same frequency, and whose duration is around the nanosecond regime.

This chapter presents the experimental results of the THz compression system.
Specifically, the accumulated power inside the resonant cavity will be extracted out
in the form of a short pulse by implementing the laser-driven semiconductor switch
principle on a silicon and gallium arsenide wafer, respectively. It will be seen that the
characteristics of the extracted pulse depends on the energy of the excitation laser pulse,
the cavity round trip time, the intensity of the cavity circulating light, and the switching
response (rise time and fall time) and recombination time of the semiconductor.

5.2 Experimental setup

Fig. 5.1 shows the 100 GHz radiation compression setup. A Gaussian beam generated
by the 100 GHz CW source is adapted through a mirror and lens arrangement to match
the TEM00 mode of the bow-tie optical cavity. When the cavity is tuned at resonance,
the intensity of cavity input light is enhanced a certain number of times expressed
through the enhancement factor parameter E . Subsequently, a SW placed at ϕ = 68◦ is
optically excited by a laser pulse centered at 532 nm, with ∼ 7 ns FWHM of duration,
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10 Hz of repetition rate, 50 mJ of maximum energy, and a beam diameter of 5 cm.
This excitation induces a momentary reflectance from the semiconductor surface. As a
result, a compressed 100 GHz radiation (short pulse) is extracted from the cavity.

   Beam 
dump

532 nm
7 ns

0.2-50 mJ

P

ϕ

 M1

 f
 

   THz  
camera

 f1

 f3

ICM FM
 

CM1
 

CM2
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 f2
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Figure 5.1: 100 GHz radiation compression setup.

5.3 Pulse compression by using Si SW
In order to obtain the following experimental results, the excitation laser was gradually
increased from 0.2 to 50 mJ for a constant cavity input light power of 145µW, an
enhancement factor of about E ≈ 17.5, and in consequence a cavity circulating power
of ∼ 2.5 mW.

Fig. 5.2 illustrates four specific cases of the extracted pulse. In each of them, with
the cavity at resonance, at time 0 s the power reflected by the silicon SW is about 85µW.
This value is maintained until the excitation laser illuminates the wafer. At that instant,
the carrier concentration in the semiconductor rapidly begins to grow which increases
the percentage of reflection Rp. This is manifested through the generated pulse present
in the extracted signal. According to the sequence of the graphs, as the laser energy
increases, the amplitude of the pulse also rises, but the way it decays varies due to
the number of carriers (level of reflectivity) photogenerated by the laser. For instance,
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in Fig. 5.2a) the pulse decays roughly exponentially, while in the other cases of larger
laser energies the decay becomes oscillatory, releasing part of the energy accumulated in
the cavity in each period of oscillation. Regardless, most of the cavity light discharges
in about ∼ 100 ns. Besides, once the semiconductor reaches its photoconductive state,
i.e., while the light is being extracted from the resonator, the vast majority of the
input 100 GHz radiation to the cavity is no longer coupled to it but is now mostly
reflected by the ICM. This is caused by the increase of the cavity losses attributed to
the high reflectance in the SW. Therefore, the accumulated light that circulates inside
the resonator corresponds to a pulse of ∼ 3 ns duration, which is equivalent to the cavity
round-trip time.

b)

c) d)

a)

Figure 5.2: Extracted pulse from the cavity at resonance under an excitation laser energy
of: a) EL=0.25 mJ, b) EL=2.1 mJ, c) EL=8.4 mJ and d) EL=50 mJ.

The plot in Fig. 5.3 illustrates the extracted pulse of Fig. 5.2d) with a time scale
increased to the millisecond regime. Apparently, carriers induce some losses in the
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semiconductor. Then, as the carriers progressively disappear through the recombination
process, the transmission loss in the semiconductor is reduced and the cavity gradually
recharges. This causes the cavity to take about 500µs to fully recharge.

500 s

Figure 5.3: Longer time scale
of the extracted pulse under
an excitation laser energy of
50 mJ. The cavity recharge time
is about 500µs.

5.3.1 Discussion of the extracted pulse

As shown in chapter 4, as EL increases the carrier concentration in the semiconductor
(and in consequence the reflectivity) also increases. This explains why in the graphs
of Fig. 5.2 the higher the laser energy, the greater the amount of light extracted from
the cavity. Under this concept, Fig. 5.2d) is the one with the best results. To explain
in general terms the meaning of the oscillations and the shape of the extracted pulse,
Fig. 5.2d) is shown again in Fig. 5.4a), but under a shorter time scale. According
to Fig. 5.4a), four main sub-pulses (oscillations) account for most of the extracted
energy, denoted as I, II, III, and IV, respectively. Each oscillation has a period of
about 6∼ 7 ns, which corresponds to approximately two cavity round-trip times. This
implies that the majority of the extraction process is accomplished in about tz ≈ 28 ns
(sum of the four periods), or, in other words, most of the energy of the 3 ns circulating
pulse is discharged in about 9 to 10 round trips in the cavity. Furthermore, it can bee
seen that the minimum and maximum points are labeled with the letters from a to i.
At each of these points, the reflectivity of the semiconductor has a well-defined value
which is dependent on the current level of the photoconductive state associated with the
number of carriers. To estimate this value, Fig. 5.4b) depicts the foregoing Fig. 4.14a)
with its equivalent letter labeled points wherein x2 would be the moment of maximum
induced reflectivity in the semiconductor which is Rp ≈ 0.67 (see Fig. 4.13). Table 5.1
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shows the corresponding percentage of reflection reached by the semiconductor at each
of these points.
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Figure 5.4: a) Extracted pulse under a EL=50 mJ. b) Rise time of the reflected signal by
the Si wafer with the equivalent letter labeled points of figure a).

Table 5.1: Percentage of reflection reached by the Si wafer at each of the letter labeled
points of Fig. 5.4b).

Curve
location point

Percentage of
reflection (%)

a 3.00
b 22.0
c 26.4
d 37.0
e 42.3
f 47.6
g 52.0
h 55.5
i 58.1

Focusing on period I of Fig. 5.4a), during the rising half-cycle I1 (0<tz<3∼ 4 ns)
the semiconductor gradually increases its reflectivity as the carrier concentration rises,
resulting in a progressive increment of the extracted signal and a decrease around the
same rate of the circulating pulse transmitted through the SW. According to Table
5.1, the semiconductor at point b has achieved around 22% of reflectivity. A schematic
representation of the step I1 is visualized in Fig. 5.5.
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Figure 5.5: Schematic represen-
tation of the rising half-cycle I1
(not to scale) in the extraction
process.

Next, in the falling half-cycle I2 (3∼ 4 ns<tz<7 ns) the circulating pulse takes its
second round trip. At the onset of I2, the front part of the circulating pulse − the one
with the highest amplitude− starts being reflected and then followed by the rest of
the pulse whose amplitude was gradually reduced during I1. This explains why the
amplitude of the extracted signal decreases throughout I2 despite the fact that the
reflectivity is still increasing. Looking again at Table 5.1, about 26% of reflectivity is
reached by the SW at point c. Fig. 5.6 illustrates a schematic diagram of the step I2.
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Figure 5.6: Schematic represen-
tation of the falling half-cycle I2
(not to scale) in the extraction
process.

Finally, during II (7 ns<tz<13∼ 14 ns), III (14 ns<tz<20∼ 21 ns) and IV
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(21 ns<tz<28 ns), a procedure similar to I is performed with the remaining energy in
the cavity after each process. It is important to mention that I+II+III+IV is carried
out in tz ∼ 28 ns which is about half of the time taken by the semiconductor to reach
its maximum reflectivity (∼ 57 ns). Additionally, the losses attributed to the mirrors
and the absorption in the SW contribute in parallel to the decay of the radiation stored
in the cavity.

5.3.2 Efficiency of the compression process

Fig. 5.7 shows a summary of the results of the extraction process by using a Si wafer
as an optical switch. On a), the plot displays the value of the highest peak power of
the extracted pulse versus the amount of laser energy used for its generation. On b),
knowing that the cavity circulating power is ∼ 2.5 mW before the extraction, the same
plot displays the value equivalent in extracted percentage.

a) b)

Figure 5.7: Summary with the extracted values from the cavity by using a Si SW as an
optical switch: highest peak power of the reflected 100 GHz pulse (a) and its equivalence in
percentage of extraction (b).

In general, the curves do not reach saturation. This means that the carrier con-
centration (and hence, the degree of reflectivity) in the semiconductor continues to
grow even over EL=50 mJ. Furthermore, since the highest peak power happens during
the first 3∼ 4 ns, the rate of carrier generation is fast enough to reach throughout this
span only about 22% of reflectance. Consequently, in the case of maximum energy
of the excitation laser, the point b ≈ 370µW in Fig. 5.4a) is equivalent to approx-
imately 14.8% of the cavity circulating power, corresponding to 2.5 times the cavity
input power. However, by taking into account the sum of the peak power locations
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b+d+f+h ≈ 940µW (all of which are above the minimum reflection of ∼ 85µW that
occurs without the presence of EL) the extraction percentage rises to about ∼ 38%
of the total cavity circulating power, corresponding to ∼ 6.5 times the cavity input
power. This relatively low level of efficiency is not surprising since the semiconductor
practically reaches its maximum reflectance once the light in the cavity has already
discharged.

The previous results conclude that the magnitude and shape of the extracted pulse
are subject to four main factors: the energy and duration of the excitation laser pulse,
the cavity round-trip time, the power of the cavity circulating light (i.e, the enhance-
ment factor), and the carrier generation-recombination time associated the character-
istics of the semiconductor. The following section will show how the efficiency varies
considerably by changing the nature of the semiconductor.

5.4 Pulse compression by using GaAs SW

The results shown in this section were obtained after mounting the experimental setup
of Fig. 5.1. Nevertheless, on this occasion, without the presence of the excitation
laser and with the GaAs wafer placed at ϕ = 68◦, the measured reflectivity is about
Rp=0.08∼ 0.09. This leads to a cavity enhancement factor of around 6.5 which
multiplied by the cavity input power P = 145µW provides an approximate circulating
power of around 942µW.

Along with the last observations, the extracted pulses at four specific laser energy
values are depicted in Fig. 5.8. Overall, the response follows a similar principle to
that seen so far for the Si case: the peak power of the extracted pulse increments with
the laser energy, and the decay changes from exponential to oscillatory as the energy
increases, where each period of oscillation lasts about 6∼ 7 ns which is approximately
equivalent to twice the traveling time of the light in the cavity. This identical behavior
is because the cavity dimensions remain the same, whereby the circulating internal
pulse maintains its ∼ 3 ns duration, discharging on each round trip, regardless of
the material of the semiconductor. However, a noticeable difference can be observed
thanks to the faster recombination time of GaAs: on this occasion, the light in the
cavity does not discharge completely and starts to recharge rapidly around 60∼ 70 ns
after the maximum peak power has occurred.
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a)

c)

b)

d)

Figure 5.8: Extracted pulse from the cavity at resonance under an excitation laser energy
of: a) EL=0.52 mJ; b) EL=1.0 mJ; c) EL=7.2 mJ and d) EL50 mJ.

Fig. 5.9 shows the extracted pulse of Fig. 5.8d) with a time scale increased to
the microsecond regime. As in the case of silicon, carriers in the semiconductor induce
some losses. Then, as the carriers progressively disappear through the recombination
process, the transmission loss in the semiconductor is reduced and the cavity gradually
recharges. In particular, in Fig. 5.9a), once the signal reaches the point of minimum
power, the cavity begins to charge rapidly for about 100 ns. Then, following the curve
of Fig. 5.9b), the charging rate slows down considerably over a few tens of µs. Finally,
the cavity takes about 170µs to fully recharge. Regardless, for both Si and GaAs SW
cases, the magnitude of this parameter is not as relevant in the extraction routine itself
since the laser pulse has a repetition rate of 10 Hz. This implies that the time between
the laser pulses is around 100ms, much longer than the cavity recharging time.
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a) b)

Figure 5.9: The extracted pulse of Fig. 5.8d) with longer time scales. The cavity recharging
time is about 170µs.

5.4.1 Efficiency of the extracted pulse

In order to understand the evolution over time of the extracted pulse regarding the SW
reflectivity, Fig. 5.10 shows on a) the foregoing Fig. 5.8d) and on b) the previous Fig.
4.17a), both with letter labeled points. Consequently, Table 5.2 provides the level of
reflectance at each of the points. It is worth mentioning that since the way the circulat-
ing light is extracted from the cavity is the same for both Si and GaAs, the step-by-step
discussion of the extracted pulse for the Si case described in section 5.3.1 is also applica-
ble for the pulse obtained using the GaAs wafer, therefore it will not be explained again.
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Figure 5.10: a) Extracted pulse under a EL=50 mJ. b) Rise time of the reflected signal
by the GaAs wafer with the equivalent letter labeled points of figure a).
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Table 5.2: Percentage of reflection reached by GaAs SW at each of the letter labeled
points of Fig. 5.10b).

Curve
location point

Percentage of
reflection (%)

a 8.20
b 37.2
c 42.4
d 54.8
e 59.0
f 57.9
g 53.8
h 49.6
i 43.4

Focusing on Fig. 5.10a), the sum of periods I + II + III + IV is about tz ≈ 28 ns.
knowing that the cavity circulating power is about ∼ 942µW , therefore at point b

(tz=3∼ 4 ns) with around 37% of the reflectivity in the SW, a peak power of ∼ 247µW
is achieved, corresponding to ∼ 26% of the maximum cavity circulating power. This is
roughly equivalent to 1.7 times the cavity input power. Similarly, with Rp ≈ 54% at
d (tz ≈ 11 ns), Rp ≈ 57% at f (tz ≈ 18 ns), and Rp ≈ 49% at h (tz ≈ 24 ns), consid-
ering the addition of peak powers b+d+f+h, the extracted power rises to ∼ 635µW,
which is equivalent to ∼ 67% of the maximum cavity circulating power and to ∼ 4.4
times the cavity input power.

Eventually, Fig. 5.11 presents a summary with the results of the extraction process
by using GaAs as an optical switch. On a), the curve displays the value of the highest
peak power of the extracted pulse versus the amount of laser energy used for its gener-
ation. On b), there is the same plot but with its equivalent in extracted percentage. As
in the case of Si, the curves do not reach saturation either. However, on this occasion,
the slope becomes less steep as the laser energy increases, implying that GaAs appears
to achieve saturation at a lower excitation energy level than Si, which is consistent with
its shorter carrier generation time.
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a) b)

Figure 5.11: Summary of the extracted values from the cavity by using GaAs SW as an
optical switch: highest peak power of the reflected 100 GHz pulse (a) and its equivalence in
percentage of extraction (b).

5.5 Final remarks
It is not surprising that GaAs had a better performance than Si in the extraction
process. Its faster switching response achieves the maximum reflectance after ∼ 13 ns
of interacting with the laser. However, under the current design, the ideal scenario
would be to achieve the maximum reflectance in around 3∼ 4 ns, i.e., within the first
round trip of the cavity circulating pulse. Thus, most of the extracted energy would
be concentrated along the period I. In the same vein, it would be ideal to reach the
maximum reflectance before the laser pulse begins to decay. This would allow the com-
plete fulfillment of the steady-state conditions in the generation-recombination process.
Unfortunately, as was shown throughout the development of this thesis, the unexpected
longer response of both semiconductors due to probably the shape of the laser pulse
(see Fig. 4.18) and the inherent characteristics acquired by the semiconductors during
their fabrication made not possible such a situation.

The nature found in the extracted pulse delineates the methodology that should be
applied to optimize future similar designs, in which the length of the cavity should ide-
ally be set according to the response speed of the semiconductor. This also involves a
decrease in the duration of the laser pulse, which should be less than 1/10th of the cavity
round-trip time. As a result, by having a thin short excitation laser pulse, the reflective
response of both semiconductors would also be much sharper, and in consequence, the
quality of the extracted pulse would also improve drastically.



Chapter 6

Conclusions and Outlook

Along with this thesis, a new THz pulse compression system was presented and
developed. To accomplish it, two fundamental objectives were achieved:

1. A 900 mm-length bow-tie enhancement cavity resonant for an input Gaus-
sian beam centered at 100 GHz of frequency (3 mm wavelength in the space domain)
was designed and implemented (sections 3.2 and 3.4.2) by following the fundamentals
of optical resonators. For this purpose, a Bragg reflector as the cavity input coupling
mirror (ICM) composed of a multilayer structure designed with the transfer matrix
technique was fabricated (section 3.3). The number of layers and type of material used,
in the form of wafers, allowed the control of the intensity of the cavity input light.
Furthermore, a single-lens strategy to match the mode of the input Gaussian beam to
the TEM00 cavity mode was performed (section 3.4.1) which enabled to couple most of
the input light into the cavity with just a small amount reflected by the ICM. This was
manifested through the circulating spectrum obtained by scanning the cavity length,
where pronounced intensity peaks around the resonant frequencies and small intensity
peaks around high-order modes could be observed (Fig. 3.15). As a result, the ICM
formed by three 1 mm-thick silicon wafers separated from each other by 1 mm of air
led to the best cavity performance, achieving an experimental enhancement factor of
around E ≈ 18 out of a possible maximum one of E ≈ 20 (Table 3.3), this maximum
enhancement considered a perfect mode matching and cavity alignment. Under such
a scenario and according to the cavity parameters, the measured transmittance of the
ICM was TI = 0.0475, and all the round-trip cavity losses, without including the ICM,
were L = 0.05. Thereby, due to TI < L, the designed cavity was a little under coupled
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(section 3.4.3).

2. The laser-driven semiconductor switch (LDSS) method was experimentally
developed and proven (section 4.8). Specifically, intrinsic Si and GaAs semiconductors
were excited by a 532-nm, 7-ns laser pulse. As a consequence, both semiconductors
became reflective to 100 GHz radiation, with a degree of reflectivity proportional to
the laser energy. Particularly, for a maximum laser pulse energy of EL=50 mJ (laser
energy density of 2.5 mJ/cm2), the reflected pulse by Si reached around Rp ≈ 0.67 of
peak reflectance (Fig. 4.13), whereas GaAs reached a maximum of about Rp ≈ 0.59
(Fig. 4.16). However, the GaAs reflective response was considerably faster than the
Si one. In particular, the pulse reflected by GaAs was ∼ 40 ns (FWHM) of width and
12∼ 13 ns of rising time (Fig. 4.17). Instead, the reflected one by Si had a width of
9µs (FWHM) and a rising time of ∼ 57 ns (Fig. 4.14).

The THz pulse compression system involved joining and implementing the
two fundamental objectives at the same time, i.e., the enhanced light in the cavity was
extracted by employing the LDSS method applied on a semiconductor wafer placed
inside the cavity. Specifically, the extraction process was performed continuously on
each round-trip of the 3-ns duration circulating pulse in the cavity, and the amount
of light extracted on each round-trip was dependent mainly on the reflectivity level
reached by the semiconductor at that instant and the current remaining power in the
cavity. Thus, most of the cavity circulating power was extracted within 9 to 10 round
trips of the circulating pulse producing, in the end, an extracted pulse with a duration
of about ∼ 28 ns distributed over four sub-pulses (oscillations), each with a period of
around 6∼ 7 ns (two cavity round-trips) and different amplitudes (Figs. 5.4 and 5.10).

In particular, for a cavity input light power of 145µW and a 532-nm, 7-ns, 50-mJ
excitation laser pulse, the compression system was performed under two specific
scenarios. First, by using an intrinsic Si wafer, for E ≈ 17.5 and considering the sum
of the peak power of the four sub-pulses, a maximum power of 940µW was extracted,
corresponding to ∼ 38% of the cavity circulating power and equivalent to 6.5 times
the cavity input power (section 5.3). Second, by using an intrinsic GaAs wafer, for
E ≈ 6.5 and considering again the sum of the peak power of the four sub-pulses,
a maximum power of 635µW was extracted, corresponding to ∼ 67% of the cavity
circulating power and equivalent to 4.4 times the cavity input power (section 5.4).
These results demonstrated that the magnitude, shape and duration of the extracted
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pulse were dependent on four main factors: the energy and duration of the excitation
laser pulse, the cavity round-trip time (cavity length), the cavity enhancement factor
and the switching speed and number of carriers of the semiconductor.

All things considered, the efficiency of the THz pulse compression system can be
improved in three ways:

(i) By decreasing the cavity losses. This can be done by using mirrors with a higher
reflectivity (Rc) and/or by using a semiconductor wafer under equilibrium con-
ditions with a higher transmittance (Ts) when monitoring the cavity circulating
light. For example, for a Rc = 0.997 and a Ts = 0.99 the theoretical enhancement
factor would increase to over 50 (see Eq. (3.4.5)). This would raise the circulating
power and consequently, the peak power of the extracted pulse oscillations.

(ii) By using a semiconductor with a faster switching speed, ideally with a maximum
reflectivity reached in less than 4 ns. This would enable the extraction of most of
the cavity energy on the first round trip, hence the power of the extracted pulse
would be especially concentrated within the first main oscillation.

(iii) By shortening the duration of the excitation laser pulse. This would allow the
semiconductor to reach a maximum reflectivity in a shorter period of time, ideally
in less than 1/10th of a cavity round-trip.

(iv) Finally, since neither of the used semiconductors reached saturation, an increase
in the energy density of the excitation laser pulse might also contribute to an
increment of the extracted power.

Thesis outlook

The performance and knowledge of the variables involved in the THz pulse compres-
sion system presented in this thesis allow focusing the research on two main future
applications:

1. By using the current cavity design:

• Implementing the LDSS method by using Si and GaAs wafers fabricated by other
manufactures. This would enable the selection of semiconductors with the fastest
switching responses.
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• Implementing the LDSS method by shortening the duration of the excitation laser
pulse. By having a short excitation laser pulse, the reflective response of both
semiconductors would also be a sharper pulse, and in consequence, the quality of
the extracted pulse by the compression system would also improve drastically.

2. Developing the THz pulse compression system with a bow-tie enhancement cavity
resonant with the radiation emitted by a gyrotron source for high-power THz applica-
tions. So far, the megawatt gyrotron incident power to the LDSS experiments is limited
to ∼ 600 kW due to reflections from the experimental setup into the gyrotron and losses
along the optical path [KJS+19, OPS+20]. Under such a scenario, some of the best re-
sults obtained by the LDSS technique of shortening the 3-µs, 110-GHz gyrotron pulses
are 9 ns by using Si wafer and 24 ns by using GaAs wafer, with a peak reflected power
of 410 kW and 485 kW, corresponding to 78% and 92% of reflectance for a gyrotron
incident power of 525 kW, respectively [KJS+19]. These results were obtained by us-
ing a 230-mJ, 532-nm, 6-ns laser pulse. Assuming similar conditions, the compression
system would allow the dealing with the 600 kW limit power and exceed the reflected
peak power to a certain number of times. The efficiency of this peak power would de-
pend on the cavity enhancement factor and on an appropriate relation between the SW
switching response and the cavity length. For example, considering a cavity input peak
power of 525 kW with E=20, an extracted pulse of 9-ns duration, and 70% of reflectance
by the semiconductor switch, the energy of the extracted pulse would be theoretically
around E = 0.70 · 525 kW · 20 · 9ns ≈ 66mJ . In addition, the extracted pulse duration
could be compressed (again) by implementing a second LDSS arrangement (dual-wafer
system) shortening the duration even below 3 ns [KJS+19, HS96].



Appendix A

100 GHz IMPATT diode source

The cavity input radiation is generated by a THz source model IMPATT-100-H/F made
by Terasense Group Inc. Table A.1 presents the most relevant properties of this source.

Table A.1: IMPATT-100-H/F general characteristics

Parameter Value

Emission mode Continuous wave
(CW)

Frequency emission 100 GHz
Linewidth ∼ 1 MHz

Beam emission Gaussian distribution
(vertical polarization)

Horn output WR-10
Measured output

power ∼ 20 mW

Modulation 5 V square wave
(1 Hz− 10 kHz)

Dimensions 174 x 77 x71 mm
(with horn)

Weight 0.5 kg
Power supply 24 VDC

The operation principle of the 100 GHz source is based on IMPATT diode technology
which is the abbreviation for Impact Ionization Avalanche Transit Time Diode. The
IMPATT diode is a solid-state high-power PN junction semiconductor device used as an
oscillator and amplifier in the microwave frequency spectrum whose range depends on
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the material used for its fabrication (principally Si, GaAs, Ge, and InP). To achieve such
a functioning mode, the operation of the diode under the reverse bias condition − that
means a reverse bias voltage over the avalanche breakdown voltage of the IMPATT−,
the effect of the high impact ionization avalanche and the effect of the transit time of
the carries throughout the diode length induces a negative dynamic resistance behavior
in the semiconductor which produces a total 180◦ delay phase difference between the
applied AC+DC reverse bias voltage and the generated current density in the diode.
Eventually, this created current is induced into an external resonant circuit from which
the microwave signal is produced [WB71].

To characterize the actual radiation emission of the source, the beam profile was
measured at four distinct z positions far from the source using a single-pixel detector of
the THz camera model Tera-1024 fabricated also by Terasense Group Inc. The beam
was scanned and recorded in the x-y axes and in increments of 1.5 mm, which coincides
with the size of the camera pixel. The reconstructed beam at each location can be seen
in Fig. A.1. It should be pointed out that due to the noise and distortion induced
by the excessively high reflection level between the front panel of the camera and the
source, it was not possible to scan the beam at distances shorter than z=85 mm.

On the other hand, according to the manufacturer, the radiation comes from the
round horn of the source in a cone shape with a transverse Gaussian profile and a
divergence angle of θ = 9◦, approximately. Furthermore, the beam waist, right at the
front of the horn, is around w0 = 6mm. Employing this information in Eqs. (2.2.10)
and (2.2.11), a simulation of the beam radius emitted by the source as a function of
the z propagation axis is shown in the blue curve of Fig. A.2.

In parallel, the red curve in Fig. A.2 represents the actual beam radius emitted by
the source. This curve was calculated as the average value between wx and wy, which
were taken from the experimental results of Fig. A.1.

To conclude, the similitude of the graphs in Fig. A.2 corroborates the information
provided by the manufacturer, verifying the Gaussian nature of the light emitted by
the source.
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Figure A.1: Reconstruction of the emitted beam profile from the 100 GHz IMPATT diode
source at different positions of z.

w

Figure A.2: Simulated (blue) and actual (red) beam propagation generated by the 100 GHz
IMPATT diode source along the propagation axis z.
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