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Zusammenfassung

Herpesviren sind Krankheitserreger, die Menschen und Tiere infizieren können und gut an ihren
Wirt angepasst sind. Eine Infektion mit Herpesviren führt zu einer lebenslangen Persistenz des
Herpesvirus, mit der Möglichkeit zur Reaktivierung. Nach einer anfänglichen lytischen Replika-
tionsphase gehen die meisten Herpesviren in Latenz. Während dieser latenten Phase werden nur
wenige virale Gene transkribiert und die viralen Genome verbleiben in den infizierten Zellen,
ohne vom Immunsystem eliminiert zu werden. Während der Latenz wird die herpesvirale Des-
oxyribonukleinsäure (DNS) durch epigenetische Modifikationen, d. h. DNS-Methylierung und
posttranslationale repressive Histonmodifikationen, verändert. Eine kürzlich durchgeführte Studie
zeigte, dass Polycomb repressive Komplexe (PRC) zu dem Cytidin-Guanosin-Dinukleotid (CpG)-
reichen Genom des Gammaherpesvirus Kaposi-Sarkom-assoziiertes Herpesvirus (KSHV), über den
nicht-kanonischen Rekrutierungsweg, gelangen. Dieser Mechanismus dient normalerweise dazu,
CpG-Inseln der zellulären DNS, über die Erkennung von unmethylierten CpG-Motiven, zu reprim-
ieren. Interessanterweise haben auch Alphaherpesviren wie Herpes-Simplex Virus-1 (HSV-1) einen
sehr hohen Gehalt an CpG-Sequenzen. Frühere Ergebnisse unserer Gruppe deuten darauf hin,
dass die PRC-vermittelte Repression ein Standardweg darstellen könnte, um CpG-reiche DNS zu
reprimieren. Daher stellen wir die Hypothese auf, dass Herpesvirus-Genome mit hohem CpG-
Gehalt diesen Weg generell nutzen, um Latenz zu etablieren.
Die hier vorgestellte Studie zielt daher darauf ab, diese Hypothese weiter zu validieren und auf
andere Herpesvirusfamilien auszuweiten. Zu diesem Zweck wurde eine vergleichende Analyse zwis-
chen KSHV und Mutanten der beiden Alphaherpesviren HSV-1 und Pseudorabies-Virus (PRV)
durchgeführt. Die Mutanten der Alphaherpesviren sind, unter bestimmten Konditionen, nicht
fähig lytisch zu replizieren.
Früh nach der Infektion wurden genomweite Chromatin-Analysen mittels Chromatin- Immunpräzip-
itation (ChIP)-Sequenzierung durchgeführt, um das Epigenom der Alphaherpesviren zu unter-
suchen. Darüber hinaus wurde, zu verschiedenen Zeitpunkten nach der Infektion, eine fluo-
reszenzbasierte Visualisierung, mittels bioorthogonaler Chemie, durchgeführt, um die räumliche
und zeitliche Interaktion einzelner viraler Episomen mit verschiedenen Wirtsfaktoren zu verfol-
gen. Desweitern wurde ein Knock-down des Wirtsfaktors α-thalassemia/mental retardation syn-
drome X-linked protein (ATRX) mit anschließenden Infektionsexperimenten durchgeführt, um
die Auswirkungen der Reduktion dieses Proteins auf die Reaktivierung des Herpesvirus zu unter-
suchen.
Die hier vorgestellten Daten zeigen, zum ersten Mal, den schnellen Erwerb der mit PRC-assoziierten,
fakultativen Heterochromatin-Markierung H2AK119ub durch die hier verwendeten PRV und HSV-1
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Mutanten. Interessanterweise erwarben beide Viren auch konstitutives Heterochromatin über
H3K9me3. Eine weitere Analyse des zugrundeliegenden Mechanismus ergab, dass der Erwerb
der verschiedenen Formen von Heterochromatin offenbar vom infizierten Zelltyp und damit sehr
wahrscheinlich von verschiedenen Wirtsfaktoren abhängt. Insbesondere wurde nachgewiesen, dass
der Wirtsfaktor ATRX, eine Komponente von promyelocytic leukemia-nuclear bodys (PML-NBs),
eine Rolle bei der Etablierung eines stark unterdrückten Zustands des Virusgenoms spielt und die
konstitutive Heterochromatinbildung beeinflussen könnte.
Die Ergebnisse dieser Dissertation deuten darauf hin, dass PRCs über den nicht-kanonischen-
Rekrutierungsweg zu den Alphaherpesvirus-Genomen gelangen, ähnlich wie bei KSHV. Im Gegen-
satz zu latent replizierenden KSHV-Genomen haben die nicht-replizierenden Alphaherpesvirus-
Genome kein H3K27me3 erworben. Da H3K27me3 bevorzugt auf replizierter DNA gebildet wird,
könnte das Fehlen der DNA-Replikation in latenten Alphaherpesviren damit zusammenhängen,
dass H3K27me3 auf diesen Genomen nicht nachgewiesen werden konnte. Daher könnte die Rep-
likation von DNS eine wichtige Rolle beim Erwerb der verschiedenen Formen von Heterochromatin
auf Herpesvirus-Genomen spielen.
Darüber hinaus lässt sich aus den hier vorgestellten Daten ein Latenz-Modell erstellen, in dem Al-
phaherpesviren zwei unterschiedlich reprimierte Subpopulationen bilden könnten. In diesem Mod-
ell führt die PRC-vermittelte Repression zur Etablierung authentischer latenter Alphaherpesvirus-
Reservoirs mit der Fähigkeit zur Reaktivierung, während die PML-NB-vermittelte Repression zu
einer permanenten Stilllegung und in sich teilenden Zellen sogar zur späteren Eliminierung des
Virus führen könnte.
Zusammengenommen zeigen diese Ergebnisse einen neuen Aspekt der Heterochromatinisierung
von Alphaherpesviren und verallgemeinern teilweise den PRC-vermittelten Repressionsmechanis-
mus zwischen zwei Herpesvirus-Unterfamilien. Daher verbessert diese Studie das Verständnis der
frühen Repression der herpesviralen DNS.



Abstract

Herpesviruses are pathogens that can infect humans and animals and are well adapted to their
host. Primary infection with herpesviruses results in lifelong persistence of the herpesvirus, with
the possibility of reactivation. After a first phase of lytic replication most herpesviruses enter a
state known as latency. During latency, very few viral genes are transcribed and the genomes
can remain in the infected cell without being eliminated by the immune system. During la-
tency, the herpesviral deoxyribonucleic acid (DNA) is modified by epigenetic modifications, i.e.
DNA methylation and posttranslational repressive histone modifications. A recent study showed
that the cytidine guanosine dinucleotide-rich genome of the gammaherpesvirus Kaposi’s Sarcoma-
associated herpesviurs rapidly attracts Polycomb repressive complexes via the non-canonical (nc)
recruitment pathway. This mechanism normally serves to silence CpG islands of cellular DNA via
recognition of unmethylated CpG motifs. Interestingly, alphaherpesviruses such as herpes simplex
viurs-1 also have a very high content of CpG sequences. Previous results from our group suggest
that PRC-mediated repression may be a default pathway to repress CpG-rich viral DNA (vDNA).
Therefore, we hypothesize that herpesviruses with high CpG content might generally exploit this
pathway to support latency.
Therefore, the study presented here aims to further validate this hypothesis. To this end, a
direct comparative analysis was performed between KSHV and lytic-cycle-deficient mutants of
the alphaherpesviruses HSV-1 and pseudorabies virus, which also have a very high CpG content.
Genome-wide chromatin analyses were performed by chromatin-immunoprecipitation-sequencing
(ChIP-seq), early after infection, to elucidate the epigenome of the lytic-cycle-deficient alphaher-
pesviruses. Furthermore, a fluorescence-based visualization method, which makes use of bioorthog-
onal chemistry, was utilized to track the spatiotemporal interaction of individual viral episomes
with host factors that might be involved in herpesvirus silencing. In addition, knock-down of the
host factor ATRX was performed with subsequent infection experiments to investigate its impact
on herpesvirus reactivation.
The data presented here show for the first time rapid acquisition of the PRC-associated facultative
heterochromatin mark H2AK119ub by lytic-cycle-deficient PRV and HSV-1 genomes. Interest-
ingly, both viruses also acquired constitutive heterochromatin, via H3K9me3. Further analysis of
the underlying mechanism revealed that the acquisition of the different forms of heterochromatin
appears to be dependent on the infected cell type and thus very likely on distinct host factors.
In particular, evidence was provided that the host factor ATRX, a component of promyelocytic
leukemia-nuclear bodys (PML-NBs), plays a role during the establishment of a tightly repressed
condition of the virus genome and might influence constitutive heterochromatin formation.
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These results suggest that alphaherpesvirus genomes, similar to KSHV, can attract PRCs via
the ncPRC-recruitment pathway. Unlike latently replicating KSHV episomes, non-replicating
alphaherpesvirus genomes did not acquire H3K27me3. Since H3K27me3 is preferentially formed
on replicated DNA, the lack of vDNA replication in latent alphaherpesviruses may be related
to the fact that H3K27me3 could not be detected on these genomes. Hence, vDNA replication
may play an important role during the acquisition of the different forms of heterochromatin of
herpesvirus genomes. Moreover, the data presented in this disseration suggest a model in which
alphaherpesviruses might establish two differentially silenced subpopulations. In this model, PRC-
mediated repression leads to the establishment of authentic alphaherpesvirus latent reservoirs with
the ability to reactivate, whereas PML-NB-mediated repression can lead to permanent silencing
and, in dividing cells, even to subsequent elimination of the virus.
Together, these results show a new aspect of alphaherpesvirus heterochromatinization and partly
generalize the PRC-mediated repression mechanism among two herpesvirus subfamilies. There-
fore, this study enhances the understanding of the early repression of incoming herpesviral DNA.



1 Introduction

Viruses are found in all living organisms, from bacteria, where they are called bacteriophages,
to plants, animals and humans [1]. Some viruses are only shortly associated with their host, as
an acute infection of such viruses can be cleared [2], whereas others can persist lifelong [3]. Due
to their omnipresence and diverse effects on their hosts, viruses are subject to a broad variety
of scientific research. One virus family that establishes lifelong association with their host is the
family of Herpesviridae [3]. During productive, lytic infection, herpesviruses can cause various
symptoms. Most of the time, herpesvirus genomes do not replicate lytically in immunocompetent
individuals but are in a state known as latency. During latency, very few viral genes are transcribed
and the genomes can remain in the infected cell without being eliminated by the immune system.
The mechanisms leading to a latent infection, its maintenance and the ultimate reactivation are
still not fully understood.
This work addresses the cellular mechanisms which lead to initial establishment and maturation
of herpesvirus repression, early during infection. In particular, the establishment of repressive
epigenetic modifications on the herpesviral genome was examined. This study focuses on the
latent-state of alphaherpesviruses and compares its results with recent findings on latency estab-
lishment of gammaherpesviruses. Subsequently, this study aims to shed more light on common
mechanisms leading to and maintaining herpesviruses’ latency.
This chapter aims to summarize the current knowledge about herpesvirus infections, with special
focus on latency. Furthermore, the background of cellular processes - believed to be involved in
silencing of the herpesvirus genomes - will be explained. Since the here presented work mainly
examined alpha- and gammaherpesviruses, the following chapters will consider especially these
two herpesvirus subfamilies.

1.1 Herpesviruses

Herpesviruses are pathogens that can infect humans and animals and are well adapted to their
host. Primary infection of immunocompetent hosts commonly leads to lifelong persistence of the
herpesvirus, with the possibility of reactivation. [3] This infection strategy allowed herpesviruses
to co-evolve with their hosts since the last 60-80 million years [4].
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1.1.1 Taxonomy and epidemiology

The herpesvirus family has over 100 members, infecting a large variety of animal species [5]. Her-
pesviruses belong to the family of Herpesviridae and are divided into three subfamilies, alpha-,
beta- and gammherpesviruses. This classification is based on common biological properties, se-
quence homologies and genome structure [4]. Among them, nine human herpesvirus species are
known, as shown in Fig. 1.1 [6], since human herpesvirus 6 (HHV6) is divided into two subtypes,
A and B [7, 8]. It is very likely that every human becomes infected with at least one of these
herpesviruses during their life [9].

Figure 1.1: Herpesvirus Phylogenetic Tree. The herpesvirus subfamilies, alpha-, beta- and gammaherpesviruses. Nine hu-
man herpesviruses are distributed among the three families, highlighted with black circles. HSV-1 and -2 and varicella zoster
virus (VZV) belong to the human alphaherpesviruses. Two very closely related animal alphaherpesviruses are PRV and equine
herpesvirus-1 (EHV-1). PRV is highlighted by a gray circle, since this virus was investigated in the study presented here. human
cytomegalovirus (HCMV), HHV6 and human herpesvirus 7 (HHV7) are characterized as betaherpesviruses, whereas KSHV and
Epstein-Barr virus (EBV) belong to the family of gammaherpesviruses. Also in this group, two very closely related animal viruses
exist, equine herpesvirus-2 (EHV-2) and herpesvirus samiri (HVS). The phylogenetic tree was modified from [6].

HSV-1, HSV-2 and varicella zoster virus (VZV) belong to the Alphaherpesvirinae. Alphaher-
pesviruses persist in peripheral neurons, mostly in the dorsal root ganglia or trigeminal ganglia
[10–13]. HHV6A, HHV6B, HHV7 and human cytomegalovirus (HCMV) belong to the Betaher-
pesvirinae, while Epstein-Barr virus (EBV) and KSHV belong to the Gammaherpesvirinae. Beta-
and gammaherpesviruses latently infect hematopoietic cells [14–18]. During primary infection,
severe symptoms like mononucleosis, caused by EBV has been observed [19]. For immunocom-
promised patients, the persistent herpesvirus-infection can also cause tumor growth (e.g. KSHV
and EBV) [20, 21] or organ damages (e.g. HCMV and HSV-1) [22], which ultimately can lead
to death. Albeit being asymptomatic during latency, reactivation of a herpesvirus-infection may
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cause symptoms like cold sores (HSV-1) or shingles (VZV) [23]. Recurrent events of reactivation
from the latent state enables spreading of the virus to new hosts and maintenance of the infection.
Reactivation of the virus can be triggered by various physiological and environmental stimuli [24–
30].

Alphaherpesviruses. With some herpesviruses, even primary infections can lead to death, e.g.
with PRV - a porcine alphaherpesvirus. The primary host of this virus is the common pig [31, 32].
While adult animals normally survive the infection, and become a reservoir of the latent virus,
piglets and most other animals, that can also be infected with PRV, will die of this virus [31–35].
This phenomenon is caused by the neurodegenerative course of the disease, which gave PRV its
name [36, 37]. In contrast, a primary infection with PRV of great apes and humans is mostly
asymptomatic. Additionally, since no reservoir has been identified in these hosts, the infection
is assumed to be cleared [35]. As most of the alphaherpesviruses, PRV also enters the host via
infection of mucosal epithelia or cornea, through saliva of an infected animal [38, 39]. Similar to
all alphaherpesviruses PRV also establishes a latent state in neurons, after a productive primary
infection of epithelial cells. In neurons the viral genome persists as a non-integrated, circularized
episome [10–13, 40, 41]. Although the two herpesviruses PRV and HSV-1 are very closely related
[4], in contrast to PRV, HSV-1 specifically infects humans with a seroprevalence of about 67 %
worldwide [42]. However, their life cycle, in the respective primary host, is very alike.

Betaherpesviruses. Betaherpesviruses are mostly shed through saliva, but HCMV has been
also found in different bodily fluids, e.g. urine and blood [43, 44]. The subfamily of betaher-
pesviruses shows a relatively wide tropism and infects various immune cells. The different species
among betaherpesviruses developed distinctive ways of latency. HHV6 for example was found
to integrate its own genome into the host genome [45], whereas the life cycle of HCMV is cell
dependent, establishing latency in an episomal state, e.g. in monocytes [46].

Gammaherpesviruses. Gammaherpesviruses are also shed mainly via saliva [47–49] and pre-
serve their episomal genome through tethering to the host chromatin, allowing segregation to the
daughter cells upon cell division [50–52]. While EBV is highly prevalent all over the world [53, 54],
KSHV shows a distinct geographical pattern and is most abundant in sub-Saharan Africa [55, 56].
Symptoms of primary infection with EBV vary dependent on age [57], whereas KSHV primary
infection is mostly asymptomatic. However, both viruses are linked to cancer, and therefore can
be seen as oncoviruses [20, 21, 58].

1.1.2 Morphology and genome organization

Herpesvirus particles are 155 nanometer (nm) to 240 nm in diameter with a 125 nm large, icosa-
hedral capsid [59, 60]. The capsid contains the linear, double stranded vDNA, varying between
120 kilo base pairs (kbp) and 230 kbp in length [61–63]. The HSV-1 genome is 152 kbp long
and has a GC content of about 68 % [64]. The genome consists of two unique regions which are
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named according to their length, the unique long (UL) and the unique short (US) region. The
genome is flanked by two repeats, the terminal repreat long (TRL) and the terminal repreat short
(TRS). The two regions, UL and US, are separated by the inverted repeats, the internal repreat
long (IRL) and the internal repreat short (IRS). Furthermore, the genome termini contain direct
repeats of a short sequence which is known as “a” sequence and is inverted in the internal part
(a’). (Fig. 1.2e) [65]. This a sequence was found to mediate cleavage and packaging of the vDNA
[66]. In Fig. 1.2 the genome organization of various herpesviruses is displayed, including HSV-1,
PRV and KSHV. In contrast to the HSV-1 genome the repeats which flank the UL region of PRV
are shorter and the a sequence was not described for this genome (Fig. 1.2d). The KSHV genome
(Fig. 1.2b) harbors only one unique region and a large TR region, which consists of 35-40 repeats
with each being 803 base pair (bp) long [67].
Within the capsid the HSV-1 genome shows a toroidal organisation [68]. The capsid is surrounded
by a layer of viral proteins, the so called tegument. Upon infection, these proteins are released into
the cytoplasm of the host cell and, subsequently, help evading the host immune system and enable
the transport of the capsid to the nucleus [69]. The tegument is surrounded by a lipid envelope,
which is acquired from the host cell membrane during release of the viral particle (described in
more detail in Sec. 1.1.3.3). On top of this envelope, there are membrane-associated proteins
called glycoproteins, which are essential for cell entry [70] (Fig. 1.2).

Figure 1.2: The herpesvirus virion consists of the envelope with glycoproteins, the tegument, the capsid and the vDNA. The
genome organization differs slightly among the herpesviruses. (a) This type of genome only consists of a unique (U) region,
flanked by direct terminal repeats (TR) and can be found in EHV-2. (b) This shows KSHV’s genome organization, which also
consists of a U region, flanked by several repetitive sequences, the TRs. (c) Here an the EBV genome structure is shown, which
has several terminal repeat sequences and an internal direct repeat. Furthermore, the U region is divided into two parts the long
(UL) and the short (US) part. (d) The here shown genome is a PRV genome, which is highly similar to HSV-1 genome depicted
in (e) Both contain UL and US regions flanked by TRs and internal inverted repeats (IRs). However, in the HSV-1 genome a
terminal direct repeat of approximately one hundred bps, known as "a" is unique for this genome and is inverted in the internal
part. The graphical representation of the genome and virus particle originates from [71].

1.1.3 Life cycle and associated viral proteins

The herpesvirus life cycle is biphasic. In immunocompetent hosts the herpesvirus genomes are
repressed and therefore exist in the latent phase of the infection. However, under certain stim-
uli, viral genomes can reactivate and enter the lytic phase of infection with subsequent progeny
production.
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1.1.3.1 Early infection

As soon as the virus particle reaches the cell surface the viral glycoproteins interact unspecifically
with the cellular attachment factors heperan sulfate (HS) proteoglycans [72]. This interaction
helps the virus particle to reach the specific surface receptors of the host cell. The glycoprotein gB
and the heterodimer glycoproteins gH/gL together build the fusion machinery of all herpesviruses
[73–78].

Specifics during alphaherpesvirus infection. During alphaherpesvirus infections, the gly-
coproteins (g) gD, gB and the gH/gL heterodimer mediate the fusion of the virus with the cell [73,
79–81]. When the membranes of host cell and virus particle are in close proximity, gD binds to
its specific cellular receptors which are nectin-1 and -2, herpesvirus entry mediator (HVEM) and
3-O sulfated HS [82]. Upon receptor binding, gD changes its conformation and forms a complex
together with gB and gH/gL [83–85]. The conformational changes of the viral glycoproteins move
the cell and virus closer together. With the fusion of the viral envelope and cell membrane, tegu-
ment proteins and the nucleocapsid are released into the cytoplasm of the host cell [86] (Fig. 1.3).
The viral capsids are then transported to the nucleus via dynein, which acts as a motorprotein on
microtubules [87].

Specifics during gammaherpesvirus infection. During infection with the gammaherpesvirus
KSHV, the protein K8.1 is needed for the initial attachment process. On endothelial cells, ephrin
receptor tyrosine kinase A2 (EphA2) is used by gH/gL to internalize KSHV [77]. Furthermore,
integrins, which are expressed by a variety of cells, are used by KSHV’s gB as a cellular receptor
[88]. Additionally, KSHV uses the cellular receptors cysteine/glutamate transporter (xCT) and
dendritic cell-specific intercellular adhesion molecule-3-grabbing non-integrin (DC-SIGN) during
its entry into the cell [89, 90]. KSHV then enters the host cell cytoplasm via endocytosis [91] (Fig.
1.3). Ultimately, the KSHV particle ends up in a low-pH vesicle, triggering fusion between the
viral envelope and the vesicle membrane. This fusion allows the capsid to enter the cytoplasm
where it is then transported through the cytoplasm, along microtubules, to the nucleus [92].
For both aforementioned herpesviruses, it was shown that as soon as the viral capsid reaches the
nucleus, its DNA is injected, via the nuclear pore, and the released vDNA becomes circularized and
chromatinized [93–96]. Subsequently, there either will be an active transcription and production
of progeny or the viral episome will be repressed [97] (Fig. 1.3).

1.1.3.2 Latency

Latency establishment of the alphaherpesviruses HSV-1 and PRV. After a productive
primary infection in non-neuronal cells, alphaherpesvirues access sensory free nerve endings and
establish latency - as non-integrated, circularized episomes - in the nucleus of neurons [10–12,
98]. Virions arrive at their lifelong latent reservoir via retrograde transport through the axon
[99–101]. The axon connects the cell body of a neuron to the axon termini. The capsid with
inner tegument proteins is then transported to the cell body [101]. This is achieved by the viral
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proteins virion protein (VP)1/2 (UL36 ), which mobilize the minus-end-directed motor protein
dynein [102]. Through the long distance of the axon, capsid and tegument proteins are often
separated from each other and arrive separately at the cell body [103]. Since the latter proteins
are needed for (re)activation of transcription, their separation from the capsid is assumed to lead
to fast latency establishment of the incoming viral genome. However, in commonly used in vitro
systems for explant neurons, replication is induced upon de novo infection [104]. This phenomenon
occurs most probably due to the missing axonal transport in the in vitro system [98, 105–107].
During latency, only a small part of the genome is still transcribed, i.e. the latency associated
transcript (LAT) [108], which is a non-coding ribonucleic acid (RNA), whose exonic regions serves
as precursor for microRNAs (miRNAs) [109]. The LAT-derived miRNAs help to repress viral
lytic genes [109]. Moreover, the genes encoding LAT are antisense to the gene encoding infected
cell protein (ICP)0 (RL2 ), ICP4 (RS1 ) and ICP34.5 (RL2 ). [110–113]. This may be related to
latency maintenance and reactivation [113–115].
However, in some neurons, alphaherpesviruses replicate briefly upon primary infection [116]. This
early replication phase is controlled by cells of the innate immune system, which results in a
quiescent state of viral genomes, in all infected neurons, no later than 8 days post infection (dpi)
[117]. Furthermore, interferon production upon primary infection is likely to influence latency
establishment of alphaherpesviruses in neurons, by introducing an antiviral state. It has been
shown, through explant neurons treated with interferon alpha (IFN-α), before infection with
HSV-1 and PRV, that these viruses preferably established a quiescent state compared to viral
genomes in untreated neurons [118]. Suzich et al. [119] observed augmented PML levels in neurons
treated with interferon-alpha. Since PML is also known as an antiviral factor [120], this might be
a possible explanation for the establishment of a quiescent state [119]. Differences in PML levels
could therefore influence progression of the infection.
Since neurons do not divide, the loss of these cells cannot be compensated by new ones; thus,
neurons aim to prevent cell death. However, it is known that during neurodegenerative diseases,
neurons become apoptotic [121]. Furthermore, also virus infections can lead to neuronal-death
mediated through the immune system [122, 123]. One mechanism how neurons can clear viral
infections but promote their survival is by autophagy. Yet, HSV-1’s neurovirulence factor, the
infected cell protein 34.5 (ICP34.5) represses the autophagy pathway, by inactivating the host
protein Beclin-1, which otherwise would recruit several other autophagy proteins [124].
Nevertheless, the immune system plays an important role in repressing viral gene expression and
prevents reactivation, which is achieved by virus-specific CD8-positive T-cells [125–127]. These
CD8-positive T-cells are found in close proximity to infected neurons [125–127] and release non-
cytotoxic lytic granules, containing the protease granzyme B; this degrades the viral protein ICP4
[128], which is necessary for transcribing early and late genes [129–131]. Granzyme B activity
normally leads to caspase activation, which ultimately would result in apoptosis [132]. However,
LATs block caspase cleavage, which prevents cell death [133]. This mechanism shows that HSV-1
itself can prevent death of infected neurons to maintain the infection.
Additional to the control via the immune system, heterochromatinization of the viral genome



1 Introduction 7

also leads to repression. So far it has been shown that HSV-1 acquires the repressive facultative
heterochromatin modification H3K27me3, in latently infected neurons, after several dpi [95, 134].
Moreover, it is speculated that constitutive heterochromatin can be established on HSV-1 [135,
136] (Epigenetics will be further explained in Sec. 1.3).
Altogether, these mechanisms allow HSV-1 as well as PRV to latently persist in neurons. Fur-
thermore, the non-dividing nature of neurons facilitates virus persistence, as there is no need to
segregate virus into daughter cells.

Latency establishment of the gammaherpesviurs KSHV. Gammaherpesviruses establish
latency in hematopoietic cells [17, 18], which in contrast to neurons are dividing cells. Furthermore,
these viruses become repressed by default upon de novo infection [20, 137]. During latency of the
gammaherpesvirus KSHV, there is expression of only a small subset of genes, i.e. v-FLIP, v-Cyclin,
Kaposin, some viral miRNAs and latency associated nuclear antigen (LANA) [138–140]. All these
gene products help the virus to maintain latency. However, LANA is the only protein which
enables the virus genome to properly segregate to daughter cells during cell division, allowing the
virus to persist in the host. LANA possesses a DNA binding capability via its N-terminus, thereby
tethering the viral genome via its TR to the host chromatin. Furthermore, this viral protein has
the ability to recruit the host replication machinery, leading to latent replication of the vDNA
[141–143]. In addition, LANA is involved in repressing lytic activation of the virus by binding to
the promoter region of the replication and transcription activator (RTA), which is needed for lytic
reactivation, and therefore inhibiting its expression [144].
Similar to alphaherpesviruses, gammaherpesviruses also become chromatinized upon de novo in-
fection [145]. Most of the KSHV genome is repressed by the facultative heterochromatin mark
H3K27me3, between 24 hours post infection (hpi) to 48 hpi [93, 146]. Simultaneously, the activat-
ing histone mark H3K4me3 is established predominantly in regions expressed during latency, as
well as on the promoter of the lytic transactivator RTA [93, 94, 147, 148]. Another epigenetic si-
lencing mechanism is DNA methylation; however, KSHV genomes only acquire DNA methylation
late during infection [93]. (Epigenetics will be further explained in Sec. 1.3).

In summary, a major difference during the latent state of alpha- and gammaherpesviruses is
replication. While alphaherpesviruses establish latency in non-dividing cells and therefore need
no replication to persist in the host, gammaherpesviruses establish their latent state in dividing
cells. To overcome loss of the genomes by cell division, gammaherpesviruses tether their genome
to the host genome and hijack the cellular replication machinery for to accomplish a licensed latent
replication, once per cell cycle.

1.1.3.3 Lytic (re)activation and replication

Lytic replication of the alphaherpesviruses HSV-1 and PRV. Under certain stimuli, al-
phaherpesviruses can reactivate from their latent state in neurons. Among others, these stimuli
can be exposure to stress or UV light as well as a microbial co-infection [24–27]. Upon reactiva-
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Figure 1.3: Herpesvirus Life Cycle. 1. Herpesvirus particles enter the cell either through membrane fusion or endocytosis. 2.
After transport through the cytoplasm along microtubules the virions reach the nucleus and the viral DNA is injected through
the nuclear pore. 3. Upon injection of the naked viral genome, it becomes circularized and chromatinized. 4. Histones will then
be modified, leading either to a repressed state, where the genome can persist in the nucleus, or to viral replication. Replication
can either occur shortly after infection or as an event called reactivation. 5. Reactivation happens after the episome was already
silenced. 6. After activating marks are established all over the genome, the rolling circle amplification of the viral DNA starts
and viral proteins are expressed. 7. Once capsids have formed, the naked viral genomes will be packaged into them. 8. Virions
will then leave the nucleus through budding into the endoplasmatic reticulum (ER), followed by release into the cytoplasm where
they acquire the tegument proteins and 9. are then transported through the Golgi. At this step they will their final envelope.
10. Ultimately, the vesicles - containing the mature virus particles - fuse with the plasma membrane and viral particles will be
released into extracellular space. The graphical representation of the herpesvirus life cycle has been kindly provided by Adam
Grundhoff (unpublished).

tion, the viral genome is transcribed and progeny is produced. This reactivation is important for
spread to a new host. The establishment of lytic replication of alphaherpesviruses requires several
proteins, which are independent of the infected cell type. An ordered transcription cascade char-
acterizes the lytic replication cycle of these viruses and the transcribed genes can be categorized
into three groups after their kinetics:

• immediate early (IE) genes, which prepare the host cell for viral replication e.g. by damage
of antiviral proteins,

• early (E) genes, which are needed for replication of the virus, and
• late (L) genes, which mostly encode structural proteins, required for virion assembly of the

virus. [149]
HSV-1 has six immidiate early (IE) gene products, which are the six infected cell proteins ICP0,
ICP4, ICP22, US1.5, ICP27 and ICP47. [150]. Transcription of the IE genes is mediated by virion
protein 16 (VP16), which is a component of the viral tegument [151]. Hence, during primary
infection, this protein is present in the cytoplasm even before vDNA has entered the nucleus.
The cytoplasmic protein, host cell factor-1 (HCF-1), acts together with VP16 and enables its
transport into the nucleus. There, the two proteins interact with the transcription factor octomer
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binding protein-1 (Oct-1). Both, VP16 and Oct-1, recognize the same target sequence, which lies
in promoter regions of the viral IE genes. This so called VP16 induced complex (VIC) is then
able to recruit various transcription factors through VP16’s transcriptional activation domain
(TAD) [152–154]. Additionally, VP16 can interfere with the virion host shutoff protein (VHS)
to disrupt its normal function of degrading host and viral messenger RNA (mRNA) [155]. The
viral protein ICP22, however, can counteract VP16’s function by inhibiting IE gene transcription,
leading to silencing of the viral genome [156]. This mechanism enables the maintenance of latency.
Furthermore, when HSV-1 infects neurons, proteins like VP16 are frequently not passing the axons,
which also leads to silencing of the viral genome [157]. Additionally, VP16 de novo synthesis is
needed to allow normal rates of progeny production [158]. Albeit VP16 being defined as a late
gene product, UL48 - the gene from which VP16 is transcribed - shows a leaky-late kinetic, in
latently infected neurons [158]. Upon certain reactivation stimuli, VP16 is expressed without the
presence of any other viral protein. This leads to gene transcription of the viral IE genes and,
ultimately, to lytic reactivation [158–160]. Nevertheless, other alphaherpesviruses were also able
to reactivate from a latent state without the presence of VP16 [161–163]. Thus, VP16 is important
for reactivation from latency and might increase viral yields, but is not solely necessary.
ICP0 is a really interesting new gene (RING)-finger E3-ubiquitin-ligase, which is expressed very
early during primary infection [164]. This RING-finger is able to bind Zn2+-ions, which enables
the protein to interact with ubiquitin conjugating enzymes [164] and transactivates promoters of
different viral genes [165–168]. ICP0 also has a nuclear domain 10 (ND10)-, also known as PML-
NBs, localizing signal and is involved in degrading its components [169–172]. However, ICP0 is
not essential for establishing a lytic infection [175], but only impairs virus production in most cell
lines[176]. In many carcinoma cell lines the growth of a HSV-1∆ICP0 mutant is not impaired
at all, but they seem to substitute for ICP0 [175, 177]. One example for this is the human bone
osteosarcoma epithelial (U2OS) cell line [178]. Some theories about the permissiveness of this
cell line have been discussed in literature, one is the absence of ATRX, a chromatin remodeller
and antiviral host factor against vDNA [180]. ICP0 is also hypothesized to support eviction of
repressive histone modifications on HSV-1 genomes during lytic replication [181].
The IE viral protein ICP4 is necessary for transcription of several viral early (E) and late (L) genes,
as it binds to their promoters [129–131] and helps to recruit RNA Polymerase II, mediator com-
ponents, replication proteins and transcription elongation factors [182]. Furthermore, chromatin
remodelers are recruited to vDNA through ICP4 [183]. Additionally, the histone acetyltransferase
circadian locomotor output cycles kaput (CLOCK) builds a complex with the viral proteins ICP4,
ICP22 and ICP27 [183]. ICP27 is another IE gene product, which is necessary for viral replication
and interacts with ICP8, the major vDNA binding protein [186, 187]. Their interaction seems to
stimulate late gene transcription [188].
ICP22 is transcribed from the gene US1, which encodes a second protein, US1.5, a N-terminally
truncated version of ICP22 [189]. In addition, ICP22 is required in some cell types to form a
complex with ICP4 and ICP27 to allow efficient viral replication. This is the case in acute oral and
neuronal replication [190, 191]. It is also required for the formation of the virus-induced chaperone-
enriched (VICE) domains [192, 193], which contain multiple cellular chaperones, proteasomal
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components, and ubiquitinated proteins [194, 195]. The VICE domains are required as protein
quality control centers [196].
The sixth IE gene product, ICP47, has a protective role against CD8-positive T-cells by inhibiting
the major histocompatibility complex (MHC) class I presentation pathway [197]. This feature
leads to enhanced neurovirulence of HSV-1 in vivo [198].
Unlike HSV-1, PRV only needs one protein to start lytic replication and reactivation from latency;
this is the protein IE180, which is also the only IE protein of PRV [123]. IE180 is the orthologue
of HSV-1’s ICP4 [199] and induces transcription of PRV’s E genes [200]. As for VP16, de novo
synthesis of IE180 is not required to start lytic replication [201]. To overcome the interferon-
induced antiviral state during infection, the early protein 0 (EP0) - the orthologue of HSV-1’s
ICP0 - is necessary [202, 203]. However, EP0 is not sufficient to start lytic replication [203].

Lytic replication of the gammaherpesvirus KSHV. Essential and sufficient for replication
of KSHV is the expression of the IE gene product RTA [204]. RTA together with its cellular co-
activator recombination signal sequence-binding protein-J kappa (RBP-Jκ) induces several early
and late viral genes, upon binding to RTA-responsive elements on the virus genome [205, 206].
Additionally, another IE gene product, K8, is important for transcription of the viral genome
[207]. As already mentioned in Sec. 1.1.3.2, KSHV becomes repressed by default upon de novo
infection [20, 137]. This happens via repressive epigenetic modifications on the viral genome [93,
94, 146, 208–210] Therefore, epigenetic modifying enzymes are needed to achieve an euchromatic
state of the viral genome. During reactivation, the repressive mark H3K27me3 is erased by the
lysine demethylases, ubiquitously transcribed tetratricopeptide repeat X-chromosome (UTX) and
Jumonji domain-containing protein D3 (JMJD3), which both interact with the viral polyadeny-
lated nuclear (PAN) long non-coding RNA (lncRNA) [211]. This RNA is highly abundant during
lytic replication of KSHV and also interacts with mixed-lineage leukemia protein 2 (MLL2), an
enzyme that methylates H3K4 [211]. Erasing H3K27me3 and catalyzing H3K4me3 ultimately
leads to euchromatin formation and therefore to further gene expression.
Unlike latent replication, lytic replication is carried out by viral proteins, not the host replication
machinery. KSHV’s polymerase is transcribed from ORF9, with further proteins of the viral
replication machinery being the polymerase processivity factor (ORF59), a primase and a primase-
associated factor (ORF56 and ORF40/41, respectively), a helicase (ORF44) and a single stranded
binding protein (ORF6) [212]. While genome amplification only occurs once per cell cycle and is
restricted by the host replication machinery during the licensed latent replication, lytic replication
is characterized by several amplifications of the viral genome through a rolling-circle mechanism
(Fig. 1.3). KSHV episomes are decorated with two different histone modifications during latent
infection [93, 94]. The bivalent chromatin state of KSHV allows fast reactivation from latency
through stimuli like oxidative stress, hypoxia, or co-infection with human immunodeficiency virus-
1 (HIV-1) [28–30]. Furthermore, under ER-stress, plasma-cell differentiation of primary effusion
lymphoma (PEL) cells is induced, which reactivates KSHV via the transcription factor X-box
binding protein 1 (XBP-1) [213–215].
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1.1.3.4 Late replication, packaging and egress

During lytic infection the herpesviral genome is amplified in a special compartment in the nucleus,
called replication compartment (RC) [216]. The constantly growing RC excludes host chromatin
from the center of the nucleus to the edge. DNA concatemers are generated through rolling-circle
amplification (Fig. 1.3), which subsequently are cleaved and transported to procapsids via the
terminase complex [217].
During packaging of HSV-1 DNA the major capsid shell protein of HSV-1, VP5, interacts with
the smallest capsid shell protein VP26 and - together with the triplex proteins VP19 and VP23
- forms the procapsid at the portal complex [218–221]. The terminase complex - which is made
of the three viral proteins UL15, UL28, and UL33 - then binds to the portal of the procapsid,
which leads to protease activation [222]. Subsequently, naked vDNA is cleaved and packaged
into the capsid [222, 223]. The terminase complex then dissociates [223, 224] and the mature
viral capsid, filled with vDNA, leaves the nucleus via budding. Specifically, the capsid buds into
the inner nuclear membrane and then travels to the outer membrane, where it is released into
the cytoplasm [225], which is all mediated by the nuclear egress complex (NEC) [226, 227]. The
capsids are transported further through the cytoplasm, where the tegument proteins are located
and acquired around the capsid [228, 229]. By budding into the Golgi, capsids undergo their
secondary envelopment and acquire their final envelope, with glycoproteins [230, 231]. From here,
vesicles with the mature virion are transported to the plasma membrane, where virus particles
are released into extracellular space [232–234] (Fig. 1.3).
Alphaherpesvirus particles that are assembled in the cell body of a neuron, however, are trans-
ported to the site of primary infection by anterograde transport through the axon [99–101]. For
an efficient anterograde transport, the viral proteins US9, gE and gI are necessary [99, 235–237].
US9 mediates the recruitment of the plus-end-directed kinesin-3 microtubule motor, the kinesin
family member 1A (KIF1A), which is specific for neurons [238–241].
Furthermore, during lytic infection, viral episomes are associated with euchromatic histone modifi-
cations, e.g. H3K4me3, enabling replication of the virus [247] (Epigenetics will be further explained
in Sec. 1.3). However, during viral progeny production, genomes are not chromatinized anymore,
since they will be packaged into capsids as naive DNA. The detailed mechanisms underlying the
switch from heterochromatinized episomes to euchromatinized episomes are still not known and
need further investigation.

1.2 Epigenetics

After the herpesvirus life cycle has been discussed, this section will focus on the establishment
and maintenance of epigenetic modifications. First the general cellular mechanisms will be ex-
plained, followed by describing the current knowledge of these modifications in the context with
herpesviruses.
Epigenetic modifications are heritable and can be placed on the DNA directly, which is DNA
methylation, or on histones, which are histone modifications. Epigenetic modifications alter chro-
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matin accessibility, which can either lead to an open, actively transcribed chromatin, called euchro-
matin, or a closed, inaccessible, and therefore repressed, chromatin sate, called heterochromatin
[248]. Chromatin is made of nucleosomes, which consists of four core histones that occur in du-
plicates [249]. Each nucleosome is wrapped with 147 bps of DNA [250]. Transcription of the
canonical histones H2A, H2B, H3 and H4 is dependent on DNA replication [251, 252]. Non-
canonical histones are constitutively expressed and are distinguished from their canonical form
by only a few amino acids [253]. Histone H3, for example, has three variants, the canonical H3.1
and H3.2 and the non-canonical H3.3. The canonical H3 variants are expressed during S-Phase
and are loaded via the histone chaperone chromatin assembly factor 1 (CAF-1) [254]. Another
histone chaperone, the anti-silencing function protein 1 (ASF-1), helps CAF-1 to load H3.1 [255],
majorly in heterochromatin regions [256]. The non-canonical variant H3.3 is expressed at any
time of the cell cycle and therefore is incorporated without ongoing replication [257, 258]. H3.3 is
mostly found at transcriptionally active genes and is deposited by the histone chaperone complex
histone regulator A (HIRA) [259–261]. ASF-1 also helps HIRA to load H3.3 [262, 263]. Moreover,
H3.3 replaces H3.1 and H3.2 in postmitotic cells, since without replication no canonical histones
can be recruited [264, 265]. In addition to its localization at active regions in the genome, H3.3
was also found at constitutive heterochromatic regions, like telomers. Here it is loaded by a his-
tone chaperone complex, consisting of death-associated protein 6 (DAXX) and ATRX [266, 267].
Furthermore, Jang et al. [268] demonstrated that H3.3 depletion destabilized heterochromatin
structures at various sites at the genome, especially at telomers, centromers and pericentromeric
regions. These properties highlight that H3.3 is necessary for genome integrity [268].
Changes in the epigenetic landscape are drivers for cellular differentiation, however, alterations in
the balanced epigentic processes of an individual can lead to several diseases, including cancer [269].
In the following subchapters, the different epigenetic modifications and their establishment will be
further explained. Among them, there will be a special focus on repressive histone modifications,
since they are of particular interest for this study.

1.2.1 DNA methylation

DNA methylation occurs through enzymatic addition of a methyl group, from the donor S-adenosyl
methionin to the fifth atom of the base cytosine. This process is catalyzed by DNA methyltrans-
ferases (DNMTs), and preferably occurs at CpGs [270–272]. There are two different DNA methy-
lation processes to distinguish. One is de novo methylation - catalyzed by DNMT3A/B - and the
other is maintenance from a hemi-methylated target site, e.g. after replication, or DNA repair -
catalyzed by DNMT1 [271, 273].
DNA methylation was found to establish a closed chromatin state, excluding histone marks like
H3K4me2/3 [274]. Furthermore, this epigenetic modification is important for other processes
as well, such as the mammalian X-chromosome inactivation [275], specific gene silencing during
embryonic development [276] or the genome stability through inactivation of repetitive elements
like retrotransposons and satellites [277]. Furthermore, DNA methylation seems to play a role
during host defense mechanisms, where it serves to inactivate foreign DNA, like that of DNA-



1 Introduction 13

viruses [93, 278–280].
CpG dinucleotides are prone to be methylated, however, large regions in the genome with a high
CpG densitiy - the so called CpG islands - are commonly hypomethylated [281]. CpG islands are
defined as parts of the genome where at least 500 bps show C, G amounts of at least 55% [282].
Such CpG islands are mostly located in active gene promoters, e.g. those of housekeeping genes
[283]. At these sites, it was shown that the presence of RNA polymerase II [284] or transcription
factors [285] prevent DNA methylation.
Methylation is removed by the enzyme ten-eleven translocation (TET), converting 5-methylcytosine
to its derivatives. These derivatives can be replaced by cytosine during cell division or actively by
DNA repair mechanisms [286, 287]. Additionally, methylated cytosines are susceptible to deami-
nation. The process of deamination of 5-methylcytosine, removes the amino group and, ultimately,
converts Cs to thymines (Ts). This leads to under-representation of CpG in regions which used
to be highly methylated, a phenomenon called CpG suppression [288].

1.2.2 Histone modifications

Similar to DNA methylation, histone modifications play an important role during the development
of eukaryotes. Histone modifications are placed on the tails of all four histones; in general at
the following amino acids: Arignine (R), Histidine (H), Threonine (Thr), Serine (S) and Lysine
(K). The main modifications are methylation (me), acetylation (ac), ubiquitination (ub) and
phosphorylation (ph). Each modification has an effect on how chromatin is compacted, which can
either lead to transcriptional activation - where the DNA is more accessible - or repression - where
DNA is tightly wrapped around histones.

Transcriptional activation. Examples for active histone modifications are trimethylation (me3)
of the fourth lysine residue (K4) on histone H3 (H3K4me3), which can be mainly found at tran-
scriptionally active promoters [289]. H3K4me3 is catalyzed by the histone methyltransferase
su(var) 3-9 enhancer of zeste and trithorax domain 1A/B (SETD1A/B) and mono- and dimethy-
lation are catalyzed by the lysine methyltransferases lysine methyl-transferase 2A - D (KMT2A-D),
which is illustrated in Fig. 1.4. In addition, acetylation (ac) of lysine residue 27 on histone H3
(H3K27ac) is an active mark found not only at promoters but also at active enhancer regions [290].
This form of permissive chromatin is called euchromatin. Histone acetylation is established by the
proteins E1A binding protein 300 (p300) and chromatin binding domain (CBP), which each con-
tains a histone acetyl transferase (HAT) domain (Fig. 1.4) and removed by histone deacetylases
(HDACs). H3K36me3 and H3K36me2, both belong to the activating chromatin modifications
and can be established by several enzymes, e.g. nuclear receptor-binding SET domain-containing
protein1-3 (NSD(1-3)) and SETD3 [291, 292] (Fig. 1.4). H3K36me2 is mainly found in gene
bodies, whereas H3K36me2 is more diffusely distributed throughout the genome [293].

Transcriptional repression. Transcriptionally repressed chromatin is called heterochromatin,
which has two subtypes. One is the so called facultative heterochromatin, whose hallmark
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Figure 1.4: Histone modifications and their writers. Hallmarks of transcriptionally active euchromatin are H3K27ac and
H3K4me3. Acetylation is set by P300/CPB, whereas trimethylation of H3K4 is established by the COMPASS proteins SETD1A
and B, after mono- and dimethylation were acquired by the lysin methyltransferases and COMPASS-like proteins KMT2A to D.
The tight repression of constitutive heterochromatin can be established by SETDB1 and SUV39H1/2. Subsequently, HP1 recog-
nizes the acquired constitutive heterochromatin mark H3K9me3 and thus leads to its persistence. Facultative heterochromatin is
established by the multiprotein complex PRC. H3K27me3 is established through PRC2 with its catalytic subunit EZH2, whereas
H2AK119ub is established by PRC1 through its catalyzing subunit RING1A/B. The graphic originates from [294] and has been
modified.

modifications are H3K27me3 and H2AK119ub. Both of these modifications are set by PRCs,
which is illustrated in Fig.1.4. The other heterochromatin type is constitutive heterochromatin,
with the hallmark H3K9me3, a rather permanent repressive mark, compared to H3K27me3 and
H2AK119ub. This modification is established by the enzymes SET domain bifurcated histone ly-
sine methyltransferase 1 (SETDB1) or suppressor of variegation 3-9 homolog 1/2 (SUV39H1/2),
which is illustrated in Fig.1.4. Facultative and constitutive heterochromatin will be further ex-
plained in the next sections (Sec. 1.2.2.1 and Sec. 1.2.2.2).

1.2.2.1 Facultative heterochromatin

Facultative heterochromatin is established by polycomb group (PcG) protein complexes, called
PRCs. PcG proteins are highly conserved and were first described in drosophila melanogaster.
PRCs are multi-protein complexes, consisting of a core catalyzing unit, which sets the modification,
and other subunits that, e.g. recognize specific histone modifications or guide the complex to
distinct sequences [295, 296]. The two main PRCs and their paralogs are depicted in Fig. 1.5.
The establishment of facultative heterochomatin is essential during embryonic development [297–
299]. Hence, H3K27me3 and H2AK119ub can be found on cell type specific genes - e.g. during
X-chromosome inactivation [300, 301] or on HOX-genes [302–305]. During differentiation, the
H3K27me3 silenced genes can become easily activated again [304], since this modification as well as
H2AK119ub, still allow transcription factors (TFs) to bind [306]. The activation of genes repressed
by those modifications can be achieved through the formation of 3D loops. Here, enhancer (En)
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regions will be brought in close proximity to the promoter of a gene, which subsequently will be
activated by TF-binding [307–309].
In addition, repressive histone modifications can occur together with permissive histone modifica-
tions. This combination leads to a bivalent state, where transcription is repressed but can quickly
be released under specific stimuli. In promoter regions of embryonic stem cells the combination
of H3K27me3 and H3K4me3 has been demonstrated in several studies [306, 310–312].

Figure 1.5: Polycomb repressive complexes and their function. (A) canonical (c) and non-canonical (nc) PRC1. RING1a/B and
PCGF1-6 build the core complex of PRC1, which catalyze monoubiquitination of H2AK119. The six different forms are named
after their PCGF protein 1-6. The cPRC1.2 and 1.4 contain PCGF2 and 4 respectively and are distinguished from the ncPRC1s
by their chromobox domain family protein (CBX) proteins, which recognize H3K27me3. ncPRC1s contain YY1-binding protein
(RYBP) or its homolog, YY1-associated factor (YAF), which bind to RING1B. (B) PRC2 catalyzes H3K27me3 via its subunit
EZH1 or EZH2, which forms the core complex together with SUZ12 and EED1-4. The cPRC2.1 is recruited to unmethylated CpG
islands via its Polycomb-like (PCL) proteins [313], which also has a H3K36me3 binding domain and demethylase function, whereas
non-canonical PRC2.2 recognizes H2AK119ub by its subunit JARID [314]. Furthermore, PRC2 can be recruited to unmodified
nucleosomes by the subunit RBBP7/4. The role of AEBP2 is not fully understood so far but has been shown to enhance the
enzymatic activity of the protein complex. C17ORF96 better known as EPOP functions as a scaffold protein on PRC2.1 while
C10ORF12, better known as PALI1 modulates catalytic activity and is also only found in PRC2.1. The graphical representation
originates from [315].

Establishment of H2AK119ub by PRC1. H2AK119ub is a dynamic histone modification,
which can be established and erased with high frequency [316]. Furthermore, H2A is the most
abundant ubiquitinated protein in the nucleus of a mammalian cell, with about 5-15 % monoubiq-
uitinated H2As [317].
PRC1s harbor a E3-ligase RING1A/B, which catalyzes monoubiquitination of H2AK119 [318].
Together with several PCGF proteins they form the core complex of all PRC1s. The six different



16 1 Introduction

PCGFs determine the subtypes, ranging from PRC1.1 to PRC1.6. The c PRC1.2 and PRC1.4
contain PCGF2 and PCGF4, respectively and are distinguished from the ncPRCs1 by their CBX
proteins [319]. In the canonical pathway H3K27me3 is acquired first and can be recognized by the
CBX subunit of cPRC1 to ubiquitinate H2AK119 [319]. ncPRC1s contain RYBP or its homolog,
YAF proteins, which bind to RING1B (Fig. 1.5A).
The ncPRC1.1 harbors a subunit that recognizes unmethylated CpG islands. This subunit is
called lysine-specific demethylase 2B (KDM2B), which is specific for H3K36 [320, 321]. CpG-rich
DNA can be found at the majority of mammalian promoters [283]. However, CpG islands are not
the only polycomb target sites. PRC1.6 for example recognizes E- and T-box motifs, which can
be found in germline-specific genes [322–324]. In the case of X-chromosome inactivation, PRC1 is
targeted by the lncRNA X-inactive specific transcript (XIST) [325, 326].
In contrast to the cPRC silencing pathway, ncPRC1.1 first establishes H2AK119ub, which can be
then recognized by the ncPRC2.2 subunits AEBP2 and JARID. PRC2.2 on the other hand sets
the repressive mark H3K27me3, as shown in Fig. 1.6.
In the end both pathways result in a synergistic repression. Genes solely associated with ncPRC1
are still moderately expressed whereas cPRC1 association leads to strong gene repression [327].
H2AK119ub-specific deubiquitinases are ubiquitin carboxyl-terminal hydrolase (USP16) and 2A-
deubiquitinating enzyme (2A-DUB) [299, 317, 328]. Deubiquitination processes are crucial for
embryonci stem cell (ESC) gene expression and cell cycle progression [299, 317, 328, 329].

JARID2

AEBP2

PRC2.2

Non-canonical PRC1 placement of H2AK119ub

H2AK119ub-dependent PRC2 

recruitment

PRC2 placement of

H3K27me3

Figure 1.6: Non-canoical PRC recruitment. ncPRC1 recognizes unmethylated CpG islands via its subunit KDM2B and sub-
sequently catalyzes monoubiquitination of H2AK119. This modification is recognized by the subunits AEBP2 and JARID2 of
non-canonical PRC2, which sets H3K27me3. This graphical outline has been modified from [330].

Establishment of H3K27me3 by PRC2. PRC2 catalyzes H3K27me3 via its subunit EZH,
which forms the core complex together with SUZ12 and embryonic ectoderm development 1-4
(EED1-4) (Fig. 1.5B). Expression of the two paralogs of EZH are cell dependent. While EZH1
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occurs in adult and non-dividing cells, with only a minor methyltransferase activity, EZH2 can be
found in dividing and embryonic cells [331].
The recruitment of PRC2 to DNA occurs through different subunits. The cPRC2.1 is recruited to
unmethylated CpG islands via its PCL proteins [313], which harbor a H3K36me3 binding domain
and demethylase function, whereas ncPRC2.2 recognizes H2AK119ub by its subunit JARID [314].
Histone demethylases, namely UTX and lysine-specific demethylase6B (KDM6B), are needed to
remove the facultative heterochromatin modification H3K27me3 [332–335]. This leads to subse-
quent activation of the respective genes.

1.2.2.2 Constitutive heterochromatin

Constitutive heterochromatin is mostly found at repetitive elements, e.g. satellite DNA or trans-
posons, which are located at telomers and centromers [336–340]. Its hallmark is H3K9me3, which
can be recognized by other proteins, leading to a tight chromatin compaction [341]. Through this,
the establishment of constitutive heterochromatin prevents gene expression and, additionally, re-
combination events between conserved regions in the genome [342]. This form of chromatin is
hardly reversible and was even shown to favor consecutive DNA methylation [343, 344].

Establishment of H3K9me3. The histone methyltransferase SETDB1 and the histone methyl-
transferase complex consisting of SUV39H1 and SUV39H2 are needed for H3K9me3 establishment
[345]. Marina et al. [346] could show, that the lncRNA binding protein, stress response element
binding protein (Seb1) is required for constitutive heterochromatin formation in S.pombe. Addi-
tionally, RNA interference (RNAi) was shown to be crucial for H3K9me3 de novo establishment in
S.pombe [347–350]. This is initiated through transcription of centromeric repeat regions during S-
phase. These transcripts are then processed to small interfering RNAs (siRNAs), which guide the
cullin-dependent E3 ubiquitin ligase/histone H3-K9 methyltransferase complex (CLRC complex)
to the repeat transcripts, which catalyzes H3K9me3. Therefore, transcription of heterochromatic
regions seems to be necessary to recruit H3K9me3 writers [351–353].
Despite these first data about RNAi-mediated de novo H3K9me3 establishment, the initial mech-
anisms of enzyme recruitment to the specific genome locations are still not fully understood. How-
ever, for SETDB1 it was shown that this enzyme is recruited via the human silencing hub (HUSH)
complex, which consists of the proteins Transgene activation suppressor protein (TASOR), M-
phosphase protein 8 (MPP8) and Periphilin [354]. MPP8 can bind to H3K9me3 via its chromod-
omain [355]. Hence, this complex is assumed to maintain constitutive heterochromatin rather
then initialize its establishment [354]. Furthermore, SETDB1 interacts with KRAB-associated
protein 1 (Kap1), a co-repressor of the Krueppel-associated box (KRAB) domain zinc finger pro-
teins, which recruits SETDB1 to specific loci that have to be silenced [356]. Kap1 also recruits
HDACs and the nucleosome remodeling deacetylase (NurD) complex, which subsequently lead to
the formation of a transcriptionally repressing environment [357, 358].
Additionally, the protein complex PML-NB harbors the histone methyltransferase SETDB1 and
was found in association with telomers. There, together with its ligands DAXX and ATRX, the
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complex incorporates H3.3 and establishes heterochromatin [359, 360]. SETDB1 is thought to
execute PML-NB-mediated repression [361]. Although PML-NBs are a highly studied topic, the
molecular mechanisms leading to PML-NB-mediated repression are still not fully understood.
However, this tight repressive modification can also be removed, which is catalyzed by members
of the KDM4 family, to allow gene expression [362, 363].

Maintenance of H3K9me3 by HP1. H3K9me3 can be recognized by heterochromatin pro-
tein 1 (HP1), which stabilizes heterochromatic domains and mediates gene silencing [364–366].
Once HP1 oligomerizes, chromatin will be compacted [367]. In addition, several other histone
methyltransferases can be recruited by HP1 [368].
HP1 was observed to induce phase separation and subsequently to create protected chromatin
domains [369, 370]. However, it is highly debated whether constitutive heterochromatin can be
defined as a phase separated compartment. Erdel et al. [371] recently suggested that it is more
likely that constitutive heterochromain forms a collapsed and therefore hardly accessible state of
chromatin, instead of a "real" phase. Nevertheless, stabilization through HP1 is crucial to serve
genome integrity, by avoiding recombination events between the silenced repetitive elements and
by preventing transcription of transposons.

1.3 Herpesviruses with epigenetic modifications

Epigenetic modifications seem to play an important role during host defense mechanisms, where
they serve to inactivate foreign DNA, e.g. that of viruses [93, 278–280]. The chromatinization
of naked, foreign DNA is needed to control its expression in the cell. The nucleocapsid DNA of
herpesviruses is free of chromatin and therefore also of histones [372]. Hence, vDNA injected into
the host nucleus is, at first, also not associated with histones [373, 374]. However, multiple ChIP
experiments of infected cells have demonstrated that genomes of several herpesviruses become
chromatinized shortly after injection [93, 135, 136, 210, 247].

Histone modifications during lytic infection. During lytic infection the genome of HSV-1
is decorated with euchromatic modifications, e.g. H3K4me3, which leads to active transcription
[247]. Already two hours post infection with HSV-1, IE gene products can be detected. These
genes are transcribed without the presence of de novo synthesized viral proteins but are induced
by the viral transactivator and tegument protein VP16 (more information about VP16 can be
found in Sec. 1.1.3). Herrera and Triezenberg [375] have shown that VP16 recruits chromatin
modifying activators CBP and p300 to HSV-1 genomes, during lytic infection. Once the transcrip-
tion has started, IE gene products are synthesized. The IE protein ICP0 was found to degrade
PML-NBs, which were shown to colocalize with viral genomes very early during infection and are
known to repress viral gene transcription. Furthermore, the same proteins were shown to interact
with RE1-Silencing Transcription factor (REST)/coREST-HDAC repressor complex, thereby dis-
sociating HDAC1 from vDNA [376, 377]. Additionally, ICP8 is hypothesized to recruit chromatin
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remodeling complexes into RCs and onto newly synthesizes vDNA [378].
Upon reactivation of KSHV, H3K4me3 levels on the viral genome augment, whereas H3K27me3
levels decrease [94]. Rossetto and Pari [211] demonstrated that UTX and KDM6B but also the
histone methyltransferase MLL2 interact with KSHV’s lncRNA PAN. This interaction leads to
demethylation of H3K27 and methylation of H3K4.

Histone modifications during latent infection. During latent infection of neurons, HSV-1
acquires facultative heterochromatin, several days post infection. First data indicate that infection
of non-neuronal cells with lytic-cycle-deficient HSV-1 mutants leads to acquisition of constitutive
heterochromatin, already 24 hpi. Genomes of the gammaherpesvirus KSHV by default become
latent upon infection of most cells and are decorated with the repressive histone modifications
H3K27me3 and H2AK119ub already 24 hpi to 48 hpi [93, 210].
Various host factors have been reported to play a role during the epigenetic regulation of her-
pesvirus infections. In recent literature, special focus has been on the establishment of repressive
histone modifications on herpesviral DNA, which is depicted in Fig. 1.7. As this study also in-
vestigates the repressed state of herpesviruses, these host factors will be explained more detailed
in the following sections.

1.3.1 PML-NB-mediated repression of herpesviruses

The PML protein. The PML protein has several isoforms, which are all generated from one
gene. They only differ in their C-terminal region, while the N-terminal RING finger B-box
and coiled-coil (RBCC)/tripartite motif is always the same [380, 381]. The highly conserved
RBCC/tripartite motiv consists of three zinc-binding domains, one is a RING-finger, the other a
coiled-coil region and the last one a B-box [382, 383]. This motif is found among several different
cellular proteins and thus, characterizes a wide variety of functions. One of this functions is the
elimination of missfolded proteins achieved through the E3 ubiquitin-ligase activity of the RING-
domain [384]. Furthermore, PML proteins were found to be associated with the DNA-damage
response, as DNA-damage sensors [385]. Additionally, these proteins directly bind to the tumor
suppressor p53 and induces its expression [386, 387]. PML proteins can induce cell death upon
different stimuli, whereas in absence of PML, cells can be resistant to apoptotic signals [388]. The
absence of PML results in acute promyelocytic leukemia (APL) [389] and polyglutamine repeat
neurodegenerative diseases [390]. In addition, Ishov et al. [391] discovered that the PML protein
is the key organizer of a multi-protein complex formation, formally known as ND10 nuclear body
- now referred to as PML-NB - which forms a matrix associated domain.

General characteristics of PML-NBs. The shell of a PML-NB consists of all nuclear iso-
forms of PML, which interact via their coiled-coil domain [392]. Additional proteins are recruited
and a PML-NB is formed. The recruitment is achieved by sumoylation of its interaction partners,
whereas PML itself has a SUMO-interacting motif (SIM). These complexes are 0.1 µm to 1.0
µm in diameter, belong to the nuclear matrix and are found in discrete foci all over the nucelus
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[393]. Disruption of PML occurs under oxidative stress, causing the protein to conjugate by poly-
SUMO2/3 chains. This results in the recruitment of a ubiquitin ligase, which polyubiquitinates
the PML-NB components and leads to their degradation in proteasomes. The function of this
protein complex is very diverse. On the one hand, PML-NBs are associated with activation of
transcription [388, 393, 394]; on the other hand, it was shown that these complexes could also
harbor repressive proteins, like DAXX and ATRX [395–397].

DAXX and ATRX. The protein ATRX forms a complex with DAXX. Together, they act as a
histone chaperon, specific for the histone variant H3.3 [267]. With decreasing levels of PML caused
by a knock-down of ATRX, Han et al. [398] could demonstrate that ATRX directly regulates PML
expression. PML-NBs were found in association with telomers, where they - together with their
ligands DAXX and ATRX - incorporate H3.3 and establish heterochromatin [360]. In general,
PML-NBs can differ among each other, depending on cell type and cellular stress level. For
example, interferon has been shown to be a trigger for PML-NB formation and growth of the
complex, since expression levels of several PML-NB components are increased, upon interferon
treatment [399].

PML-NBs’ association with HSV-1 and PRV. A factor that can lead to interferon type
I production is a virus infection of the cell [400]. Additionally, PML-NBs were found to be
associated with the genomes of several DNA-viruses in the nucleus [169, 391, 401, 402]. However,
some viruses - like HSV-1 - developed mechanisms to evade PML-mediated repression, to start
replication. During the herpesvirus life cycle, activation [403] and repression [119, 404, 405] are
associated with PML-NBs [406]. During infection with HSV-1wildtype (wt), the viral protein
ICP0 degrades PML-NBs, enabling replication [171]. The recruitment of ICP0 is achieved by
its SIM-like sequences, which bind to sumoylated PML [407]. Through the E3-ubiquitin-ligase
activity of ICP0 proteins like PML can then be degraded by proteosomal degradation [164]. It
was hypothesized that HSV-1 might exploit this mechanism to establish replication domains [406].
Already two hours post infection, the PML isoforms I-VI were shown to be degraded by ICP0
[171]. Moreover, the PML-NB component ATRX was shown to be actively degraded by ICP0 up
on de novo infection of human fibroblasts [408].
However, early during infection, PML-NBs were also shown to associate with HSV-1 genomes,
leading to decreased ICP0 expression [180, 405]. Although the entrapment by PML-NBs seems to
be saturated - since infection with high multiplicity of infection (MOI) overcomes this repression
- reintroduction of ICP0 leads to reactivation of the repressed genomes [135]. It is believed that
this can occur since only a defined number of cellular repressors are in one cell, thus when all are
occupied with viral genomes the remaining ones are not restricted and need no ICP0 to replicate
anymore [175, 177]. HSV-1∆ICP0 null-mutants can efficiently replicate in ATRX knock-out cells
compared to ATRX expressing cells [136]. Catez et al. [410] observed that, in neurons, PML-NBs
entrapment of viral genomes reduces LAT expression. Furthermore, upon interferon treatment
of neurons, prior to infection, PML levels increased and viral genomes were unable to reactivate
[119]. Furthermore, it was reported that lytic-cycle-deficient HSV-1 genomes, associate with PML-
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NBs shortly after infection and acquire H3K9me3, in human fibroblasts [135, 180]. In addition,
Yu et al. [411] have recently shown that PRV colocalizes with PML, leading to suppressed gene
transcription.
All these data demonstrate, that PML-NB-mediated repression seems to play a central role during
silencing of alphaherpesvirus genomes.

Figure 1.7: Epigenetic regulation of vDNA. Episomal vDNA becomes chromatinized and either activating or repressive histone
modifications are set. H3K27ac, H3K9ac and H3K4me3 are activating marks, leading to an open form of chromatin, which is
easily accessible for the replication machinery. H3K27me3 and H3K9me3 are hallmarks of repressed chromatin. H3K27me3 is
established by PRC2, whereas several enzymes can establish H3K9me3. (a) During genome silencing H3K9me3 is established
on H3.3, which is often found together with colocalization between viral genomes and PML-NBs. PML-NBs ahrbot the histon
chaperone complex ATRX/DAXX (b) IFI16 was shown to colocalize with repressed herpesvirusgenomes and is also thought to
mediate histone methylation. (c) The histonemethyltransferase SETDB1 can be recruited by the HUSH complex, which binds to
H3K9me3. The graphical representation originates from [379].

PML-NBs’ association with KSHV. In contrast to the above mentioned alphaherpesviruses,
the gammaherpesvirus KSHV does not colocalize with PML [146]. Despite recent data suggesting
colocalization of the viral protein LANA with DAXX [412], it was already demonstrated that
depletion of DAXX does not interfere with latency establishment of KSHV [146]. Thus, PML-
NB-mediated repression has no impact on latency establishment of KSHV.
The mechanisms leading to the difference between recognition of HSV-1 and PRV genomes by
PML-NBs on one side and the absence of this recognition for KSHV on the other side have yet to
be investigated.

1.3.2 PRC-mediated repression of herpesviruses

The PRCs are multi-protein complexes which catalyze the establishment of facultative heterochro-
matin. Detailed information of facultative heterochromatin and its establishment has been pre-
sented in Sec. 1.2.2.1.
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PRCs’ association with KSHV. Gene regulation of the gammaherpesvirus KSHV is highly
dependent on histone modifications [93, 94]. In particular, most of the latent KSHV genome
acquires facultative heterochromatin modifications already 24 hpi [93, 146, 210]. While H3K27me3
kept increasing to a certain point during the course of infection, H2AK119ub was highest in early
stages of the infection [93, 146, 210]. Even though early heterochromatinization and silencing of
KSHV by PRCs has been repeatedly described, the initial recruitment mechanisms are still poorly
understood. Toth et al. [209] observed that LANA directly interacts with PRC2. Furthermore,
LANA was shown to up-regulate EZH2 [413]. Besides, the high unmethylated CpG density of
KSHV has also been demonstrated to play a pivotal role within the establishment of facultative
heterochromatin [210]. The latter is supported by the description that the ncPRC1.1 can be
directly recruited to highly CpG-dense regions via one of its subunits, which is KDM2B. KSHV,
as well as HSV-1, are known to be highly CpG-rich and can be seen as one large CpG islands; thus
they seem to be a proper target for this factor. Günther et al. [210] previously demonstrated that
KDM2B is associated with KSHV genomes, very early during infection. From these results, it
can be concluded that the ncPRC pathway - where H2AK119ub is established before H3K27me3
- plays a role during KSHV repression. However, further studies - including knock-outs of the
catalytic subunit of PRC1 and its variants - need to be performed to determine a putative role of
the ncPRC-mediated repression pathways during early infection of KSHV.

PRCs’ association with HSV-1. Additionally, the alphaherpesvirus HSV-1 was reported to
acquire the facultative heterochromatin modification H3K27me3 in latently infected neurons [95,
134, 414]. ChIP-qualitative real-time PCR (qPCR) showed that 14 dpi several lytic gene promoters
of HSV-1 acquired this modification [95]. Furthermore, an association of SUZ12 and parts of the
HSV-1 genome has been observed [95]. Moreover, Kwiatkowski, Thompson, and Bloom [414] found
H3K27me3 together with H3K9me3 on HSV-1 genomes, in latently infected neurons at 28 dpi.
Cliffe, Garber, and Knipe [134] compared a LAT-deficient HSV-1 to HSV-1wt infection, at 28 dpi,
and observed reduced H3K27me3 levels, without LAT expression. Hence, LAT expression might
promote establishment of facultative heterochromatin, facilitating repression and subsequently the
latency establishment of the viral genome in neurons [134].

Although the importance of epigenetic regulation during the life cycle of different herpesviruses
has been frequently reported, underlying recruitment mechanisms are still poorly understood. In
particular, the different forms of heterochromatinization of the alphaherpesvirus HSV-1 shall be
subject of future studies. Further understanding of how the two different forms of heterochro-
matin are acquired is a key step to understand the different outcomes of herpesvirus infections.
Furthermore, data about a general mechanism among alphaherpesviruses, or even among different
subfamilies, are still missing. From current literature, it can be assumed that central mechanisms
- which determine the form of repressed chromatin - happen already early in infection. Therefore,
this study aims to decipher molecular mechanisms of latency establishment early after nuclear
entry of herpesvirus genomes in order to generalize previous findings.
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Herpesviruses can establish lifelong persistence in their host. This is achieved by silencing most
of the viral genome. It has previously been shown that the CpG-rich gammaherpesvirus KSHV
rapidly attracts PRCs, via the non-canonical recruitment, thereby being repressed through the
histone modifications H2AK119ub and H3K27me3. These two modifications are hallmarks of the
facultative heterochromatin, which represses transcription but can be erased relatively easily. A
common feature of herpesviruses is to occasionally reactivate and produce progeny. Therefore,
this metastable form of heterochromatin represents an ideal pathway for herpesviruses to acquire
a form of latency from which they can escape. In the cellular context, the ncPRC-mediated
repression serves to silence CpG islands via recognition of unmethylated CpG motifs. Interestingly,
alphaherpesviruses, such as HSV-1, also exhibit very high CpG frequencies. In latently infected
neurons, HSV-1 was shown to acquire the H3K27me3, whereas in fibroblasts there is evidence that
HSV-1 acquires the constitutive heterochromatin modification H3K9me3.
The published data support the hypothesis that there are two mechanisms by which silencing
of the herpesvirus genomes can be achieved, by establishment of facultative and by constitutive
heterochromatin. However, the early recruitment mechanisms of repressive complexes and the
decisive factors towards the different states of chromatinization and thus latency establishment
are still under debate. Furthermore, there are only a few data on the epigenetic profile of HSV-1,
with no available genome-wide data. Moreover, the connection between the epigenetic profile
and the reactivation ability of herpesviruses is poorly understood. Hence, this study aimed to
investigate whether PRC-mediated repression is a common feature among CpG-rich herpesviruses
and how this way of silencing influences the ability of the virus to reactivate, in comparison to
PML-NBs restriction and connect this to the epigenetic profile of the analyzed herpesviruses.
To answer this question, two closely related, lytic-replication-deficient alphaherpesvirus mutants,
HSV-1in1374 and PRV∆IE180, were used to assess the early chromatinization program of the
vDNA. Usage of lytic-cycle-deficient mutants allowed to study early chromatinization indepen-
dently of lytic reactivation - a state here called "quasi-latent" - in different cellular contexts. The
"quasi-latent" state is defined by the absence of replication in non-neuronal cells, which do not
represent the authentic latent reservoir of the used viruses. Furthermore, the used mutants al-
lowed for reactivation, under certain conditions. Additionally, a bioorthogonal labeling system
was adapted for PRV DNA, enabling the determination of host factors interacting with the viral
genomes, early after nuclear entry. Furthermore, the ability of the virus to reactivate, after the
successful acquisition of repressive chromatin, was investigated. Additionally, depletion and rein-
troduction of ATRX, in various cell lines, with subsequent infection experiments, should help to
elucidate its influence on herpesvirus reactivation.
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Usage of lytic-cycle-deficient mutants of HSV-1 and PRV allowed to study early chromatinization
independently of lytic reactivation in vitro, in non-neuronal cell lines, a state here called "quasi-
latent". Such virus mutants were already generated by other groups, with the possibility to allow
lytic replication under certain conditions.
For PRV lytic replication is entirely dependent on the IE gene IE180. Oyibo et al. [415] earlier
generated a deletion mutant incapable of lytic reactivation, which is called PRV∆IE180. Trans-
complementation of IE180, however, allows lytic induction and virus growth. The underlying
model cell line for PRV infections is the porcine kindney epithelia (PK15) cell line. PK15 cells
with an inducible IE180 gene were used for virus production, whereas PK15wt cells were used for
investigating the epigenome and the colocalization with different host-factors during the "quasi-
latent" state of PRV∆IE180. To this day, there is no knowledge about epigenetic marks on
replication-deficient PRV.
Similar to PRV, there is a lytic-cycle-deficient mutant of human pathogenic HSV-1 available.
This mutant is called HSV-1in1374 and is characterized by loss of function mutations in the genes
coding for the viral proteins VP16 and ICP0 [416, 417]. Additionally, it contains a temperature
sensitive mutant of ICP4 [416, 417]. The temperature sensitivity of ICP4 enables the virus to
replicate at a permissive temperature of 32 ◦C and to stay quiescent at a non-permissive tem-
perature of 38.5 ◦C [416, 417]. The underlying model cell lines for in vitro HSV-1 infections are,
besides neurons, human fibrolasts, which were used in the work presented here to investigate the
epigenome and the reactivation ability during the "quasi-latent" state of HSV-1in1374, in different
cellular contexts.

3.1 Lytic gene expression of PRV∆IE180 and
HSV-1in1374 is highly repressed

To verify the "quasi-latent" state of the infection system used, the absence of lytic gene expression
in the virus mutants was examined by RNA-sequencing (RNA-seq). This was performed on
PK15 cells infected with PRV∆IE180 and on immortalized human foreskin fibroblasts (BJ) cells
infected with HSV-1in1374 under non-permissive conditions. A detailed explanation about the
methodology can be found in Sec. 6.3.2 and in Sec. 6.5.
As shown in the RNA-seq data of HSV-1in1374 at 24 hpi (Fig. 3.1A), RNA of only a subset of
viral genes could be detected with very low copy numbers, which is indicated by the low read
counts on the Y-axis. Like the LAT region, where a small peak is visible, none of these genes is



3 Results 25

A

B

HSV-1

0

100

200

-100

-200

forward

reverse

B
J

LAT

RL1RL2

UL1

UL2

UL3

UL5

UL4

UL6

UL7

UL9

UL8

UL10

UL14

UL13

UL12

UL11

UL15

UL17

UL16

UL20

UL19

UL18

UL21

UL22

UL23

UL24

UL25

UL26

UL26.5

UL28

UL27

UL29UL30

UL32

UL31

UL33

UL34

UL35

UL36

UL37

UL38

UL39

UL40

UL41

UL42

UL43

UL44

UL45

UL47

UL46

UL48

UL49A

UL49

UL50

UL51

UL52

UL53

UL54

UL55

UL56 LAT

RL2

RL1

RS1

US1

US2

US3

US4

US5

US6

US7

US8

US8A

US9

US12

US11

US10

RS1

ORF-1

UL54

UL53

UL52

UL51

UL50

UL49.5

UL49

UL48

UL47

UL46

UL27

UL28

UL29UL30

UL31

UL32

UL33

UL34

UL35

UL36

UL37

UL38

UL39

UL40

UL41

UL42

UL43

UL44

UL26

UL26.5

UL25

UL24

UL23

UL22

UL21

UL20

UL19

UL18

UL15

UL17

UL16

UL14

UL13

UL12

UL11

UL10

UL9

UL8

UL7

UL6

UL5

UL4

UL3.5

UL3

UL2

UL1

EP0 IE180 US1

US3

US4

US6

US7

US8

BleoR

EGFP

Factor Xa site

sopB

sopA

repE

CmR

US2

US1 IE180

0

1000

2000

3000

-2000

-1000

-3000

PRV

P
K

1
5

BAC cassette

re
a
d

c
o
u
n

ts
re

a
d

c
o

u
n

ts

Figure 3.1: RNA-seq data of lytic-cycle-deficient HSV-1 or PRV. (A) RNA-seq analysis of BJ cells infected with HSV-1in1374
at non-permissive temperature, 24 hpi, with MOI 10 (B) RNA-seq analysis of PK15 cells infected with PRV∆IE180, 24 hpi, with
MOI 10. RNA-seq data were mapped to the respective viral genome using STAR. Reads were counted in 100 bp windows for
forward (blue) and reverse (red) reads, respectively. Read counts across these windows are shown in the upper and lower panel,
of the illustrated plots (Y-axis).

needed to initiate lytic replication. Another peak was detected at UL21, which transcribes for a
tegument protein which facilitates cell-to-cell spread [418].
RNA-seq data of PRV-infected PK15 cells at 24 hpi, are shown in Fig. 3.1B. For PRV∆IE180 also
only a few transcripts were detected. Some of the associated transcription levels were as high as
the one coding for enhanced green fluorescent protein (EGFP), which is no part of the viral genome
but only of the bacterial artificial chromosome (BAC)-cassette. Since the BAC-cassette has its
own human promoter, the EGFP expression is unrelated to the viral gene expression. However,
the human promoter located in the viral genome can contribute to transcription of other viral
genes. The following viral genes were expressed:

• US1, which is an accessory regulator of viral gene expression [419, 420], responsible for the
interaction with IE180 - if expressed.

• US4, which transcribes for glycoprotein G [421], which is also not needed for lytic replication.
• UL36, which is a tegument protein and important for virus envelopment, late during infection

[422].
• UL2, which codes for the uracil-DNA glycosylase [123].
• UL21, which encodes a tegument protein.
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• ORF1, whose function is still unknown [123].

To summarize, as none of these genes is capable of initiating viral lytic replication, these RNA-seq
results ensure this work’s investigation of repressed vDNA.

3.2 PRV∆IE180 acquires different types of
heterochromatin

The PRV genome has a higher CpG content than that of KSHV. In addition, KSHV was shown
to acquire repressive histone modifications via PRC. Thus, PRC-associated histone modifications
were expected to be acquired by lytic-cycle-deficient PRV. To identify the epigenetic landscape of
PRV∆IE180, PK15 cells were infected with the virus mutant with a MOI of 10 and ChIP experi-
ments were performed at 24 hpi and 72 hpi (Fig. 3.2A). To investigate the presence of the different
forms of heterochromatin H3K27me3, H2AK119ub and H3K9me3 were analyzed. To control for
the absence of activating modifications of the viral genome H3K27ac and H3K36me2 were ana-
lyzed. Furthermore, another repressive epigenetic modification, DNA methylation, was analyzed.
DNA methylation of the virus, at 72 hpi, was examined by MinION-sequencing (MinION-seq).

ChIP-seq of PRV∆IE180. The infected cells were fixed at the corresponding time point post
infection and, subsequently, ChIP was performed. A detailed explanation about the methodology
can be found in Sec. 6.3.15 and Sec. 6.3.1.
ChIP-seq tracks of the respective histone modifications at 24 hpi are shown in Fig. 3.2B. The
time point 24 hpi was picked to be displayed in a coverage plots, as an example for the pattern
of the different histone modifications on the viral genome. However, both time points were used
for quantification and statistical analysis, as shown in the box-plots in Fig. 3.2E-F. In Fig. 3.2B,
the read coverage on the viral genome is shown for each modification. The higher the signal in
the illustrated plot, the more vDNA was pulled down with the respective antibody. The input
sample, where no antibody was added to the DNA, serves to quantify the efficiency of a pull-down
relative to the initial sample quantity and is used to detect regionally different enrichment of a
modification. The H3 sample is a control for the general nucleosome occupancy on the DNA and
thus can be used as a reference for normalization, like the input. Hence, all signals above the
levels for input and H3 can be assumed to be enrichment for the specific histone modification.
In stark contrast to KSHV, ChIP-seq of PRV-infected cells revealed that the PRV∆IE180 genomes
did not acquire the PRC2-mediated facultative heterochromatin mark H3K27me3. However, it
is decorated with the PRC1-mediated facultative heterochromatin mark H2AK119ub. The latter
has also been found on KSHV [210]. Additionally, the presence of the ubiquitously present histone
mark H3K36me2 was investigated, since this modification is actively erased by the ncPRC1.1 sub-
unit KDM2B. H3K36me2 was not detected on the PRV∆IE180 genomes (Fig. 3.2B), supporting
a model in which nc PRC1 recruitment via KDM2B is active on PRV∆IE180. In addition to the
repressive mark H2AK119ub, the constitutive heterochromatin mark H3K9me3, which is less dy-
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Figure 3.2: ChIP-seq analysis of PRV∆IE180 infected PK15 cells. (A) Experimental set-up to analyze histone modifications of
the lytic-cycle-deficient PRV mutant. PK15 cells were infected with MOI 10 of PRV∆IE180. At two time points post infection -
24 hpi and 72 hpi - infected cells were fixed and ChIP was performed, followed by qPCR and sequencing. (B) The read coverage
for H3K27ac-, H3K36me2-, H3K27me3-, H2AK119ub-, H3K9me3-, H3-pulldowns and input of PRV genomes in PK15 cells. Viral
reads were mapped to the PRV genome by using Bowtie2. Depicted are total mapped read counts to the PRV genome. (C)
The upper panel shows the total CpGs which could be analyzed through the obtained MinION reads, DNA methylation levels of
PRV∆IE180 in the lower panel. (D - F) Box-whisker-plots with 5th – 95th percentile and median of average enrichment of the
indicated antibody levels, in positive and negative regions of the cellular genome compared to the average enrichment on the PRV
genome. For each antibody, 200 positive and negative regions were detected by EPIC2-peakcalling using a bin-size of 3 kbp. On
the viral genome 2.5 kbp windows were used to calculate the enrichment. All the detected regions were normalized by H3 read
counts and to the average of the negative control for each antibody. (F) The same was done for H3 levels, which were normalized to
input. Furthermore, statistical testing was performed, using one-way ANOVA with subsequent Sidak’s test. Significance levels are
indicated by asterisks, which are displayed above the compared datasets, *p<0.033, **p<0.002, ***p<0.001. ChIP experiments
were done in biological replicates; however, only one replicate was sequenced with the other being depicted as ChIP-qPCR in the
supplement.
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namic than facultative heterochromatin, was enriched across all the viral genome (Fig. 3.2B). In
addition to repressive histone marks, the activating histone modification H3K27ac was analyzed,
to control for the absence of an active state of the viral genome. H3K27ac was only detected
in the BAC-cassette, confirming the just mentioned RNA-seq data, where PRV∆IE180 hardly
transcribes any gene in this infection model.
Although the coverage data was normalized to total read counts, due to lacking enrichment pat-
terns on the viral genome a statistical method, described previously by Günther et al. [210], was
used. This method normalizes the ChIP-seq signals on the viral genomes to positive and negative
control sites on the host genome for the respective modification. The box-plots in Fig. 3.2D - F
show the quantified enrichment over H3 with respect to the host control regions, indicated as
PK15pos and PK15neg. A more detailed explanation about the analytical methodology can be
found in Sec. 6.5.
Different to most published data where histone marks are normalized to input, H3 levels were
used in this study. H3 resembles a control for the general nucleosome occupancy on the DNA. In
contrast to H3, the input harbors also unchromatinized DNA. Therefore, if not all of the viral
genomes are chromatinized, which can be true especially early during infection, normalizing to
input can lower the real enrichment levels of the respective histone modification.
Ultimately, the obtained results have been analyzed towards possible statistical significance. First
the data were displayed in a box-plot and, subsequently, statistical testing was performed, using
a one-way ANOVA with post-hoc Sidak’s test. A more detailed explanation about the statistical
methodology can be found in Sec. 6.7. The corresponding box-plots are shown in Fig. 3.2D - F,
with the two time points directly compared to each other.
To analyze the general chromatinization state of the virus H3 levels on the viral genomes were
caluclated. H3 levels were calculated by normalizing the specific signals to input, which is shown
in Fig. 3.2F. The H3 levels on the viral genome were below 1 for both time points, indicating
that not all episomes were chromatinized. This result justified the normalization to H3 instead of
using the input.
For H3K9me3 and H2AK119ub, this comparison revealed that heterochromatinization remained
constant over time, since both modifications were significantly enriched over the host negative con-
trol (Fig. 3.2 E). Furthermore, virus associated signals for H3K27ac, H3K36me2 and H3K27me3
entirely represent background, as judged by the respective negative controls (Fig. 3.2D and E).
The presented results in Fig. 3.2 represent one replicate. However, a second replicate was per-
formed as ChIP-qPCR which, together with ChIP-qPCR data from the first replicate, can be
found in the supplementary data (Fig. S1A - E). Performing a qPCR with the ChIP-samples is a
good way to analyze the success of the experiment and to gain a first impression of whether the
investigated modifications were present on the genome. However, unlike ChIP-seq data, which
show information for the whole genome, ChIP-qPCR data only harbor information about some,
selected, loci.
Both ChIP-qPCR experiment showed similar results (Fig. S1A - E) and these results were sim-
ilar to the ChIP-seq data. Therefore, the qPCR of the second replicate can be considered as
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independent verification of the data.

ChIP-seq of replication competent PRV. In order to investigate the early onset of histone
marks in a infection model with a replication-competent PRV, PK15 cells were infected with
PRVwt with an MOI of 10. Cells were fixed at 3 hpi and subsequently ChIP-seq was performed.
The obtained data were quantified and statistically analyzed, as described above, except for the
normalization which was performed using input.
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Figure 3.3: ChIP-seq analysis of PRV infected PK15 cells. (A) Experimental set-up to analyze histone modifications of the
replication-competent PRV. PK15 cells were infected with MOI 10 of PRV. At 3 hpi infected cells were fixed and ChIP was
performed, followed by sequencing. (B) Box-whisker-plots with 5th – 95th percentile and median of average enrichment of the
indicated antibody levels, in positive and negative regions of the cellular genome compared to the average enrichment on the
PRV genome. For each antibody, 200 positive and negative regions were detected by EPIC2-peakcalling, using a bin-size of 3
kbp. On the viral genome 2.5 kbp windows were used to calculate the enrichment. All the detected regions were normalized to
input read counts and to the average of the negative control for each antibody. Furthermore, statistical testing was performed,
using one-way ANOVA with subsequent Sidak’s test. Significance levels are indicated by asterisks, which are displayed above the
compared datasets, *p<0.033, **p<0.002, ***p<0.001.

As shown in the box-plot of Fig. 3.3B, at 3 hpi, no H2AK119ub was acquired on the replication
competent PRV. In addition, H3K27me3 levels on the viral genome were below the cellular
negative control. However, H3K36me2 levels were significantly enriched over the negative control,
on the viral genomes. The presence of this modification together with the absence of the two
facultative heterochromatin marks argues for the absence of PRCs, on the viral genomes, at this
time point. Since in this infection model the virus will start to replicate from approximately 4 hpi
on, the absence of the repressive modifications was expected. However, another repressive histone
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modification, H3K9me3, was detected on the viral genomes. This finding was unforeseen, since
lytic replication was about to start shortly after the time point of fixation.

Taken together, the ChIP data revealed that lytic-cycle-deficient PRV genomes are able to acquire
two different repressive histone modifications, i.e. H2AK119ub and H3K9me3. Furthermore,
PRVwt did not acquire facultative heterochromatin marks, however, low levels of the constitutive
heterochromatin mark, H3K9me3, could be detected.
DNA methylation has been shown to play an important role to distinguish cellular from foreign
DNA [423]. DNA methylation was shown to be present on the viral genomes of EBV [424] and
KSHV [93] in long-term-infected cells. However, it has previously been shown for KSHV that
DNA methylation does not play a role in latency establishment [93]. Since DNA methylation is
usually incompatible with ncPRC1 recruitment but not with constitutive heterochromatin [425–
427], the methylation state of PRV∆IE180 was investigated. Since the above mentioned data
demonstrated the presence of H3K9me3 on PRV∆IE180 genomes already 24 hpi, it was assumed
to find this modification earlier on PRV than on KSHV. H3K9me3 was shown to correlate with
DNA methylation. H3K9me3 was only found on KSHV in cancer cells harboring the virus and
been infected for decades [94]. Hence, the DNA methylation state of PRV∆IE180-DNA was
analyzed next.

DNA methylation of PRV∆IE180. To investigate DNA methylation for PRV, the time point
72 hpi was chosen (Fig. 3.2C). At this time point high molecular genomic DNA was isolated from
infected cells, to perform MinION-seq. The upper panel of Fig. 3.2C shows the total CpGs
which could be analyzed through the obtained MinION reads. Almost the entire episome could
be analyzed. However, virtually no DNA methylation was detectable, which is illustrated in the
lower panel of Fig. 3.2C. Therefore, similar to KSHV-DNA methylation is very unlikely to play a
role during early episome silencing and latency establishment.

In conclusion, two distinct constitutive heterochromatin modifications were detected on the lytic-
cycle-deficent PRV genomes, however no methylation of the vDNA was observed. Since H3K9me3
and H2AK119ub establish two different forms of heterochromatin and are also not described to
be found at identical regions of the cellular genome, it is highly unlikely that both histone marks
are acquired on the same viral episome.
Together with the findings from the replication competent PRV the observed results hint towards
a hypothesis where some alphaherpesvirus genomes acquire the tight repressive histone mark
H3K9me3 even during a potential lytic infection and ultimately this subpopulation will not be able
to replicate. Whereas the rest of the genomes acquires activating histone marks, like H3K36me2,
during a lytic infection, which ultimately leads to progeny production. During a quiescent or latent
infection the genomes that will not acquire H3K9me3 might be repressed through H2AK119ub.
To investigate whether there are two subpopulations of viral episomes, a tool was needed which
could analyze single episomes, since ChIP data only display bulk information. A good method to
study spatiotemporal dynamics of single episomes, interacting with different host factors, would
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be an imaging system for vDNA.

3.3 Visualization of individual PRV episomes

To investigate whether there are two subpopulations of viral episomes, a visualization system for
vDNA had to be established. Preferably, this should be a live-cell imaging system, as this has
the advantage of tracking viral particles during infection. For KSHV-DNA, a live-cell imaging
system has already been successfully established in the laboratory (T. Günther, unpublished).
This system uses a clustered regularly interspaced short palindromic repeats (CRISPR)/Cas-based
method. This requires a single guide RNA (sgRNA) against the viral genome. The technique for
KSHV makes use of the viral TRs as targets for the sgRNA to allow amplification of the signal
above the background. In the KSHV genome, the TRs are 801 bps long and there are 40 copies
of each. Thus, enrichment of sgRNAs on the genome is possible. In contrast, the TRs in PRV are
much shorter, so it was not certain whether there is sufficient spatial expansion for the system to
work. Therefore, in parallel to the CRISPR/Cas based live-cell imaging technique, another live-
cell imaging technique has been attempted to be established, as well as an alternative visualization
system for vDNA, whereby the cells must be fixed. These three methods and the results obtained
are described below.

A live-cell imaging approach to visualize PRV episomes via a CRISPR/Cas based
technique. A system which enabled single episome visualization for KSHV was already estab-
lished in the lab for, making use of a CRISPR/Cas9 based technique, which was published by
Tanenbaum et al. [428]. This system uses a repetitive peptide array which the authors termed
"SunTag". This peptide array is fused to a catalytically inactive Cas9 (dCas9) protein and recruits
multiple copies of any protein that is fused to the respective antibody fragment.
For KSHV, a sgRNA, which binds to the TRs of the KSHV genome, was successfully used to
recruit a dCas9. Furthermore, green fluorescent protein (GFP) fused to the respective antibody
fragment, which could bind to the peptide array enabled the fluorescently labeling of incoming
KSHV genomes (T. Günther, unpublished).
In an approach to establish this system for PRV, different sgRNAs against repetitive regions
on the vDNA were used. Specifically, PK15 cells were stably transduced with the respective
sgRNAs expression construct as well as the dCas9-"SunTag" and the scFv-GCN4-GFP expression
constructs. Single cell clones were then screened by using a PRVwt infection to detect GFP-labeled
RC, thereby verifying the successful labeling of vDNA. Subsequently, cell clones with the brightest
signal for RCs were used for infection experiments and live-cell microscopy during the early phase
of infection. To verify this method, a replication-competent PRV harboring an mCherry-tagged
capsid was used. The capsid-tag allowed to track the virus particles early in infection. After
several repetitions of the experiment, only replicating vDNA could be visualized by this approach.
Shown as an example in Fig. 3.4A are infected cells at 1 hpi and at 15 hpi. At the later time point
accumulation of the GFP signal was detected, in the form of a typically shaped alphaherpesvirus
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acpRC [429, 430], filling almost the whole nucleus. However, no single incoming viral genomes
could be detected, as shown for the early infection time point (Fig. 3.4A). One reason for the
failure of this technique with single PRV genomes could be the small and few repetitive elements
in the viral genome compared to KSHV. Therefore, not enough dCas9-"SunTag" was attached
to the PRV genome to achieve sufficiently high signal amplification of the fluorophore relative to
background fluorescence. Thus, this approach could be used for imaging in living cells to visualize
replicating vDNA. However, for visualization of individual viral genomes, this approach requires
structures similar to the TRs of KSHV to achieve sufficient signal amplification.

A live-cell imaging approach to visualize PRV episomes via the "ANCHOR" tech-
nology. Alternatively to the live-cell imaging approach described above, the recently published
"ANCHOR" technology was employed to visualize viral genomes in living cells. The principle
of the so-called "ANCHOR" technology, was adapted from a system found in bacteria, as part
of the ParABS chromosome segregation machinery [431]. In its adapted form, the "ANCHOR"
technology uses the 1 kbp large, highly repetitive, ANCH-sequence, to polymerize the OR-protein
on it [432]. The ANCHOR technology has already been successfully used for other viruses, like
HCMV, Adenovirus and human immunodeficiency virus (HIV) [433–435]. To visualize the pro-
cess of the OR accumulation on the ANCH-sequence, the OR-protein was tagged with mCherry
and stably transduced in PK15 cells. Additionally, the ANCH-sequence was incorporated into
the vDNA by homologous recombination (a more detailed explanation of the methodology can
be found in 6.6.3.2). As shown in Fig. 3.4B, at 1 hpi, only the capsid signal was visible but no
ANCHOR-signal. Initially, this observation was attributed to the high background signal of the
OR-mCherry construct. Thus, different sorting approaches with additional single-cell screening
were used to reduce the high background signal. However, similar to the SunTag approach, again
only replicating vDNA could be visualized late during infection, which is shown in Fig. 3.4.

A fixed-cell imaging approach to visualize PRV episomes via bioorthogonal labeling.
With the primary objective to use the imaging system to investigate colocalization events between
vDNA and host factors, another imaging approach was used, based on bioorthogonal labeling of
vDNA. However, as this approach required cells to be fixed, it was no longer possible to follow
a single virus genome during the course of an infection. In order to retain the possibility of
investigating colocalization events between single episomes and host factors in a temporal manner,
cells were fixed at different time points during the infection.
The bioorthogonal labeling method is based on the incorporation of a nucleotide analogue, here
5-ethynyl-2’-deoxycytidine (EdC), into replicating DNA, followed by addition of a fluorescently
tagged azide-group, which covalently binds to the nucleotide analogue, via the so called click-
chemistry. In this case, virus was produced in the presence of EdC and then harvested and
concentrated to remove any of the residual EdC. A more detailed explanation of the method can
be found in Sec. 6.6.2.
This method was used to incorporate EdC into either PRV∆IE180 or replication-competent PRV
an GFP-taged capsid. The underlying method was adapted from published data of HSV-1 [436]
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and verified through colocalization between the capsid of the GFP-taged virus and the EdC-signal
of the viral genome. As shown in Fig. 3.4C, replicating vDNA could be visualized during stock
production with EdC, at 15 hpi. At this time point post infection GFP-signal accumulation in
the form of a RC were observed. In addition, capsid and single genome dots were found in close
proximity to each other, already 2 hpi (Fig. 3.4C).
After verification of the bioorthogonal labeling strategy, this method was further used for host-
factor colocalization experiments.

Taken together, these results indicate that it was not possible to establish a live cell imaging
approach for single viral episomes of PRV. This may be due to insufficient signal amplification
over the background for a single viral episome. However, the successfully established bioorthogonal
labeling approach of vDNA with fixed cells allowed further investigation of colocalization between
host factors and PRV episomes.
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Figure 3.4: Different imaging approaches to visualize incoming vDNA into the nucleus. (A) The SunTag-System was applied to
PRV by using a sgRNA against the virus and GFP as a fluorophor. To follow the infection, a PRV-mutant with a tagged capsid
to mCherry was used. Imaging was done with a confocal fluorescence microscope with an incubation chamber from 1 hpi to 15
hpi. Only at late time points post infection, when replication was far advanced, replication compartments could be visualized
by the SunTag-System. (B) The ANCHOR-technology was applied to PRV by using the OR protein tagged to mCherry and the
ANCH-sequence incorporated into a PRV mutant with a tagged capsid to GFP. Imaging was done as explained above at different
time points post infection. Visualization of vDNA was only possible after accumulation of DNA during replication, shown here at
3 dpi. (C) A Bioorthogonal labeling method was applied to PRV by using EdC as a nucleotide analogue during virus production.
Using this method incoming genomes could be successfully visualized. The EdC signal was found in close proximity to the GFP-
tagged capsid signal of PRV. As a control for incorporation during virus production with EdC, PRV producing cells were fed
with EdC, fixed and stained 15 hpi. The EdC signal was highly enriched in the form of a RC. Images were done using a confocal
fluorescence microscope. In all images representative areas for each cell type are shown as maximum intensity projections. Scale
bars indicate 10 µm.
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3.4 PRV episomes colocalize with host factors of two
different repressive pathways

Colocalization events between lytic-cycle-deficient PRV∆IE180 with host factors were studied by
applying the just described biorthogonal labeling together with different visualization techniques
for the respective host proteins. The host factors of interest were either visualized by immunoflu-
orescence (IF) or by cloning a fluorescent-tag on the respective host protein (Fig. 3.5A).

A fraction of PRV genomes colocalize with PML. Since for HSV-1 it is already known
that vDNA colocalizes to PML-NBs [169–172] and this was recently also shown for PRVwt early
in infection [411], a potential interaction between PML and PRV∆IE180 DNA was investigated.
In order to do so, a PML-GFP construct was stably transduced into PK15 cells and GFP-positive
cells were sorted prior to infection. The fluorescent tag was used because no commercial antibody
against PML in porcine cells was available. Although the human and porcine PML proteins and
their isoforms are very similar, the antibody against PML could not be detected in PK15 cells in
our laboratory.
At different time points post infection, cells were fixed and, subsequently, bioorthogonal labeling
was performed. For the labeling of vDNA the Alexa Fluor 555 picolyl azide (ThermoFisher)
was used, which was covalently bound to EdC. Additionally, the cells were stained with the
DNA intercalating dye Hoechst33342, in order to identify the nucleus. The imaging process was
conducted with a confocal laser-scanning microscope within the nucleus of infected PK15 cells (a
more detailed description of the method can be found in Sec. 6.6.2)
Fig. 3.5B shows representative cells of this imaging at the indicated time point post infection, as
maximum-intensity-projections. At 3 hpi, first colocalization events between PRV∆IE180-DNA
and PML were visible, indicated by the white arrows in the respective merge-image (Fig. 3.5B).
At later time points, ring-like structures, consisting of PML could be observed. These structures
were found to enclose some of the viral particles (Fig. 3.5B, zoom). The colocalization events
between the vDNA and PML were calculated in two independent experiments and are shown as
bar-plots with the corresponding standard deviation (SD) (Fig. 3.5B). For the time point of 3
hpi, the SD between the experiments is not displayed, since it was less than one. The overall
colocalization events increased over time, starting at about 11 % at 3 hpi, followed by 36 % at 6
hpi, to about 60 % at 24 hpi.

In conclusion, it could be shown that at 24 hpi colocalization levels between PML and PRV∆IE180
reached 60 %. The histone modification H3K9me3 is believed to occur upon PML-NBs-mediated
silencing, as shown for telomers, since PML-NBs can harbor the H3K9-methyltransferase SETDB1.
Thus, it is likely that the viral genomes colocalizing with PML-NBs acquire H3K9me3.
In addition to H3K9me3, the repressive histone mark H2AK119ub was found on the PRV∆IE180
genome 24 hpi (Sec. 3.2). In order to establish H2AK119ub, PRC1 has to associate with the viral
genome. Since KDM2B - a subunit of the ncPRC1.1 complex - was already shown to associate
with unmethylated CpG islands [437] and was recently found to be associated with KSHV genomes
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[210], this protein was used for further colocalization studies.

A fraction of PRV genomes colocalize with KDM2B. After fixing the PRV∆IE180-
infected cells, at 3 hpi and 6 hpi, labeling of the vDNA was performed and KDM2B was antibody-
stained. Fig. 3.5C shows colocalization events between the PRV∆IE180-episomes and KDM2B.
The sites of colocalization are indicated by the white arrows in the respective merge-image. The
colocalization events between vDNA and KDM2B were quantified at two different time points post
infection and the results are shown as bar-plot in Fig. 3.5C. Similar to PML, colocalization events
between vDNA and the host protein increased over time. At 3 hpi about 10 % of the genomes
colocalized with KDM2B, at 6 hpi 28 % of genomes colocalized with the host protein (Fig. 3.5C).

Taken together, the two host proteins PML and KDM2B were found to colocalize with PRV
genomes. These host factors are associated with two different silencing complexes in the host
cell. Furthermore, the two modifications have not been described to occur together on the same
nucleosome. Therefore, these results support a model in which different cellular pathways and
repressive complexes can act upon PRV genomes by yet unknown recruitment mechanisms. One
pathway is by repression through PML and the other by repression through PRC1.
To examine whether this might be true not only for the porcine virus PRV but also for a human
pathogenic virus a similar set of analyses was performed by using a lytic-cycle-deficient HSV-1
mutant. Moreover, since PK15 cells originate from pigs they are limited in terms of commercially
available antibodies as well as siRNAs against different host proteins, which would enable further
investigation of the host proteins. Therefore, by using a human alphaherpesvirus, human cell
lines could be infected and subsequent experiments, including knock-down and knock-out studies
of specific host factors were facilitated.
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Figure 3.5: PRV colocalization with host factors. (A) Experimental set-up of the colocalization analysis between bioorthogonally
labeled PRV∆IE180-EdC and fluorescently labeled host factors. PRV∆IE180-EdC was covalently linked to the Alexa Fluor 555
picolyl azide via the click-chemistry. At different time points post infection cells were fixed, stained and imaged. (B) Colocalization
events between the vDNA and stably expressed PML IV-GFP in PK15 cells were imaged and a representative picture of each
time point is shown as maximum-intensity-projection. Furthermore, colocalization events were calculated in two independent
experiments and shown here as bar-plots with SD. For each experiment and time point between 26 and 50 cells were analyzed,
with total genome numbers between 80 and 168. (C) Colocalization events between the vDNA and antibody-stained KDM2B,
using a secondary Alexa Fluor 488 antibody in PK15 cells were imaged and a representative picture of each time point is shown
as maximum-intensity-projection. Additionally, colocalization events between the vDNA and KDM2B were calculated in one
experiment and shown here as bar-plots. For each time point between 31 and 58 cells were analyzed, with total genome numbers
between 119 and 156. White arrows indicate colocalization events in the merged images. Hoechst33342 was added for nucleus
staining. Scale bars indicate 10 µm.

3.5 Heterochromatinization of HSV-1in1374 is cell
dependent

HSV-1 is a human alphaherpesviurs and very closely related to PRV. For HSV-1 first available data
indicates that the viral genome is decorated with H3K9me3 when human fibroblasts were infected
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with an HSV-1 ICP0-null mutant [135]. However, in latently infected neurons, which resembles
the natural reservoir of HSV-1, repression seems to be established by PRC2, since H3K27me3
was found on these genomes [95, 134]. Thus, different states of repressive heterochromatin can be
acquired by HSV-1, depending e.g. on the cellular context.
For the experiments with HSV-1, the lytic-cycle-deficient HSV-1in1374 was used. As described
in the beginning of this chapter (Sec. 3), this virus mutant is characterized by loss of function
mutations in the genes coding for the viral proteins VP16 and ICP0. Furthermore, it contains a
temperature sensitive mutant of ICP4, with a replication inducing permissive temperature of 32
◦C and a non-permissive temperature of 38.5 ◦C [416, 417]. The non-permissive condition was
used to investigate the epigenetic profile of the quiescent and therefore a latency-like state of the
HSV-1in1374 genomes.
Although HSV-1in1374 should be able to replicate at permissive conditions, not all cell types
allowed virus production. In human dermal fibroblasts (HDF), for example, it was not possible to
induce viral replication under the permissive temperature. This lack of virus production can most
likely be attributed to the non-functional ICP0 in HSV-1in1374, which is not essential for virus
replication but its mere absence has been shown to decrease viral yields [178]. To overcome this,
U2OS cells were used for virus production of HSV-1in1374, since these cells were already known
to support viral replication of HSV-1 ICP0-null mutants [178].
Considering the here observed, cell dependent, discrepancies in the virus’ ability to replicate,
differences in chromatinization of HSV-1in1374 were suspected to be found when infecting the
two cell lines U2OS and HDF. Therefore, chromatin states of HSV-1in1374 were investigated in
HDF as well as in U2OS cells, under non-permissive conditions (Fig. 3.6A).

ChIP-seq of HSV-1. HDF and U2OS cells were infected with HSV-1in1374 at MOI 10. Subse-
quently, ChIP was performed at 24 hpi (Fig. 3.6A). A detailed explanation about the methodology
can be found in Sec. 6.3.15.
ChIP-seq tracks of the respective histone modifications at 24 hpi are shown in the coverage plots
in Fig. 3.6B, in the indicated cell line. The viral reads for each modification were mapped to the
HSV-1 genome, with input and H3 representing background controls, as described for the PRV
data in Sec. 3.2.
Similar to PRV, in U2OS cells both diverging repressive histone marks were found on HSV-1in1374
genomes. H2AK119ub was more abundant on the viral genome than H3K9me3 (Fig. 3.6C).
Contrary to U2OS cells, in HDF cells only H3K9me3 was highly abundant, while PRC1-mediated
ubiquitination of H2A was not detectable (Fig. 3.6B). Similar to PRV, H3K27me3 was not
detected on HSV-1 genomes, which is shown for HDF cells in Fig. 3.6B and for U2OS cells in the
supplementary Fig. S2.
As described above for PRV (Sec. 3.2), the enrichment of the respective histone modification on
the viral genomes was calculated relative to the respective positive and negative regions for the
modification on the host genome. The results of this comparison and the corresponding statistical
analysis are shown in the box-plots in Fig. 3.6D and E.
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Figure 3.6: ChIP-seq analysis of HSV-1in1374 infected HDF and U2OS cells. (A) Experimental set-up to analyze histone
modifications of HSV-1in1374. HDF or U2OS cells were infected with MOI 10 of HSV-1in1374. At 24 hpi, infected cells were
fixed and ChIP was performed. (B - C) Coverage plots are shown for H3K27me3, H2AK119ub, H3K9me3, H3 and input of HSV-1
genomes in HDF and U2OS cells, respectively. Viral reads were mapped to the HSV-1 genome, using Bowtie2. Depicted are
total mapped read counts to the HSV-1 genome. (D - E) Box-whisker-plots with 5th – 95th percentile and median of average
enrichment of the indicated antibody levels in positive and negative regions of the cellular genome, compared to the average
enrichment on the HSV-1 genome. For each antibody, 200 positive and negative regions were detected by EPIC2-peakcalling,
using 3kbp windows. On the viral genome, 2.5 kbp windows were used to calculate the enrichment. All the detected regions
were normalized to H3 read counts and to the average of the negative control for each antibody. (E) The same quantification as
in D was done for H3 levels, normalized to input. Furthermore, statistical testing was performed, using one-way ANOVA with
subsequent Sidak’s test. Significance levels are indicated by asterisks, which are displayed above the compared datasets, *p<0.033,
**p<0.002, ***p<0.001. ChIP experiments were done in biological replicates; however, only one replicate was sequenced with
the other being depicted as ChIP-qPCR in the supplement. (F) Immunoplot against ATRX and β-actin, of whole cell lysates of
U2OS and HDF cells, respectively.
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The quantification of the sequencing data revealed that H3K9me3 was highly enriched on the
viral genome in HDFs, however, neither H2AK119ub nor H3K27me3 was detectable(Fig. 3.6D).
In contrast to HDFs, H2AK119ub was highly enriched in U2OS cells (Fig. 3.6D). In addition,
H3K9me3 was significantly enriched on HSV-1in1374 in U2OS cells.

In summary, similar to lytic-cycle-deficient PRV, lytic-cycle-deficient HSV-1 was found to acquire
constitutive as well as facultative heterochromatin. Furthermore, the respective levels are most
likely dependent on the cellular context.
As for PRV, a second replicate of this experiment was performed, to confirm the above findings
on the level of ChIP-qPCR and can be found together with the ChIP-qPCR data from the first
replicate in the supplementary data (Fig. S2).
The ChIP-qPCR results were similar and consistent with ChIP-seq data with one exception. In
the qPCR-data for HDFs the signal for H2AK119ub was higher than the respective negative
control. This finding suggests that H2AK119ub would be present on the viral genome. However,
H2AK119ub was not detected on the HSV-1 genome after sequencing. When comparing the signal
for H2AK119ub to the positive control for H2AK119ub it is lower. Thus, for this modification
it seems that the positive controls are more important to compare the enrichment. One possible
explanation of the discrepancy, between the ChIP-seq and ChIP-qPCR result could be the fact
that H2AK119ub is a highly dynamic and ubiquitously found mark on the cellular genome. Thus,
when only using ChIP-qPCR as a analysis tool more human positive and negative controls should
be used.
In the second replicate also H3K36me2 and H3K27ac were analyzed, similar to the sequenced
replicate for PRV. Since both modifications were not detectable on the viral genome neither of
the samples was sequenced.

In conclusion, different states of chromatin were acquired by lytic-cycle-deficient HSV-1 U2OS
cells and HDFs. In U2OS cells two distinct heterochromatin marks were detected on the viral
genomes; one a hallmark for constitutive heterochromatin and the other representing facultative
heterochromatin. In contrast to this, in HDF cells only constitutive heterochromatin was observed
on the viral genomes.
An important difference between both cell lines is the lack of the chromatin remodeler ATRX
in U2OS cells, which is shown in the immunoblot against ATRX in Fig. 3.6F. In the U2OS cell
lysate no ATRX was detected, while HDFs showed the specific band at 280 kDa. In addition, two
more bands were detected in the HDF lysate, which can be assigned to the different isoforms of
the protein.
Since ATRX together with DAXX acts as a H3.3 chaperone, this protein is important for de novo
histone incorporation. Thus, total H3 levels were also examined on the viral genome. As shown in
Fig. 3.6E, H3 levels were relatively similar. Therefore, although the chromatin remodeler ATRX
is missing in U2OS cells, de novo acquisition of histones worked efficiently.
Considering U2OS cells being a tumor cell line, using the alternative lengthening of telomers
(ALT) pathway to achieve unlimited proliferation, these cells might have acquired a mechanism
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to overcome the absence of ATRX. This could be because another H3.3 chaperone, HIRA, is
mediating the H3.3 incorporation in this case. To investigate the role of ATRX further, a knock-
out and knock-down of this factor were established, in cells that regularly express ATRX.

3.6 Knock-out of ATRX affects chromatinization of
HSV-1in1374

In order to investigate whether the mere absence of ATRX has an effect on chromatinization in
general and the acquisition of a distinct form of heterochromatin specifically, an ATRX knock-out
cell line was established.
The production of knock-out cell lines is often difficult. However, in haploid cell lines, such as
near-haploid adherent fibroblast-like 1 (HAP1) cells, it has been shown that knock-outs can be
generated more efficiently than in diploid cells such as HDFs. Thus, HAP1 cells, a near haploid
cell line that is originated from a chronic myeloid leukemia (CML) derived (KBM-7) cell line,
was used to generate a ATRX knock-out cell line. The knock-out has been accomplished through
a CRISPR/Cas approach and the absence of the gene has been confirmed by polymerase chain
reaction (PCR)-screening of several cell clones. A more detailed description of the methdology
can be found in Sec. 6.2.8. Additionally, the absence of ATRX was detected by immunoblotting
of a whole cell lysate of HAP1∆ATRX cells. As a control, a HAP1wt whole cell lysate was used
(Fig. 3.7F). HAP1 cells showed only a faint band at about 280 kDa, however, a intense band at
100 kDa was detectable. Furthermore, three other faint bands were detected in between, which
could be isoforms of ATRX. In contrast, the cell lysate of HAP1∆ATRX cells did not show any
band, which confirmed the knock-out. When compared to the immunoblot before with HDFs and
U2OS cells (Fig. 3.6F), two specific bands for ATRX were detected here (at 100 kDa and at 280
kDa), since another antibody was used here. Another antibody was used because the first one
was limited in availability.
To identify the epigenome of the lytic-cycle-deficient HSV-1 mutant in this cell line, HAP1wt and
HAP1∆ATRX cells were infected with HSV-1in1374, with an MOI of 10, for 24 hours (Fig. 3.7A).
The subsequent ChIP experiments were performed as described above and in more detail in Sec.
6.3.15.
The coverage plots of each investigated histone modification were recorded for each respective cell
line and are shown in Fig. 3.7B. Furthermore, these results have been analyzed statistically - as
has been described for the ChIP-seq experiments above.

ChIP-seq of HSV-1in1374 in HAP1 cells. This experiment revealed that only H3K9me3,
and no PRC-mediated H2AK119ub, was acquired by the HSV-1in1374 in HAP1wt cells. In
contrast, on HSV-1in1374 no histone modifications could be detected in HAP1∆ATRX cells (Fig.
3.7 A and B). Moreover, H3 was hardly detectable on the viral genomes in the absence of ATRX
(Fig. 3.7E).
In contrast to the ChIP experiments before, the quantification of the obtained sequencing-data was



42 3 Results

H
A
P1w

t_
neg

H
A
P1w

t_
pos

H
A
P
1w

t_
H
S
V
-1

H
A
P1Δ

A
TR

X_n
eg

H
A
P1Δ

A
TR

X_p
os

H
A
P
1Δ

A
TR

X_H
S
V
-1

0

2

4

6

8

10

H3K9me3

re
l.

 e
n

ri
c

h
m

e
n

t 
o

v
e

r 
In

p
u

t

✱✱✱

✱✱✱

✱✱✱

✱✱✱

✱✱

✱✱✱

H
A
P1w

t_
neg

H
A
P1w

t_
pos

H
A
P
1w

t_
H
S
V
-1

H
A
P1Δ

A
TR

X_n
eg

H
A
P1Δ

dA
TR

X
_p

os

H
A
P
1Δ

A
TR

X_H
S
V
-1

0

1

2

3

4

H2AK119ub1

re
l.

 e
n

ri
c

h
m

e
n

t 
o

v
e

r 
In

p
u

t

✱✱✱

✱✱✱

✱✱✱

✱✱✱

✱✱✱

✱✱✱

H
A
P1w

t_
neg

H
A
P1w

t_
pos

H
A
P
1w

t_
H
S
V
-1

H
A
P1Δ

A
TR

X_n
eg

H
A
P1Δ

A
TR

X_p
os

H
A
P
1Δ

A
TR

X_H
S
V
-1

0.0

0.5

1.0

1.5

2.0

2.5

H3

re
l.

 e
n

ri
c

h
m

e
n

t 
o

v
e

r 
In

p
u

t

✱✱✱

✱✱✱

✱✱✱

✱✱✱

✱✱✱

✱✱✱

0

30

0

30

0

30

0

30

0

30

0

30

0

30

0

30

H3K9me3

H2AK119ub

H3

Input

H3K9me3

H2AK119ub

H3

Input

H
A

P
1

w
t

H
A
P
1
∆

A
T

R
X

HSV-1
LAT

RL1 RL2

UL1

UL2

UL3

UL5

UL4

UL6

UL7

UL9

UL8

UL10

UL14

UL13

UL12

UL11

UL15

UL17

UL16

UL20

UL19

UL18

UL21

UL22

UL23

UL24

UL25

UL26

UL26.5

UL28

UL27

UL29 UL30

UL32

UL31

UL33

UL34

UL35

UL36

UL37

UL38

UL39

UL40

UL41

UL42

UL43

UL44

UL45

UL47

UL46

UL48

UL49A

UL49

UL50

UL51

UL52

UL53

UL54

UL55

UL56 LAT

RL2

RL1

RS1

US1

US2

US3

US4

US5

US6

US7

US8

US8A

US9

US12

US11

US10

RS1

B

D

F

E

HAP1

ΔATRX HAP1

260

100

50

kDa

ATRX

ß-actin

ChIP-Seq.
Histone modifications

HSV-1 in1374

24 hpi

Non-permissive 

conditions

A

C

ATRX

Figure 3.7: ChIP-seq analysis of HSV-1in1374 epigenomes in HAP1wt and HAP1∆ATRX cells. (A) Experimental set-up to
analyze histone modifications of the replication deficient HSV-1 mutant. HAP1wt and HAP1∆ATRX cells were infected with
MOI 10 of HSV-1in1374, respectively. At 24 hpi, infected cells were fixed and ChIP was performed. Subsequently, qPCR and
sequencing was performed. (B - C) Shown here are coverage plots of the viral epigenome in HAP1wt and HAP1∆ATRX cells.
Viral reads were mapped to the HSV-1 genome by using Bowtie2. Depicted are total mapped read counts to the HSV-1 genome.
(D -E) Box-whisker-plots with 5th – 95th percentile and median of average enrichment of the indicated antibody levels in positive
and negative regions of the cellular genome, compared to the average enrichment on the HSV-1 genome. For each antibody, 200
positive and negative regions were detected by EPIC2-peakcalling, using 3kbp windows. On the viral genome 2.5 kbp windows
were used to calculate the enrichment. All the detected regions were normalized to input read counts and to the average of
the negative control for each antibody. Furthermore, statistical testing was performed, using one-way ANOVA with subsequent
Sidak’s test. Significance levels are indicated by asterisks, which are displayed above the compared datasets, *p<0.033, **p<0.002,
***p<0.001. ChIP experiments were done in biological replicates, however only one replicate was sequenced the other replicate
is depicted as ChIP-qPCR in the supplement. (F) Immunoblot of HAP1 and HAP1∆ATRX cells against ATRX and βActin.
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performed relative to input and not to H3. The quantified data further supported the results from
the ChIP-seq tracks in Fig. 3.7A and B. H3K9me3 was significantly enriched over the negative
control regions on the HSV-1 genome in HAP1wt cells, whereas this modification was significantly
lower on the virus than on the cellular negative control in the absence of ATRX (Fig. 3.7D).
Furthermore, H2AK119ub was not detected in any of the two cell lines (Fig. 3.7D).
Similar two the ChIP experiments before, a second replicate of this experiment was performed as
ChIP-qPCR, which can be found together with the ChIP-qPCR data from the first replicate in
the supplementary data, in Fig. S4A - D. Similar to PRV∆IE180 in PK15 cells and HSV-1in1374
in HDFs and U2OS no H3K27me3, H3K27ac or H3K36me2 could be detected on HSV-1in1374 in
HAP1 and HAP1∆ATRX cells (Fig. S4A and B).

In conclusion, without ATRX, the viral genome incorporated less total H3 than in HAP1wt
cells. Due to the low chromatinization levels no histone modifications could be detected on the
viral genome, in the HAP1∆ATRX cells. However, in HAP1wt cells the histone modifications
acquired by HSV-1 were similar to what was observed in HDF cells. Although ATRX is known
as a chromatin remodeler, the here observed strong effect on chromatinization, due to the mere
absence of this protein, was surprising.
To further examine the observed phenotype of the virus, depending on ATRX, the host factor was
reintroduced into ATRX-depleted cells.

3.7 Introduction of ATRX affects chromatinization of the
HSV-1in1374 genomes

ATRX was reintroduced in a doxycyclin (Dox) inducible way, in U2OS and HAP1∆ATRX cells,
to investigate the reversibility of the epigenetic phenotype. Therefore, a piggyBac vector system
was used, containing inducible ATRX with a EGFP-tag (Fig. S3B) together with a transposase
harboring vector to achieve stable integration od the construct into the cellular genome. The
vector harbors a puromycin resistance cassette; thus, cells could be selected for the presence of
the vector. Furthermore, ATRX expression could be induced by adding Dox. An inducible system
was used since with such a system it was possible to compare an influence of the construct itself
without the presence of the protein. A more detailed explanation about the about the methodology
can be found in Sec. 6.2.9.

Overexpression of ATRX in HAP1∆ATRX cells. After two days of induction with Dox,
the expression of the construct was confirmed by the presence of green-fluorescent cells, by mi-
croscopy. Induced and uninduced HAP1∆ATRX were then infected with MOI of 10, and a
ChIP experiment was performed at 24 hpi. In the following, induced cells will be referred to as
HAP1∆ATRX+Dox, whereas undinduced cells will be referred to as HAP1∆ATRX-Dox. As a
positive control for H3K9me3 acquisition on the viral genome, infected HAP1wt cells were included
in the experiment.
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The ChIP-qPCR data are shown in Fig. 3.8A and B. Endogenous controls and viral genomic
regions are separated through a vertical dashed line. As a cellular negative control region for het-
erochromatin on the human genome, C1ORF43 - an actively transcribed housekeeping gene - was
used. ZNF268 and ZNF544 were used as a positive control for constitutive heterochromatin and
HOXC12long as the corresponding counterpart for facultative heterochromatin. The level of the
negative control for heterochromatin is indicated by the horizontal dashed line, which represents
the background level. Similar to the experiment before, the H3-pulldown for the HAP1∆ATRX-
Dox resulted in low DNA yields (data not shown). Hence, the qPCR data was normalized to
input.
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Figure 3.8: ChIP-qPCR results of HSV-1in1374 in HAP1wt, HAP1∆ATRX-Dox and HAP1∆ATRX+Dox, at 24 hpi and
non-permissive conditions. (A) Bar-plots of H3K9me3 in the respective infected cell line, normalized to input (B) Bar-plots of
H2AK119ub in the respective infected cell line, normalized to input. Threshold of the respective negative control is indicated by a
horizontal dashed line. Endogenous controls and viral regions are separated by a vertical dashed line. As an endogenous negative
region for heterochromatin C1ORF43 was used, as a positive control for endogenous H3K9me3 ZNF268 and ZNF544 were used
and as a positive control for endogenous H2AK119ub HOXC12long was used. UL38 and UL40 are regions in the HSV-1 genome.

The result for HAP1wt cells is similar to the ChIP-seq experiment from above (Sec. 3.6). This can
be seen as a replicate. While H3K9me3 levels of the two viral regions were higher than the negative
control levels on cellular level (Fig. 3.8A), H2AK119ub levels were lower than the negative control
(Fig. 3.8B).
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In the ChIP-qPCR data of HAP1∆ATRX-Dox and in HAP1∆ATRX+Dox, H3K9me3 showed no
enrichment over background on the viral loci in both. However in HAP1∆ATRX+Dox the signal
for H2AK119ub on one of the viral loci was slightly higher than the negative cellular region. (Fig.
3.8A and B).
In summary, reintroduction of ATRX in HAP1∆ATRX did not lead to a reestablishment of
the epigenetic modifications, when compared to HAP1wt cells. Moreover, although ATRX was
tagged to EGFP the used cells were only selected with puromycin but not sorted according to
their EGFP expression. Thus, it is likely that ATRX levels varied among the cells and it was
also already observed that the expression of the construct could be silenced after several days
in culture. Hence, cells should be sorted, upon induction, according to their expression levels of
ATRX-EGFP. Therefore, U2OS cells were not only selected for the presence of the construct with
puromycin but also sorted for EGFP-positive cells, via fluoresncence activated cell sorting (FACS)
after two days of induction (Fig. 3.9A).

Overexpression of ATRX in U2OS cells. The overexpression of ATRX in U2OS cells re-
sulted in 81.5 % GFP-positive cells, which is shown in the supplementary data in (Fig. S3A).
FACS was performed 24 hours prior to infection and sorted cells were further induced to assure
ATRX expression in all cells. In the following, these cells will be referred to as U2OSATRX+DOX.
To exclude an effect due to the mere presence of the construct, selected but uninduced U2OS cells
were included in the experiment. In the following, these cells will be referred to as U2OSATRX-
DOX. The infected cells were harvested 24 hpi and a ChIP experiment was performed. As the
H3 pulldown worked well for these cells, H3 was used to normalize the qPCR data. Furthermore,
a second endogenous positive control region for H2AK119ub was included (HOXC13), since this
modification is very dynamic.
The H3K9me3 levels on HSV-1in1374 in U2OSATRX+DOX increased at some regions of the viral
genome, compared to U2OSATRX-DOX cells (Fig. 3.9A). However, in both cell lines, H3K9me3
levels were above the negative control on all four analyzed viral loci.
In both cell lines all viral loci showed H2AK119ub levels above the negative control. However, in
U2OSATRX+DOX cells, H2AK119ub levels slightly decreased, compared to U2OSATRX-DOX
(Fig. 3.9B).
In summary, unlike the induced U2OS cells, not all induced HAP1∆ATRX cells expressed ATRX.
Thus, the effect of the overexpressed protein might be not detectable in a the bulk experiment
in the HAP1∆ATRX+ATRX cells. Therefore, this experiment should be repeated with selected
and sorted cells.
Although the ChIP-qPCR data of the induced and uninduced U2OS cells supports a model in
which ATRX, or other host factors recruited by ATRX, play a role in the repression of vDNA,
through H3K9me3, a genome-wide analysis would give additional information and would enable
a quantitative analysis. Thus, the ChIP samples will be sequenced in the future. Furthermore,
the experiment should be performed in replicate.
The levels of ATRX expression in the used cell lines were compared by performing IF against the
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Figure 3.9: ChIP-qPCR results of U2OS cells transfected with the piggyBac ATRX-EGFP construct - induced and un-induced -
infected with HSV1in1374 at 24 hpi and non-permissive conditions. (A) Bar-plots of H3K9me3 in the respective infected cell line,
normalized to H3 (B) Bar-plots of H2AK119ub in the respective infected cell line, normalized to H3. Threshold of the respective
negative control is indicated by a horizontal dashed line. Endogenous controls and viral regions are separated by a vertical dashed
line. As an endogenous negative region for heterochromatin C1ORF43 was used, as a positive control for endogenous H3K9me3
ZNF268 and ZNF544 were used and as a positive control for endogenous H2AK119ub, HOXC12long was used. US1, UL27, UL38
and UL40 are regions in the virus genome.

two proteins. Representative images of the experiment can be found in the supplementary data
in Fig. S5. After qualitative analysis of the images, HDFs seemed to have the highest levels of
ATRX. Even by overexpression of ATRX in U2OS cells such levels could not be reached. Since
the HSV-1 genomes in HDF cells were only decorated with H3K9me3 (Sec. 3.5) and the cells
showed high levels of ATRX, the effect of a ATRX depletion in this cell line was assumed to affect
heterochromatinization of the virus. Therefore, the effect of an ATRX knock-down in HDF cells
was investigated next.
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3.8 Knock-down of ATRX in HDFs slightly affects
heterochromatinizaion HSV-1in1374 genomes

HDF cells were depleted of ATRX via siRNA transfection, using Viromer®BLUE as a transfection
reagent (the detailed methodology can be found in Sec. 6.2.10). As a control for the mere effect of
the transfection reagent, HDFs only treated with viromer were included in the experiment, which
will be referred to as HDFviromer cells from here on. As a control for an siRNA in general, HDFs
were transfected with a non-target siRNA, which will be referred to as HDFsiscramble (HDFsiScr)
cells. Cells transfected with the target siRNA, will be referred to as HDFsiATRX, in the following.
The successful knock-down of ATRX in HDF cells, was confirmed via immunoblotting and IF.
Subsequently, the impact of ATRX on the viral chromatinization was investigated via ChIP.

Immunoblotting of ATRX depleted HDFs. For immunoblotting whole cell lysates of the
HDFsiATRX cells were used, at different time points post transfection, as shown in Fig. 3.10A. As
a positive control for ATRX expression, a whole cell lysate of HDFsiScr, was used. As a negative
control for ATRX expression, a whole cell lysate of HAP1∆ATRX cells was included to the blot
(Fig. 3.10A). The immunoblot was done independently of the ChIP experiment to confirm the
knock-down beforehand. As shown in Fig. 3.10A, ATRX levels strongly decreased by 24 hours
post transfection (hpt) and were stably depleted until 120 hpt. As observed before in HAP1 cells,
when using this antibody in immunoblot (Fig. 3.7F), only one of the specific ATRX bands was
visible, the one at around 100 kDa. This might be due difficulties with blotting high molecular
weight protein bands.

Immunofluorescence of ATRX depleted HDFs. The knock-down of ATRX in cells that
had been harvested for ChIP was analyzed by IF against ATRX. Subsequently, the amount of
cells, showing ATRX-dots was counted. The results are depicted in the bar-plot in Fig. 3.10B.
Only about 25 % of HDFsiATRX cells still showed ATRX-dots. In addition, no effect of siScr or
the transfection reagent viromer itself on ATRX levels could be observed, since ATRX dots were
detected in almost 100 % of the respective cells (Fig. 3.10B).
After the successful confirmation of the ATRX knock-down, ChIP-qPCR was performed with the
infected cells. Similar to the knock-out of ATRX in HAP1 cells, the H3-pulldown of HDFsiATRX
cells and unexpectedly also that of HDFsiScr cells resulted in low DNA yields. Hence, the qPCR
data was normalized to input. The same loci as described above were used as endogenous controls,
which were again separated from the viral loci by a vertical dashed line. The level of the cellular
negative control, which represents the background level, is indicated by a horizontal dashed line.

H3K9me3 levels on HSV-1in1374. The ChIP-qPCR data for H3K9me3 are shown in Fig.
3.10C. The presence of H3K9me3 on the viral genome in HDFviromer cells, resembled the results
from the ChIP-seq data of untreated HDF cells (Sec. 3.5). The knock-down of ATRX led to no de-
tectable changes in H3K9me3 levels compared to HDFviromer cells. In contrast to this, HDFsiScr
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Figure 3.10: Verification of the ATRX knock-down and its efficiency and ChIP-qPCR results of HDF cells transfected with
siRNA against ATRX or Scramble (Scr) or only with the transfection reagent viromer at 24 hpi and non-permissive conditions.(A)
Immunoblot against ATRX and β-Actin of the indicated cells. HDF cells were incubated with siATRX between 24 and 120
hours post transfection, to analyze how long the knock-down lasts. HAP1∆ATRX were used as a negative control for ATRX,
and HDF cells treated with siScr were used as positive control for ATRX expression. (B) Bar-plots of the percentage of cells
showing detectable ATRX levels, via Immunofluorescence with subsequent microscopic-analysis. (C) Bar-plots of ChIP-qPCR
results against H3K9me3 in the respective infected cell line, normalized to input (D) Bar-plots of ChIP-qPCR results against
H2AK119ub in the respective infected cell line, normalized to input. Threshold of the respective negative control is indicated
by a horizontal dashed line. Endogenous controls and viral regions are separated by a vertical dashed line. As an endogenous
negative region for heterochromatin C1ORF43c was used, as a positive control for endogenous H3K9me3 ZNF268 was used and
as a positive control for endogenous H2AK119ub HOXC12long was used. US1, US8 UL27, UL37, UL38 and UL40 are regions in
the virus genome.
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cells showed a decrease in H3K9me3 levels compared to HDFviromer cells and HDFsiATRX cells,
which were even below the detection limit at three regions of the viral genome (UL27, UL39,
UL40).

H2AK119ub levels on HSV-1in1374. The ChIP-qPCR data for H2AK119ub are shown in
Fig. 3.10D. In HDFviromer cells, H2AK119ub levels on the HSV-1 genome were below the cellular
negative control, which again resembled the data from HDFwt cells in the ChIP-seq experiment
in Sec. 3.5. In HDFsiATRX cells, there was a slight increase in H2AK119ub levels at two viral
regions (US1, UL40) which slightly exceeded the negative control (Fig. 3.10D). In HDFsiScr
cells, the H2AK119ub level on one viral region (UL27) was slightly increased over the negative
control. However, at four viral regions the H2AK119ub levels were below the detection threshold.
Furthermore, the overall pulldown of this antibody was not as efficient as in the other two samples,
as indicated by the Y-axis’ magnitude (Fig. 3.10D). The enrichment over input for the endogenous
positive control, HOXC12long, was around 0.8 %. In contrast, the same region in the HDFviromer
cells was at 14 % and in HDFsiATRX cells at 38 %. Furthermore, H2AK119ub was not detectable
at all on ZNF268, whereas in the other two samples the signal for H2AK119ub at this cellular
locus exceeded the background level(Fig. 3.10D).

In conclusion, H3K9me3 was detected on the viral genomes in both, HDFviromer cells and
HDFsiATRX cells. H2AK119ub levels were slightly increased on the virus in the HDFsiATRX
cells, compared to the HDFviromer cells. Unexpectedly, HDFsiScr cells showed decreased levels
of both histone modificathe whole-genomeme viral loci these were even undetectable. Since both
siRNAs (ATRX and Scr) were bought from a company off-target effects were not to be expected.
In fact, the HDFsiScr cells were supposed to be comparable to HDFviromer cells. Thus, this result
is unforeseen. It has to be noted though that only a single replicate study has been performed
and needs to be confirmed by further replicates. Moreover, to analyze the histone modifications
on whole genome level, the samples will be sequenced in the future.
Although there was a strong decrease of ATRX in acHDFsiATRX cells, low levels of the protein
were still detectable in the immunoblot, as well as in single cells during IF. Thus, the low ATRX
levels might not lead to detectable chromatin changes in bulk. To investigate the effects of ATRX
on a single cell level, an imaging system was designed and applied to the different wt cell lines, as
well as the ATRX-modified cell lines.

3.9 HSV-1in1374 is more prone to replicate in cells fully
depleted of ATRX

The replication ability of HSV-1in1374, tested in dependence on ATRX, was analyzed by an
imaging approach of the infected cells.
The different wt cell lines (HDF, U2OS and HAP1), as well as the ATRX-modified cell lines (HDF-
siATRX, U2OS+ATRX and HAP1∆ATRX) were infected with HSV-1in1374, under permissive
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or non-permissive conditions, and after a selected time, as described in the following, cells were
fixed and IF was performed against the lytic viral protein ICP8, a common viral factor used for
RC detection (Fig. 3.11A). With this system, cells that showed replication of the virus could be
detected. Thus, differences in the ability of the virus to replicate and reactivate, depending on
ATRX, could be analyzed. In the following, this experimental approach will be referred to as
RC-formation assay.

Imaging

HSV-1 in1374

permissive or non-

permissive conditions

Counting cells, 

showing RCs 

2 hpi

Infection
32°C 

Incubation
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Media Change
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Figure 3.11: Experimental set-up of RC-formation assay during permissive and non-permissive - permissive HSV-1in1374
infection. (B) Time line of the infection-scheme. Under permissive conditions, cells were infected with HSV-1in1374 at MOI 1
and directly incubated at the permissive temperature of 32 °C. 2 hpi media was changed and cells were kept for 4 days at 32 °C.
4 dpi cells were fixed and immunostained with an ICP8 antibody. At non-permissive - permissive conditions, cells were infected
with HSV-1in1374 at MOI 1 and directly incubated at the non-permissive temperature of 38.5 °C. 2 hpi media was changed
and cells were kept for one day at 38.5 °C. Infected cells were then shifted to 32 °C and incubated for another four days at the
permissive temperature. After 5 dpi cells were fixed and immunostained with an ICP8 antibody.

Permissive infection conditions (direct replication). In order to investigate the ability of
HSV-1in1374 to directly replicate in the various cell lines, infection was performed under direct
permissive conditions, at 32 ◦C, with a MOI of 1. The infected cells were incubated at the
permissive temperature for four days. Afterwards, the cells were fixed and IF against ICP8 was
performed (Fig. 3.11B). In the following, this infection condition will be referred to as permissive
condition.

Non-permissive - permissive infection conditions (reactivation). To analyze the abil-
ity of the virus to reactivate after repressive histone marks were already established, the initial
infection was performed under non-permissive conditions, at 38.5 ◦C, with an MOI of 1. At 24
hpi the cells were transferred to permissive conditions, at 32 ◦C and incubated for another four
days. Subsequently, cells were fixed and IF was performed as described above (Fig. 3.11B). In
the following, this infection condition will be referred to as non-permissive - permissive condition.
Additionally, cells were stained with Hoechst33342 to be able to visualize the nuclei. Stained cells
were imaged, using a confocal laser-scanning microscope. As a read-out, the percentage of cells
which showed RCs was calculated (Fig. 3.11A).

Comparison of U2OS and HDF cells. First, the difference between viral replication of U2OS
and HDF cells was investigated. Since the detected repressive histone modifications on the viral
genome were different among the two cell types, it was hypothesized that these should affect
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the ability for the virus to reactivate. Fig. 3.12A - D shows representative cells of each cell
line and condition as maximum-intensity-projection. From these imaging data, the percentage
of cells showing RCs was calculated in three independent experiments. At least 5.000 cells were
analyzed for each cell line and each replicate. The results were illustrated as bar-plots with the
corresponding SD in Fig. 3.12E - F. Additionally, statistical testing was performed using an
unpaired t-test, indicated by the asterisks above the bars.
Under permissive conditions, about 40 % of the U2OS cells showed RCs, which was significantly
more than in HDFs (Fig. 3.12A and E). In HDFs very few RCs were observed. Thus, spontaneous
replication events can occur during permissive conditions, even in the presence of ATRX, however
they are rare.
Under non-permissive - permissive conditions, replication was only observed in about 30 % of the
U2OS cells (Fig. 3.12B and E). However, the difference between HDFs and U2OS cells was still
significant, since under this condition no RCs could be detected in HDFs (3.12B and E).
In addition, the replication ability of the virus was compared, and statistically tested, among the
same cell line under the different conditions (Fig. 3.12E). Although the difference between U2OS
cells under non-permissive - permissive conditions was about one fourth less than in U2OS cells
under direct permissive conditions, this difference was not significant (Fig. 3.12E). Most likely,
this can be attributed to the relatively high SD among the three independent experiments.
During the primary incubation at non-permissive conditions no RCs at all were detected in HDFs.
Although few cells, allowing replication under permissive conditions were observed, the difference
between HDFs under the two conditions was not significant (Fig. 3.12E). This finding empathized
how tight the epigenetic repression of the HSV-1 genomes is, once H3K9me3 is acquired.

In summary, viral replication was significantly facilitated in U2OS cells, compared to HDFs, under
both conditions. By combining these findings with the ChIP-seq results of U2OS cells, it can be
hypothesized that the presence of H2AK119ub or the absence of H3K9me3 might enhance the
virus’ ability to reactivate.

Comparison of HAP1 and HAP1∆ATRX cells. As ChIP data showed, HSV-1 acquired
only H3K9me3 in HAP1wt cells, similar to HDF cells (Sec. 3.6). Thus, for HAP1wt cells it was
expected that the amount of cells with RC-staining is comparable to the HDF counterparts. In
contrast, in HAP1∆ATRX cells no chromatinization of the viral genome was detectable. It is yet
unclear and worth investigating what specifically happens with the viral genomes in HAP1∆ATRX
cells.
As depicted in the bar-plots in Fig. 3.12F, under permissive conditions, about 55 % of HAP1∆ATRX
showed RCs, compared to only about 4 % in HAP1wt cells. This difference in RC occurrence is
highly statistically significant - as indicated by the three stars in Fig. 3.12F.
In contrast, under non-permissive - permissive conditions, the difference between the two cell lines
was insignificant (Fig. 3.12F). Similar to what was observed in HDF cells under non-permissive -
permissive conditions, HAP1wt cells did not harbor any RCs (Fig. 3.12D and F).
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Figure 3.12: RC formation staining and quantification during permissive and non-permissive - permissive HSV-1in1374 infection
in different cell types. (A - D) Immunofluorescence of cells showing replication compartments and quantification of the data,
under different conditions. Nuclei were stained with Hoechst and RCs were visualized by staining the viral protein ICP8. (E
- F) Comparison of the two conditions, illustrated in bar-plots. Imaging was done with a confocal fluorescence microscope.
Representative areas for each cell type are shown as maximum intensity projections. Scale bars indicate 20 µm. Quantification
of the percentage of cells showing replication compartments are shown in bar-plots with SD, indicated above the bars. Data
were collected and analyzed from three biological replicates and a minimum of 1500 cells, of each cell type. Statisitcal testing
was performed using an unpaired t-test. Significance levels are indicated by asterisks, which are displayed above the compared
datasets. *p<0.033, **p<0.002, ***p<0.001, ns = not significant.

However, comparing the RC occurrence in HAP1∆ATRX cells for these two conditions, a statisti-
cally significant decrease was observed under non-permissive - permissive conditions (Fig. 3.12F).
The percentage of cells showing RC dropped from 55 % to about 6 %, respectively (Fig. 3.12F).
This reduction indicates that there might be some silencing mechanism in HAP1∆ATRX cells,
on the viral genome, that is hardly reversible. However, no repressive histone modification was
observed in these cells, as shown before in Sec. 3.6.
Similar to HDFs, HAP1wt cells showed no significant difference in RC occurrence, under the two
conditions (Fig. 3.12F).
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In summary, the absence of ATRX facilitates viral replication in HAP1 cells. This phenomenon
is similar to what was observed for U2OS cells when compared to HDF. Together with the epige-
netic data, where HSV-1in1374 acquired H3K9me3 in HAP1wt cells, these observations favor the
hypothesis that the ability of the virus to reactivate is highly dependent on the chromatinization
of the viral genome. Furthermore the acquisition of a rather tight repressive histone modification
seems to be dependent on the presence of ATRX.
To further elucidate the influence of ATRX on the ability of the virus to reactivate, HDFsiATRX
cells were used for the RC-formation assay.

Comparison of HDF and HDFsiATRX cells. The same experiment as described before was
performed in HDFsiATRX cells and the control cells HDFsiScr and HDFviromer (Fig. 3.13). In
addition to the ICP8 staining in red, ATRX was stained in green, to visualize the knock-down .
Unlike in the above described experiments, more than two groups were compared to each other.
Thus, the p-values were calculated using an ordinary one-way Anova with post hoc tukey’s test,
instead of a t-test.
In the images of Figs. 3.13A and B, ATRX was stained and visible in a typical dot like pattern
in the nucleus, in HDFviromer cells and HDFsiScr cells. However, the majority of HDFsiATRX
cells showed no ATRX dots. This observation confirms the results from the previously shown
immunoblot (Fig. 3.10A) i.e. neither the transfection reagent itself nor siScr had an effect on
ATRX levels.
The ChIP-qPCR data of these cells (Fig. 3.10), already showed a pattern of histone marks in
HDFviromer cells as observed before in HDFwt cells. Thus, a result similar to what has been
shown for HDFwt (Fig. 3.12) cells was expected.
Under permissive conditions no RCs were detected among the HDFviromer cells, as shown in
the box-plot of Fig. 3.13A. This finding resembled the data for HDFs (Fig. 3.12A). In addition,
under the same conditions 18 % of the HDFsiATRX cells showed RCs, in contrast to only 5
% in HDFsiScr cells (Fig. 3.13A). The difference in the amount of RCs of HDFsiATRX cells
compared to the other two cell lines was statistical significant, indicated by the asterisk above
the bars. Furthermore, HDFsiScr cells showed insignificantly higher levels of RCs, compared
to HDFviromer cells (Fig. 3.13A). This observation led to the assumption that the siScr-pool
has some off target effect on the cell, facilitating virus-replication, under permissive conditions,
however these were not significant. In addition, the difference in the amount of cells showing RCs
between HDFsiScr and HDFsiATRX was statistically significant (Fig. 3.13A). Thus, the effect of
the siScrRNA on viral replication is significantly less than the actual ATRX knock-down.
Remarkably, under non-permissive - permissive conditions no RCs at all were detected, indepen-
dent of the treatment; thus, no bar-plot is displayed here (Fig. 3.13B).

In conclusion, replication of HSV-1in1374 could be only detected under permissive conditions. In
contrast to this, under non-permissive - permissive conditions no replication events were observed.
Thus, reactivation from a repressed state of the viral genomes was not possible, even with the
ATRX knock-down. When comparing this finding with the respective ChIP data of these cells



54 3 Results

(Sec. 3.8), H3K9me3 is likely leading to a strong block of lytic reactivation and replication. Thus,
the acquisition of this modification may represent a dead-end for the virus.
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Figure 3.13: RC formation staining and quantification of RCs during permissive and non-permissive - permissive HSV-1in1374
infection in HDFsiATRX, HDSsiScr and HDFviromer cells. (A) Immunofluorescence of HDFs transfected with siRNA against
ATRX or Scr or only with the transfection reagent viromer in infected cells at permissive conditions. (B) The same as in (A) but
under non-permissive - permissive conditions. Nuclei were stained with Hoechst33342, RCs were visualized, using an antibody
against the viral protein ICP8 and a secondary antibody with a red fluorophor. ATRX was stained with an anti-ATRX antibody
and a secondary Alexa Fluor 488 antibody. Imaging was done with a confocal fluorescence microscope. Representative areas for
each cell-type are shown as maximum intensity projections. Scale bars indicate 10 µm. Quantification of the percentage of cells
showing replication compartments are displayed as bar-plots with SD. Data were collected and analyzed from three biological
replicates and a minimum of 500 cells, of each cell type. Statistical testing was done, using ordinary one-way Anova with post
hoc tukey’s test. Significance levels are indicated by asterisks, which are displayed above the compared datasets, *p<0.033,
**p<0.002, ***p<0.001, ns = not significant.

3.10 Introduction of ATRX in U2OS cells lowers the viral
replication ability

The RC-formation assay was additionally performed in U2OS cells with ATRX overexpression.
Like the previous experiment, an additional antibody was used to stain ATRX, in green (Fig.
3.14A and B). Again, this experiment was done in triplicate, using a minimum of 1500 cells of
each cell type and the p-values were calculated by using an unpaired t-test.
As illustrated in the images of Fig 3.14A and B, U2OSATRX+DOX cells showed high amounts of
greenfluorescent cells, with even individual ATRX dots. This confirmed the presence of ATRX in
those cells. In U2OSATRX-DOX cells no such greenfluorescent signals were detected. Moreover,
In both cell types as well as in HDF cells, stained with the ATRX antibody (Fig. 3.13), a higher
background signal in the green channel was observed upon infection (Fig. 3.14A and B). This
could be due to rearrangement of the cell, since they are already apoptotic, leading to unspecific
binding of the ATRX antibody.
As indicated by the ChIP-qPCR data before (Fig. 3.9) in U2OSATRX-DOX cells, HSV-1in1374
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Figure 3.14: RC formation staining and quantification of replication compartments during permissive and non-permissive -
permissive, HSV-1in1374 infection, in different cell types. (A) Immunofluorescence of U2OS cells induced or un-induced with
Dox for ATRX production under permissive and (B) non-permissive - permissive conditions. Nuclei were stained with Hoechst,
replication compartments were visualized, using an antibody against the viral protein ICP8 and a secondary Alexa Fluor 555
antibody, ATRX was stained with an anti-ATRX-antibody and a secondary Alexa Fluor 488 antibody. Imaging was done with
a confocal fluorescence microscope. Representative areas for each cell type are shown as maximum intensity projections. Scale
bars indicate 20 µm. Quantification of the percentage of cells showing replication compartments are displayed as bar-plots with
SD. Data were collected and analyzed from three biological replicates and a minimum of 500 cells, of each cell type. Statistical
testing was done, using unpaired t-test. Significance levels are indicated by asterisks, which are displayed above the compared
datasets, *p<0.033, **p<0.002, ***p<0.001. (D -E) Differences of the ability to replicate of HSV-1in1374, between the different
cell lines depleted of ATRX are shown as bar-plots with SD. Data were collected and analyzed from three biological replicates
and a minimum of 500 cells, of each cell type, were analyzed. Statistical testing was done, using ordinary one-way Anova with
post hoc tukey’s test. Significance levels are indicated by asterisks, which are displayed above the compared datasets, *p<0.033,
**p<0.002, ***p<0.001, ns = not significant.

showed a similar epigenetic profile as in U2OS cells. Hence, also a similar outcome in the RC-
formation assay was expected. In contrast, U2OSATRX+DOX cells, showed slightly higher levels
of H3K9me3 and decreased levels of H2AK119ub; thus, fewer U2OSATRX+DOX cells were ex-
pected to show RCs.
Cells supporting viral replication could be observed in uninduced and in induced U2OSATRX
cells, under both conditions. However, the amounts of cells showing RCs differed between the two
conditions.
Under direct permissive conditions, about 18 % of the U2OSATRX+DOX cells showed RCs,
compared to 35 % of the U2OSATRX-DOX cells. The difference could be confirmed statistically
significant, indicated by the asterisks above the bars (Fig. 3.14A).



56 3 Results

Under non-permissive - permissive conditions, about 15 % of the U2OSATRX+DOX cells showed
RCs, compared to 50 % of U2OSATRX-DOX cells. Although the p-value calculated under the
latter condition was slightly higher than under permissive conditions the difference between in-
duced and uninduced cells was still statistically significant (Fig. 3.14B). The higher p-value could
result from the higher SD between the individual replicates in the latter experiment.

In summary, overexpression of ATRX resulted in decreased RC formation. These results further
indicate that ATRX is an important factor for establishing a tight repressed viral genome and its
absence facilitates virus replication.

In addtion, differences in the replication ability of the virus mutant between the different ATRX-
deficient cell lines (U2OS, HAP∆ATRX, HDFsiATRX, U2OSATRX-DOX) were statistically tested
(Fig. 3.14 C and D). Since more than two groups should be compared to each other, a one-way
Anova test with post hoc tukey’s test was performed. The corresponding data was illustrated as
bar-plots and is shown in Fig. 3.14C and D.
As a result the difference in RC occurrence between U2OS cells and U2OSATRX-DOX cells was
statistically insignificant, under both conditions (Fig. 3.14C and D). Subsequently, it can be
concluded that the construct itself had no effect on replication ability of the virus.
Furthermore, there was no statistical significant difference between U2OS cells and HAP1∆ATRX
cells under permissive conditions (Fig. 3.14C). In contrast, under non-permissive - permissive
conditions a statistical significant difference for the two cell lines was observed (Fig. 3.14D).
This result indicated that there has to be a tight repressive mechanism on the viral genomes
in HAP1∆ATRX cells, since viral reactivation seems to be much more difficult in this cell line.
However, as described above, none of the investigated histone modifications were detected on
HSV-1in1374 genomes in the HAP1∆ATRX cells.
As a final observation, HDFsiATRX cells showed a statistical significant difference for either
condition, compared to U2OS cells (Fig. 3.14C and D). This result was expected for non-permissive
- permissive conditions, since there was no detectable RCs in HDFsiATRX cells and, furthermore,
H3K9me3 levels on the viral genome were similar to HDFviromer cells and HDFwt cells. However,
under permissive conditions the viral replication ability was significantly increased in HDFsiATRX
compared to HDFviromer cells. Hence, the significant difference between U2OS and HDFsiATRX
cells under these conditions was surprising. Nevertheless, this indicates that ATRX levels play an
important role in silencing the herpesvirus genomes.

The observations made in this study suggest that the presence of ATRX is involved in medi-
ating strong vDNA suppression, which is likely achieved by higher recruitment of H3K9me3.
Although downregulation or overexpression of ATRX strongly affects the reactivation ability of
HSV-1in1374, the effect on heterochromatinization appears to be rather modest. In contrast to
viral genomes that acquired H3K9me3, the virus could still be reactivated after the establishment
of the PRC-mediated repressive histone modification H2AK119ub.
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This study aimed to decipher molecular mechanisms of latency establishment of alphaherpesvirus
genomes, early after nuclear entry. The ultimate goal was to generalize previous findings for the
gammaherpesvirus KSHV with new results for the two investigated alphaherpesviruses.
Up to this point, acquisition of heterochromatin on PRV genomes has not been investigated.
However, it was demonstrated that the closely related alphaherpesvirus HSV-1 acquires the fac-
ultative heterochromatin modification H3K27me3, in neurons. Additionally, preliminary data
observed this modification on two viral promoters of a HSV-1 ICP0-null mutant, in non-neuronal
cells. Furthermore, H3K9me3 was detected on lytic-cycle-deficient HSV-1 genomes in human fi-
broblasts, however, this observation is limited to a few selected viral loci. Additionally, it is only
poorly understood what molecular mechanism lead to the recruitment of host factors establishing
these modifications.
This study showed for the first time that alphaherpesviruses are able to acquire H2AK119ub - a
facultative heterochromatin modification established by the ncPRC1.1. Moreover, H3K9me3 and
H2AK119ub were found to decorate the whole viral genome of two different alphaherpesviruses
- PRV and HSV-1 - which indicates that the observed mechanism is a common feature among
this herpesvirus subfamily. At least in part, the acquisition of the respective modification seemed
to be dependent on the host factor ATRX. Furthermore, from the data presented here, it can
be hypothesized that the two different forms of heterochromatin - constitutive and facultative -
have an effect on the ability of the virus to reactivate. In addition, evidence of the establishment
of two differently repressed virus subpopulations, within one cell type, was found. Besides, the
here presented data demonstrated a partly similar silencing mechanism between two herpesvirus
subfamilies, alpha- and gammaherpesviruses.

4.1 Constitutive heterochromatin leads to tightly
repressed alphaherpesvirus genomes

H3K9me3 is the hallmark of constitutive heterochromatin, resembling a very tight form of chro-
matin. This repressive heterochromatin form is not easily reverted and was shown to favor DNA
methylation later on [343, 344].
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4.1.1 Acquisition of H3K9me3 on HSV-1in1374 seems to restrict
reactivation

For the first time, the data presented here show that the entire genome of HSV-1in1374 is covered
with H3K9me3 (Fig. 3.6). Unlike a previous ChIP-qPCR study of HSV-1in1374 [135], the data
of this dissertation enabled a whole-genome analysis by performing ChIP-seq.
The establishment of H3K9me3, on the alphaherpesviral genomes, was detected in three different
non-neuronal cell lines, already at 24 hpi. In HDF and HAP1 cells, no further epigenetic mod-
ification was detected (Secs. 3.5 and 3.6). Therefore, acquisition of H3K9me3 seems to be the
default early repression mechanism in these cells. Furthermore, in the cell lines where H3K9me3
was the only repressive histone modification found, a 24 h incubation time at non-permissive con-
ditions lead to a reactivation inability of the lytic-cycle-deficient HSV-1 genomes when shifting
the infected cells to the permissive temperature (Fig. 3.12). Therefore, it can be assumed that,
in those cells, most viral genomes are tightly repressed already shortly after entering the nucleus.
However, under direct permissive conditions a few cells showed productive replication (Fig. 3.12).
This finding supports recently published data, where it was shown, for infected non-neuronal cells,
that viral progeny is only produced from a minority of HSV-1 genomes [438–440].

4.1.2 PRV∆IE180 genomes colocalize with PML and acquire
H3K9me3 but no DNA methylation

With this study, the acquisition of H3K9me3 by lytic-cycle-deficient PRV genomes has been shown
for the first time (Fig. 3.2). As for lytic-cycle-deficient HSV-1, this modification was established
along the whole genome. The observed acquisition of H3K9me3 on both lytic-cycle-deficient
alphaherpesvirus genomes suggests that H3K9me3 is a common mechanism of early repression
among alphaherpesviruses.
As mentioned above H3K9me3 was shown to favor DNA methylation later on [343, 344]. Further-
more, previous literature demonstrated that DNA methylation can be found on KSHV genomes
in long-term infected cells. Thus, DNA methylation on PRV∆IE180 was investigated, but could
not be detected at the analyzed time point (Fig. 3.2C). It has to be noted though that the loss of
alphaherpesvirus episomes after several rounds of cell division may have been a limiting factor in
this experimental set-up. Unlike the cells used here, the authentic reservoir, which are neurons, do
not divide. Hence, it might be that the alphaherpesvirus genomes could acquire DNA methylation
in neurons over a long period of time. However, DNA methylation has been already investigated
in latently infected neurons with HSV-1, where this epigentic modification was excluded as a
silencing mechanism [441]. With these data it can be excluded that DNA methylation leads to
the establishment of a repressed alphaherpesvirus genome in the investigated infection-model, but
H3K9me3 seems to play an important role in the early silencing of alphaherpesvirus genomes.
It is still not fully understood how the enzymes which establish H3K9me3 are directed to the
respective genome regions. The multi-protein complex, PML-NB can harbor the H3K9-methylase,
SETDB1 [361] and is known to associate with HSV-1 genomes in quiescent infection models [135].
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Thus, PML-NBs might be involved in the establishment of H3K9me3.
The data presented here demonstrate that about 60 % of the lytic-cycle-deficient PRV genomes
colocalize with PML (Fig. 3.5). The latter observation is consistent with recently published data
showing that PML and PRV colocalize [411]. However, the mentioned study was performed with
a replication-competent virus and the colocalization frequency between viral genomes and PML
was not quantified.
For replication-competent HSV-1 it was recently demonstrated that treatment of neurons with
IFN-α leads to elevated levels of PML expression, which ultimately result in a decrease of viral
reactivation [119]. This suggests that highly restrictive repression of vDNA is dependent on
the abundance of PML. Indeed, Lukashchuk and Everett [409] showed that PML-NB levels
vary among different cell lines. One of their investigated cell lines was U2OS, where they found
relatively low levels of PML. This was connected to permissiveness of a HSV-1 ICP0-null mutant
[409]. Similar to their study, higher abundance of PML in HDF compared to U2OS cells - observed
through IF against PML (Fig. S5) - has also been demonstrated in this dissertation. Therefore,
if PML levels are low, which might also result from the missing PML-NB-component ATRX in
U2OS cells, viral lytic replication might be facilitated. Furthermore, in U2OS cells hardly any
colocalization between PML and vDNA was observed by Alandijany et al. [180].
Therefore, it can be speculated that the cellular background, and thus most likely the abundance
of certain host factors, directly influences the repression of alphaherpesviruses. From the studies
mentioned above and the data presented here, it can be hypothesized that high PML levels
favor the establishment of highly repressed viral genomes, probably through the acquisition of
H3K9me3. However, an unanswered question that remains is what happens to viral genomes that
do not colocalize with PML.
Interestingly, it has been shown that PML does not colocalize with KSHV-DNA [146]. Fur-
thermore, KSHV genomes acquire H3K9me3 only in long-term infected cells [93, 94], thus, this
modification is not involved in the establishment of repression of KSHV genomes [93, 146, 210].
For KSHV, silencing is mediated via PRC and KSHV genomes were observed to colocalize with
the host factor KDM2B - a subunit of ncPRC1.1[210].

4.2 Acquisition of facultative heterochromatin seems to
facilitate reactivation

The establishment of facultative heterochromatin, especially through H3K27me3, is essential dur-
ing embryonic development [297, 298]. H3K27me3-silenced genes can become easily activated
again [304], which is in contrast to the more permanently silenced genes via H3K9me3.

4.2.1 PRV∆IE180 colocalize with KDM2B and acquires H2AK119ub

This dissertation demonstrated not only colocalization between PML and a subset of PRV∆IE180
genomes, but also between a subset of PRV∆IE180 genomes and KDM2B (Fig. 3.5). This
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observation suggests that lytic-cycle-deficient PRV genomes might also be repressed by PRC.
This finding is consistent with the ChIP-seq data showing that PRV∆IE180 acquired not only
H3K9me3 but also the PRC-mediated repressive histone modification H2AK119ub (Fig. 3.2).

4.2.2 HSV-1in1374 genomes acquire H2AK119ub in a cell-dependent
manner

Matching the observations from Alandijany et al. [180], who detected only few colocalization
events between PML and vDNA in U2OS cells, the here presented data showed only low levels
of H3K9me3 but high levels of H2AK119ub on lytic-cycle-deficient HSV-1 genomes in U2OS cells
(Fig. 3.6). U2OS cells express less PML compared to other cell types like HDFs. Furthermore,
they are lacking the chromatin remodeler ATRX, a component of PML-NBs. This deficiency
might explain why in contrast to HDFs the facultative histone modification H2AK119ub is found
on the viral genomes, in addition to H3K9me3.

Together the acquired epigenetic data of lytic-cycle-deficient PRV and HSV-1 show that PRC-
mediated repression can act on alphaherpesvirus genomes, in non-neuronal cells. Furthermore,
the RC-formation assay showed that viral genomes are more prone to reactivate in U2OS cells
compared to HDFs (Fig. 3.12). When combining these results it can by hypothesized that viral
genomes which acquire H2AK119ub are more prone to reactivate than viral genomes that acquired
H3K9me3.

4.2.3 Reintroduction of ATRX in U2OS cells leads to a decrease in
replication and reactivation

Overexpression of ATRX in U2OS cells led to a significant reduction of reactivation from the
repressed state (Fig. 3.13) and viral genomes in those cells showed an increase in H3K9me3 and
a decrease in H2AK119ub levels (Fig. 3.9).
This result is consistent with the hypothesis that viral episomes which acquire facultative het-
erochromatin are more susceptible to reactivate, whereas constitutive heterochromatin is more
difficult to remove, making genomes that are repressed by H3K9me3 more unlikely to reactivate.
However, to support this result, ChIP-seq of samples should be performed, as qPCR limits the
analysis to a few selected loci. In addition, a second replicate of the ChIP experiment should be
performed to confirm the observed phenomenon.

4.2.4 Knock-down of ATRX leads to a higher replication ability under
permissive conditions

In contrast to the phenomenon observed in U2OS cells, the change in the epigenetic profile of
HSV-1in1374 was only minor when ATRX was depleted in HDFs. H3K9me3 was detected on the
viral genomes in HDFviromer and HDFsiATRX cells (Fig. 3.10).
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For the HDFviromer cells, this result was expected and demonstrates that the transfection reagent
does not impact heterochromatinization, as the virus behaves similarly in HDFwt cells (Fig.
3.6). However, for the confirmed knock-down of ATRX in HDFs this result was surprising since
H3K9me3 levels were reduced in U2OS cells. However, the enrichment for H2AK119ub on the
HSV-1in1374 genomes in HDFsiATRX exceeded background level at one viral region (Fig. 3.10).
This suggests that upon ATRX depletion some viral genomes might acquire H2AK119ub, which
is in contrast to HDFs and HDFviromer cells, where H2AK119ub was not detected on the viral
genomes (Fig. 3.6 and Fig. 3.10).
Interestingly, HSV-1in1374 showed significant higher levels of reactivation ability in HDFsiATRX
cells, compared to HDFviromer cells under permissive conditions (Fig. 3.13). In this set-up the
repressive histone marks were not established, since genomes were allowed to directly replicate.
This observation is similar to the result from HAP1∆ATRX cells (Fig. 3.12). Therefore, it can
be assumed that ATRX depletion facilitates virus replication when genomes are able to directly
replicate.
Under non-permissive - permissive conditions infected HDFsiATRX cells showed no RCs. Thus, if
ATRX levels were reduced but not completely degraded, the amount of protein remaining might be
sufficient to cause strong suppression of most viral genomes, which is consistent with the detected
H3K9me3 on these viral genomes.
From the acquired data it can be concluded that while the knock-down of ATRX in HDFs had
only a modest effect on the viral genome chromatinization under non-permissive - permissive
conditions, the ability for lytic replication was significantly increased under permissive conditions.
When the infected cells were transferred to permissive conditions, the genomes were probably
already tightly repressed by PML-NBs. Since HSV-1in1374 does not express functional ICP0,
which would be needed to degrade ATRX and PML, the viral genomes cannot overcome PML-
NBs-mediated restriction. Hence, it can be assumed that even low levels of ATRX are enough
to establish tightly repressed virus genomes under non-permissive conditions. However, under
permissive conditions with only low ATRX levels subset of genomes is able to start replication,
because there is no sufficient restriction mechanism. However, since PML levels hardly change
upon ATRX knock-down, and the effect of ATRX is rather modest, PML alone might be more
important for H3K9me3 establishment than ATRX.

In conclusion, the here presented data could show that ATRX is involved in tight repression of
the viral genomes. However, ATRX seems to be non-essentially involved in the mechanism of the
formation of constitutive heterochromatin, which can be probably taken over by other proteins or
PML-NBs/ATRX-mediated repression is not necessarily associated with H3K9me3.

4.2.5 Knock-out of ATRX in HAP1 cells results in a general defect of
chromatinization

In contrast to HDFsiATRX cells, in HAP1∆ATRX cells neither H3K9me3 nor H2AK119ub was
detected on viral genomes. Furthermore, chromatinization of the viral genomes, in the latter
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cells, was generally impaired (Fig. S4). Strikingly, reintroduction of ATRX to those cells did
not lead to increased chromatinization levels. However, this phenomenon might have resulted
from selected cells that did not longer express the ATRX construct. Thus, the results from this
experiment should be treated with caution. However, it could also be that the vDNA is just
degraded without chromatinization in those cells. This would lead to degraded vDNA which
could then be detected as a signal in ChIP input samples. To investigate this further, HAP1
and HAP1∆ATRX should be infected with KSHV and chromatinization should be compared.
Since KSHV is not associated with PML-NBs, but only becomes repressed by PRCs [146], ATRX
depletion should not influence its heterochromatinization. An observed change would hint towards
a general chromatinization impairment in the HAP1∆ATRX cells. If KSHV’s chromatinization
would be different in HAP1∆ATRX compared to HAP1 cells, the observed phenomenon could
not be exclusively connected to the absence of ATRX.

4.3 Alphaherpesviruses appear to form two different
silenced subpopulations

Since H3K9me3 and H2AK119ub establish two distinct forms of heterochromatin - consitutive
and facultative heterochromatin - and do not coexit at the same regions on the cellular genome,
it is unlikely that both marks are established on the same viral episome. Therefore, it can be
assumed that there might be two subpopulations, acquiring different forms of heterochromatin.
An easily reversible repression, like it is established by facultative heterochromatin would support
the herpesvirus life cycle, since genomes can reactivate from their latent state. This means they
have to erase the repressive modification and instead acquire activating marks. This would be much
easier from factulative heterochromatin than from constitutive heterochtomatin. Nevertheless, it
is hypothesized that some genomes never reactivate [443], which would support a scenario of two
subpopulations where H3K9me3 could be a "dead-end" to the virus. Moreover, the colocalization
experiment between PRV∆IE180 genomes and the host factors PML and KDM2B further support
this hypothesis, although no parallel colocalization experiment could be performed due to problems
with the KDM2B antibody. Thus, a validation of this hypothesis is lacking an should be performed
in the future.
Cliffe, Coen, and Knipe [95] showed that lytic gene promoters acquired H3K27me3 at 14 dpi and
also demonstrated association between SUZ12 and parts of HSV-1. A few years earlier, the same
group showed increasing levels of H3K9me2 on vDNA, from 5 dpi to 15 dpi, in latently infected
neurons [444]. Furthermore, they observed an increase in vDNA, until 3 dpi, which afterwards
dropped rapidly, highlighting the ongoing viral replication in the beginning of an HSV-1 infection
[444].
Bringing these two findings together, it seems that progeny production of a de novo infection at
3 dpi is followed by H3K9me2-induced silencing at 5 dpi. Ultimately, only at 14 dpi H3K27me3
could be detected. Thus, there is first evidence that two distinct virus populations could exist in
latently infected neurons:
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• one population tightly silenced by H3K9me2 early during infection via PML-NBs, maybe
dependent on interferon levels in the respective neuron,

• whereas the other population could be already decorated with H2AK119ub, which had not
been analyzed yet, and will be later restricted via H3K27me3, by PRC2.

Such a mechanism would be in partial agreement with the genome-wide data shown here, where
very early during lytic infection, H3K9me3 was detected on replication-competent PRV genomes
(Fig. 3.3). In this early infection state, H3K36me2 was still prevalent and neither H2AK119ub
nor H3K27me3 were established. This indicated that PRC is not present on the PRV genome
that early during lytic infection. PRC might even never be recruited during lytic infection, since
either genomes are already silenced by H3K9me3 and thus entrapped by PML-NBs, i.e. they
are not accessible, or genomes will start to replicate and subsequently, acquire activating histone
modifications. This finding adds more evidence to the hypothesis that two viral subpopulations
could be established during alphaherpesvirus infections.

The results of this dissertation could show that PML-NB-mediated repression seems to be the
major silencing pathway in human fibroblasts, with H3K9me3 being the only repressive modifica-
tion on the viral genomes, which is in agreement with recently published data from Cohen et al.
[135]. In addition, the PML-NB component ATRX seems to be important for a tight repression of
vDNA. Furthermore, the high percentage of colocalization events between PRV∆IE180 genomes
and PML together with the epigenetic profile, with H3K9me3 being highly enriched on the viral
genomes, suggests a connection between the colocalization of PML and H3K9me3. However, the
presence of H2AK119ub and the colocalization of KDM2B with a subset of PRV∆IE180 genomes,
in the same cell type, indicates that an alternative repression mechanism, via acquisition of fac-
ultative heterochromatin, exists. Nevertheless, further investigations are required in order to be
able to fully understand the molecular mechanisms which govern establishment and maintenance
of herpesviruses latency.

4.4 DNA replication might balance the two states of
heterochromatin establishment

The histones H3.1 and H3.2 are incorporated into the cellular genome in a strictly replication-
depended manner, whereas H3.3 can be also incorporated into nucleosomes without ongoing repli-
cation [258]. As a result, histone variants change during the progress of a lytic viral infection.
Very early during infection, the histone variant H3.3 is incorporated into the viral chromatin by
default but becomes replaced by H3.1 upon replication initiation [447]. The histone variants are
deposited onto DNA by distinct histone chaperones. For H3.1 and H3.2 this histone chaperone
is CAF-1 [254, 259]. H3.3 is deposited by the histone chaperone complexes ATRX/DAXX and
HIRA [261].
Since both H3.3 chaperone complexes, HIRA and ATRX/DAXX, were found to colocalize with
vDNA, it was hypothesized that H3.3 would also be found in association with HSV-1 genomes.
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Cohen et al. [135] showed that DNA of a lytic-cycle-deficient HSV-1 mutant almost exclusively
colocalized with H3.3. Furthermore, ChIP-qPCR-data of this study showed that H3K9me3 is
established on H3.3. By depleting ATRX, DAXX or HIRA they observed decreased colocalization
of vDNA with PML, although PML levels were similar to untreated cells. A phenomenon that
was also observed in this dissertation upon ATRX depletion (Fig. S5. The absence of PML alone
significantly affected H3.3 levels on HSV-1 genomes. When depleting PML, colocalization between
HSV-1 DNA and ATRX and DAXX was significantly decreased, whereas colocalization between
viral genomes and HIRA was unaffected. This finding suggests that H3.3 deposition is associated
with PML-NBs which harbor ATRX/DAXX. Furthermore, they could show that viral genomes
can reactivate from the PML-NB-repressed state only if ICP0 is reintroduced [135].
The data presented in this dissertation could extend the findings from Cohen et al. [135] to
a genome-wide level on two different alphaherpesviruses. Furthermore, another repressive his-
tone modification, H2AK119ub, was detected, showing that PRC1 is associated with replication-
deficient alphaherpesvirus genomes.
The establishment of H3K27me3 requires active DNA replication, since it was shown that H3K27me3
can only be (re)established after mitosis [448]. Only then H3.3 is exchanged by H3.1, which can be
modified by PRC2, as H3.3 was shown to be a poor PRC2 target [449, 450]. Furthermore, H3K27-
monomethyltransferases were observed to be specific for H3.1 [451]. Thus, although PRC2 might
be recruited to the alphaherpesvirus genomes, via the nc PRC-repression pathway, the complex
is probably unable to perform methylation of H3K27 on the non-replicating genome.
In contrast to alphaherpesviruses, the gammaherpesvirus KSHV undergoes licensed latent repli-
cation, which leads to H3.1 deposition onto the vDNA during latency and, subsequently, to si-
lencing via H3K27me3. Therefore, it is rather unlikely that H3K27me3 can be established on
HSV-1 genomes. However, just recently H3K27me3 was detected on two viral promoters in a non-
neuronal cell line [136]. In addition, other studies were able to observe H3K27me3 on HSV-1, in
latently infected neurons [134, 414] - and even its interaction with SUZ12 [95]. Thus, there might
be a currently unknown distinction between neuronal and non-neuronal cells that can lead to
H3K27me3 acquisition on latent HSV-1 genomes. Hence, for neurons, the exact molecular mech-
anism of how PRC2 should be recruited to the viral non-replicating alphaherpesvirus genomes is
still an open question. Therefore, it would be of interest to investigate the histone variations that
are deposited onto alphaherpesviruses DNA in neurons.

Given the two distinct heterochromatin modifications detected here in lytic-cycle-deficient HSV-1
and PRV together with the data on the host factors PML and KDM2B, relevant new insights
into how alphaherpesviruses establish latency were gained. Overall, the data presented here not
only shed more light on the early heterochromatinization of alphaherpesviruses but also raises
exciting new questions. These should help to design further experiments aimed at investigating
the link between histone modifications and the ability of alphaherpesviruses to reactivate, as well
as investigating additional potential host factors that may be involved in the early repression
process.
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4.5 Proposed model of balancing epigenetic repression on
herpesviral DNA

Summing up, this study proposes that PRC-mediated repression leads to the establishment of au-
thentic alphaherpesvirus latency reservoirs with the ability to reactivate, while PML-NB-mediated
repression may result in permanent silencing and, in dividing cells, even lead to subsequent elim-
ination of the virus (Fig. 4.1A). Hence, this study proposes a model of two differently silenced
alphaherpesvirus subpopulations.
In contrast to KSHV, alphaherpesviruses acquire distinct heterochromatin states, which may
depend on the cellular background. For KSHV, the unmethylated CpG-rich vDNA becomes
repressed by PRC, whereas for PRV there seems to be some kind of balance between PRC-
and PML-NB-mediated repression, early in infection. For HSV-1, the results presented here
revealed that ATRX plays a role in tightly repressing its genomes. Therefore, ATRX levels might
influence the balance between the two different repressive histone modifications (Fig. 4.1B).
However, knock-down of ATRX was not sufficient to abolish H3K9me3, even in U2OS cells in
which ATRX is completely depleted. The overexpression of ATRX in U2OS cells resulted in a
modest increase in H3K9me3, and modest decrease in H2AK119ub levels. Thus, it seems that
ATRX is not the essential host factor influencing the repression of alphaherpesviruses. Therefore,
further studies are needed to investigate additional host factors involved in H3K9me3 deposition on
vDNA. Furthermore, additional single-genome experiments should be performed to conclusively
prove the proposed model of the co-existence of two viral subpopulations.
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Figure 4.1: Proposed Model of balancing epigenetic repression on herpesviral DNA. (A) Proposed mechanism of how and
why CpG-rich vDNA can be silenced by different host factors. The exchange of H3.3 by H3.1 during KSHV’s licensed latent
replication might be the driver for PRC2-mediated repression of KSHV. In contrast, the non-replicating alphaherpesvirus genomes
seem to be poor targets of PRC2 since histone H3.3 is not exchanged. Thus, in the "quasi-latent" infection system studied here,
alphaherpesvirus genomes only acquired the PRC1.1-mediated repressive histone modification H2AK119ub to acquire a repressed
state that can be easily revised, while another part of the alphaherpesvirus genomes acquired H3K9me3 as more permanent
repression. (B) Graphical summary of the findings of the work presented here, compared to currently published data of our group
about KSHV. In contrast to KSHV, lytic-cycle-deficient PRV and HSV-1 acquire H3K9me3 and H2AK119ub. However, the
acquisition of these modifications seems to be dependent on the cellular background. One host factor that might influence the
balance between the two modifications is ATRX. In HDFs only H3K9me3 was detected on the viral genome, however, a knock-
down of ATRX in those cells enabled the acquisition of H2AK119ub. Nevertheless, H3K9me3 seemed still to be the dominant
histone modification on the viral genomes in the knock-down cell line. Overexpression of ATRX in U2OS cells shifted the balance
from a high occupancy of H2AK119ub to slightly more H3K9me3 in those cells.
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The work of this dissertation aimed to decipher early events of herpesvirus infection, after entry
into the nucleus. As a basis for this, recently published data from our group suggested that
PRC-mediated repression may represent a default pathway that silences CpG-rich vDNA. Thus,
we hypothesize that herpesviruses with high CpG content may generally exploit this pathway to
support latency establishment. Investigating this hypothesis was the subject of the work presented
here.
In conclusion, the data of this dissertation showed a new aspect of alphaherpesvirus silencing
with the histone modification H2AK119ub on two different lytic-cycle-deficient alphaherpesviruses.
With this finding, the present work was able to generalize parts of the PRC-mediated repression
mechanism between two herpesvirus subfamilies, dependent on the cellular background. More-
over, this is the first study describing repressive histone modifications on lytic-cycle-deficient PRV
genomes. Therefore, the work of this dissertation contributes to a better understanding of the
epigenetic regulatory processes which lead to the establishment of early repression of incoming
herpesviral DNA. The observed cell-dependent establishment of distinct heterochromatin states
on alphaherpesvirus genomes seems to be partly influenced by ATRX, a component of PML-NBs.
However, the effects of its downregulation or overexpression were rather modest. Thus, the inves-
tigation of additional host factors involved in establishment of constitutive heterochromatin via
H3K9me3 should be a focus of future studies.
One such host factor could be PML, since it is the scaffold protein of PML-NBs and its absence
was shown to influence H3.3 levels on HSV-1 genomes. It would be interesting to investigate the
state of viral chromatin when PML itself is depleted. If the absence of PML were to lead to the
absence of H3K9me3 and viral genomes acquire H2AK119ub instead, it could be proclaimed that
PRC-mediated repression is impaired by the presence of PML. Another host-factor described to
be involved in early sensing of vDNA is Interferon gamma-inducible protein 16 (IFI16) [136, 452,
453]. Moreover, IFI16 and PML were shown to have restrictive functions for the viral genome but
are distinct from each other [180, 452]. Therefore, it would be of interest to study the epigenetic
landscape of alphaherpesviruses in relation to IFI16.
Furthermore, this study proposes the existence of two alphaherpesviral subpopulations. One being
suppressed by PRC, leading to the establishment of true alphaherpesvirus latent reservoirs with
the ability to reactivate, and the other being suppressed by components of PML-NBs, leading
to permanent silencing of the virus. However, the existence of the two subpopulations needs to
be further proven by single-genome investigations. Parallel colocalization studies of individual
alphaherpesvirus genomes, each colocalizing with components of only one of the two protein
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complexes, PRCs or PML-NB, would support the observations made in this work.
Another interesting question remaining from this study is how H3K27me3 is established on HSV-1
genomes in neurons, as shown by several publications [95, 134, 136]. Especially the presence of
H2AK119ub and histones of latent HSV-1 genomes, in infected neurons, should be investigated,
since this would help to understand whether there might be a histone variant exchange. Addi-
tionally, it should be further analyzed whether two virus subpopulations can be found in such
an infection system. So far the H3K9me2 and H3K27me3 were reported to be both found on
HSV-1 genomes, in latently infected neurons of mice [444]. Interestingly, when neurons were first
explanted and then infected, PML-association with viral genomes was only observed when treated
with IFN-α, before infection [119]. However, no epigenetic analysis on the viral genomes in this
infections was performed. Epigenetic data of HSV-1 in infected neurons are still lacking and based
on the study by Suzich et al. [119], explant-neurons seem to be a suitable and highly interesting
model system to be used for this.
According to the model postulated here, H3K9me3 together with PML-NB association could lead
to the elimination of herpesvirus genomes, in dividing cells. Therefore, it would be interesting to
investigate whether this silencing pathway can be enforced in other herpesviruses and whether this
leads to the elimination of viral genomes. For this purpose, a system could be used that allows
to recruit e.g. individual components from PML-NBs to herpesviruses such as KSHV, which was
not found to be associated with PML-NBs. Such a system would allow to investigate whether
the respective host factors affect heterochromatinization and virus genome maintenance. Such a
system is currently being established in our laboratory and could thus answer this question in the
future.



6 Material and Methods

6.1 Material

6.1.1 Chemicals and consumables

Table 6.1: List of media used for cell culture

Name Supplier
Fetal bovine serum (FBS) Gibco

Dulbeccos’s modified
eagle’s medium (DMEM) Gibco

OptiMEM-I Gibco
Medium199 Gibco

Table 6.2: List of chemicals used for cell culture

Name Supplier

Dimethylsulfoxide (DMSO) Sigma-Aldrich

Trypsin-EDTA
Thermo Fisher

Scientific

4-(2-hydroxyethyl)-1-
piperazineethanesulfonic

acid (HEPES)

Thermo Fisher
Scientific

Sodium-Pyruvate
Thermo Fisher

Scientific

Dulbecco’s phosphate
buffered saline (DPBS)

Merck

Polybrene Sigma-Aldrich

Lipofectamin2000
Thermo Fisher

Scientific
Continued on next page
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Name Supplier

Polyethylenimine (PEI)
Thermo Fisher

Scientific

TransIT®-LT1 Mirus

EdC Sigma-Aldrich

SensiMix™ SYBR
Meridian Bioscience

(Bioline)

Table 6.3: List of antibiotics used for cell culture

Name Supplier
Penicillin/Streptomycin

(pen/strep) Sigma-Aldrich

Doxycyclin (Dox) Thermo Fisher
Scientific

Zeocin Thermo Fisher
Scientific

Puromycin Thermo Fisher
Scientific

Hygromycin Thermo Fisher
Scientific

6.1.2 Cells

The following cells were used in this study.

Table 6.4: List of cells used in this study

Name Description Supplier

PK15 Pig epithilial kindney cells
A gift from the lab of Lynn
Enquist

PI
Pig epithilial kindney cells
with Dox inducible IE180
construct

A gift from the lab of
Lynn Enquist, constructed
by [415]

U2OS Osteosarcoma cells
A gift from the lab of
Thomas Dobner

Continued on next page
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Name Description Supplier

BJ

hTert immortalized human
foreskin fibroblasts, tran-
fected with the pGRN145
hTERT-expressing plasmid
(ATCC MBA-141), con-
structed by [454]

ATCC (CRL-4001™)

HDF Human Dermal Fibroblasts Lonza (CC-2509)

LentiX 293T
subclone of the transformed
human embryonic kidney
cell line HEK293

Clontech (Cat No. 632180)

6.1.3 Viruses

The following viruses were used in this study.

Table 6.5: List of viruses used in this study

Name Description Supplier

PRV960
Pseudorabies Virus with a

mCherry tag at VP26

A gift from the lab of
Lynn Enquist,

constructed by Jens
Bosse

PRV943c
Pseudorabies Virus with a GFP

tag at VP26

A gift from the lab of
Lynn Enquist,

constructed by Jens
Bosse

PRV943c-EdC

Pseudorabies Virus with a GFP
tag at VP26 and EdC

incorporation to perform
click-chemistry

EdC-incorporation by
Heidi Meissner

PRV128
replication deficient Pseudorabies

Virus without IE180

A gift from the lab of
Lynn Enquist,

constructed by [415]
Continued on next page
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Name Description Supplier

PRV128-EdC

replication deficient
Pseudorabies Virus without

IE180 and EdC incorporation to
perform click-chemistry

EdC incorporation by
Heidi Meissner

HSV-1
VP26-mCherry

Human Herpes Virus-1 with
VP26-mCherry tag

A gift from the lab of
Beate Sodeik, [455,

456]

HSV-1in1374

replication deficient Human
Herpes Virus-1 with temperature
sensitive ICP4, permissive at 32

◦C, deletion in ICP0 and
insertion in VP16

Gift from Roger
Everett

6.1.4 Bacteria

All experiments were done using one bacterium

Table 6.6: Bacteria used in this study

Name Description Supplier

Escherichia coli
DH5α

F– Θ80lacZ∆M15
∆(lacZYA-argF) U169 recA1

endA1hsdR17 (rK–, mK+) phoA
supE44 λ– thi-1 gyrA96 relA1

Thermo Fisher
Scientific

6.1.5 Medium for bacteria

Medium for bacteria contained the following components.
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Table 6.7: List of medium for bacteria culture used in this study

Reagent Ingredients Supplier

Lysogeny Broth
(LB) medium

1 % Trypone
Roth0.5 % Yeast extract

0.5 % sodium-chloride (NaCl)

Lysogeny Broth
(LB) agar

1 % Trypone

Roth
0.5 % Yeast extract

0.5 % NaCl
15 g/L Agar-Agar

Super Optimal
Broth (SOC)

medium

2 % Trypone

Thermo Fisher
Scientific

0.5 % Yeast extract
0.5 % NaCl

10 mM NaCl
2.5 mM kalium-chloride (KCl)

10 mM magnesium-chloride (MgCl)
10 mM magnesium-sulfate (MgSO4)

20 mM Glucose

6.1.6 Oligonucleotides

All oligonucleotidese were designed with the web-based primer-designing tool primer-blast, from
NCBI. All oligonucleotides were ordered from eurofins genomics.

Table 6.8: List of conventional PCR primers used in this study

Name Sequence

PRV∆IE180-Bleo homology_fw ATCAGCGCGGTCCAGGACCAGGTG

PRV∆IE180-Bleo homology_rv AATTCCCACTCCTTTCAAGACCTAGA

ANCH_1kb fragment_overlap
PRV∆IE180_Bleo_fw

TCTAGGTCTTGAAAG-
GAGTGGGAATTCGTCACTTTG-
GCAGGATCT

ANCH_short fragment_overlap
PRV128_Bleo_fw

TCTAGGTCTTGAAAGGAGTGGGAAT
TCTTTCAACGTTGAAACAAGAGAGC

SFFV promotor-Hygro_fw TGAAAGACCCCACCTGTAGGTTTG

Continued on next page
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Name Sequence

ANCH_1kb fragment_overlap
SFFV-promotor_rv

CAAACCTACAGGTGGGGTCTTTCAT-
GCCAAGCTCGGCATGATCACCTCAGT

ANCH_short fragment_overlap
SFFV-promotor_rv

CAAACCTACAGGTGGGGTCTTTCATT
TTCAACGTTGAAAATCGGGAGATCC

PRV∆IE180-
WPRE_homology_rv

AAGTCCCGGAAAGGAGCTGACAG

PRV∆IE180-
WPRE_homology_fw

TCTAGAGATTACATCAAGCTTATC

Hygro_rv_ overlap WPRE
GATAAGCTTGATGTAATCTCTAGACT
ATTCCTTTGCCCTCGGACGAGTG

EM7 fw CATCGGCATAGTATATCGGCATAGT

ANCH long fw CGTCACTTTGGCAGGATCT

Hygro rv CTATTCCTTTGCCCTCGGACGAGTG

ANCH short fw CTTTCAACGTTGAAACAAGAGAGC

EM7/Bleo rv.2 CCCACTCCTTTCAAGACCTAGA

EM/Bleo short_ rv overhang
GTCCTGCTCCTCGGCCACGAAGTGA-
GATCCTGCCAAAGTGACG

RE_WPRE_overhang
GCGGCCGCTGTCAAGAATATTAAC-
GAAGTCCCGGAAAGGAGCTG

RE_EM7_overhang
CTCGAGAGCGTTAATATTCTTGAT-
CATCGGCATAGTATATCGGC

IE180_fw CTTATAAGCGCGGTCTCCATC

IE180 _rv GGTTCAGAAAATACAGCACAAAC

EGFP_left_overhang_fw.2 GTGGTGCCCATCCTGGTC

EGFP_right_overhang_fw.2 CTCGTCCATGCCGAGAG

IE180_SbfI_kozak_fw
CCTGCAGGGCCACCATGGCCGAC-
GATCTCTTTG

Continued on next page
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Name Sequence

IE180_V5_NheI_rv
GCTAGCGGTTCCGTAGAATCGAGAC-
CGAGGAGAGGGTTAGGGATAGGCT-
TACCGTCAGCGGAGCAGCAGGTAG

NdeI_Hygro-
homology_SceI_Kana_fw

CATATGCGCGATTGCTGATCCCCATG
TGTATCACTGGCAAACTGTGATGGA
CGACTAGGGATAACAGGGTAATCGA
TTTATTCAACAAAGC

NdeI_Kana_rv
CATATGGCCAGTGTTACAACCAAT-
TAAC

WPRE_96bp_rv GCGTAAAAGGAGCAACATAGTTAAG

EM7_107bp_fw GACTGACACGTGCTACGAGG

EM7_shorter-homology_fw_2 AGGACTGACACGTGCTACGA

WPRE_shoerterhomology_rv_2 GCAGCGTATCCACATAGCGT

10bp_NdeI_Hygro-
homology_SceI_Kana_fw

GCGTGATTTCATATGCGCGA

10bp_NdeI_Hygro-
homology_SceI_Kana_rv

CAATCGCGCCATATGGCCAGT

IE180_primer_fw ATGGCCGACGATCTCTTTG

IE180_primer_rv TCAGCGGAGCAGCAGGTAG

BamHI_Kozak_Blast_fw
CGCCCGGATCCGCCACCATGGC-
CAAGCCTTTGTCTC

EcoRI_Blast_rv CCGGAATTCTTAGCCCTCC

BamHI_Kozak_Neo_fw
CGCCCGGATCCGCCAC-
CATGGGCAGCGCCATCGAGC

EcoRI_Neo_rv CCGGAATTCTCAGAAGAACTCG

fw_sgRNA1+2_PRV128 GTGCGTGTCATCGTGGTCG

rv_sgRNA1+2_PRV128 AAAGATGCGCTTGTTTGGCA

fw_sgRNA3_PRV128 CGGCAGGATCTCTCTGCATC

Continued on next page
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Name Sequence

rv_sgRNA3_PRV128 CTCGTCTCTCGGGCGTTTTT

fw_sgRNA3_PRV128_2 CAACTCTCTCGTCTCTCGGG

rv_sgRNA3_PRV128_2 CTGAGCCCGGCAAGGTATAA

fw_sgRNA4_PRV128 GGATGTGTGGTCCGACGAAG

rv_sgRNA4_PRV128 AAGTGCGAACGCCGAAAAAT

fw_sgRNA5_PRV128 GTCGCGTCCGAGTTTAGCTT

rv_sgRNA5_PRV128 GAGAGTTGAGGTTCGAGCGG

fw_sgRNA1+2_PRV128 GCCCCCGTGTGTGGAAATA

fw_sgRNA4_PRV128 AAGAACATTTTCACCCGCGCT

rv_sgRNA4_PRV128 CCGTCCCGTCGAATCCA

fw_sgRNA3_PRV128 CTCGAACCCGACGCGCCC

rv_sgRNA3_PRV128 GTTTATTGAGGGCACAACAGAG

HSV-1_US8_fw CATGGACGTCGTCTGGTTGA

HSV-1_US8_rv CGGAGCCGTTGGTGATAAGA

HSV-1_UL39_fw GATCATCGACGGAGACGTGG

HSV-1_UL39_rv CATGTAGTGCCCGCCAAAAC

Table 6.9: List of primers used for qPCR in this study

Name Sequence

ss_MYT1_fw GATGGCTTGTGGAAGAGCCT

ss_MYT1_rv AGTGAAAGAGCACGGAAGGG

ss_GAPDH_fw AGCTGAGGTCCAGCTGACTA

ss_GAPDH_rv TAAGCCTTCTACCCCTGCCT

ss_RPLP0_fw TAAATCTGCAGCAACTTGCCTCT

Continued on next page
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Name Sequence

ss_RPLP0_rv TGTATCCATCTTTGGGGAAGTCTG

prv_US8_fw ACGTTCGACCTGATGCCG

prv_US8_rv CGTAGTACCAGTCCAGCGTG

prv_US8/9_fw GTGACGAATGGGCCCAACTA

prv_US8/9_rv CTCCCGGTATTTAAGCGGGG

prv_UL54_fw GAGGTGCAGGCGATTGTAGC

prv_UL54_rv GACCTCGAAGAAGGGCACG

prv_US4_fw GATGGAGTACGCCCTCGTGA

prv_US4_rv CGAGCACGACGATGTACAGG

rv_UL27_fw CACACCACCAACGACACCTA

prv_UL27_rv TCCTCGACGATGCAGTTGAC

hs_C1ORF43c_fw AGTGGGTGGAGAATGCAGAC

hs_C1ORF43c_rv GAGATTACCCCACCCCATTC

hs_HOXC12long_fw AAAGCTTCCCACTGCAAAGA

hs_HOXC12long_rv AAATCTGGGGGCGAACTACT

hs_ZNF268_fw AATGCATTTCCACACTGCAA

hs_ZNF268_rv AAAGAGGTTGCTGCCAAGAC

ss_MYT1_fw GGCTTCTTAGGCAGGAGACC

ss_MYT1_rv AAGACAGACGCTCACATGGC

ss_ZNF312_ss_1_fw TTCTTCCTCTGGGAGAGTCCT

ss_ZNF312_ss_1_rv AAGACCTGGAGAAACCGAAGG

ss_GAPDH_fw GTAAAGTCGCGAGTAGCCGA

ss_GAPDH_rv GTGCACATTGGCAGAACCAG

hsv_UL38_fw GGCTGCGAACCATCTTGTTG

hsv_UL38_rv CCTGTTGGCGCAGTTTCAG

Continued on next page
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Name Sequence

hsv_UL39_fw CAGACGTTTGACTTTGGGCG

hsv_UL39_rv TGTAGCGTGCTGTCGATCAT

hsv_UL40_fw GTGATATGCCGGGTCACGAT

hsv_UL40_rv GGCCTGTGGACTCTTCTGAA

hsv_US8_fw ATGGACGTCGTCTGGTTGAG

hsv_US8_rv GCTGCGGGTGATACAGACAC

6.1.7 Buffers

Table 6.10: Composition of transformation buffers to produce chemically competent bacteria

Reagent Ingredients pH

Transformation
buffer I

100 mM RbCl2

5.8

30 mM potassium acetate (KAc)
10 mM CaCl2

50 mM MnCl2

15 % (v/v) glycerol
acetic acid

Transformation
buffer II

10 mM RbCl2

-
10 mM MOPS
75 mM CaCl2

15 % (v/v) glycerol

Table 6.11: Buffers used for agarose gel electrophoresis

Reagent Ingredients pH

50x TAE
2 M Tris-HCl

8.050 mM EDTA
5 % (v/v) acetic acid
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Table 6.12: Buffers for SDS-PAGE and Western Blot

Reagent Ingredients pH

Resolving Gel

375 mM Tris-HCl

8.8
10 % Acrylamide
0.01 % TEMED

0.1 % Ammonium persulfate
0.1 % SDS

Stacking Gel
125 mM Tris-HCl

6.84 % Acrylamide
0.3 % SDS

High Salt Buffer

50 mM Tris-HCl

8.0
300 mM NaCl

0.5 % Triton-X-100
0.1 % SDS

Nuclear
Extraction

Buffer

50 mM Tris-HCl
8.0150 mM NaCl

0.5 % nonident-P-40 (NP-40)

Protein
Extraction

Buffer

5 mM Hepes

8.0
1.5 mM MgCl2

300 mM NaCl
0,5 mM DTT

5X Sample
Loading Buffer

200 mM Tris-HCl

8.0
12 % (w/v) SDS

40 % (v/v) Glycerol
5 % (v/v) beta-Mercaptoethanol

0.004 % Bromphenolblue

1X Running
Buffer

25 mM Tris-HCl
8.33.5 mM SDS

192 mM Glycin

10X TBS-T
Buffer

100 mM Tris-HCl
8.01.5 mM NaCl

1 % Tween

Buffer C
25 mM Tris-HCl

9.425 mM Aminohexanoic Acid
10 % Methanol

Continued on next page
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Reagent Ingredients pH

Buffer B
25 mM Tris-HCl

10.4
10 % Methanol

Buffer A
300 mM Tris-HCl

10.4
10 % Methanol

Table 6.13: ChIP buffer compositions

Reagent Ingredients pH

ChIP-Buffer I

50 mM Hepes-KOH

8.0
140 mM NaCl
50 mM EDTA
10 % Glycerol
0.5 % NP-40

0.25 % Triton X-100

ChIP-Buffer II

10 mM Tris-HCl

8.0
200 mM NaCl
1 mM EDTA

0.5 mM EGTA

ChIP-Buffer III
50 mM Tris-HCl

8.010 mM EDTA
1 % SDS

ChIP
Dilution-Buffer

16,7 mM Tris-HCl

8.0
1.2 mM EDTA

0.01 % SDS
167 mM NaCl

1.1 % Triton X-100

ChIP
Elution-Buffer I

50 mM Tris-HCl
8.010 mM EDTA

1 % SDS

ChIP
Low-Salt-Buffer

20 mM Tris-HCl

8.0
150 mM NaCl
2 mM EDTA

1 % Triton X-100
0.1 % SDS

Continued on next page
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Reagent Ingredients pH

ChIP
High-Salt-Buffer

20 mM Tris-HCl

8.0
500 mM NaCl
2 mM EDTA

1 % Triton X-100
0.1 % SDS

ChIP
LiCl-Buffer

10 mM Tris-HCl

8.0
250 mM LiCl
1 mM EDTA
1 % NP-40

1 % Na-Deoxycholate

ChIP TE-Buffer
10 mM Tris-HCl

8.0
1 mM EDTA

ChIP
CaCl2-Buffer

10 mM Tris-HCl
8.0

300 mM CaCl2

6.1.8 Antibodies

Table 6.14: List of primary antibodies used in this study

Name Description Supplier

anti-VP5
anti-HSV-1 + HSV-2 ICP5

major capsid protein antibody,
mouse monoclonal

Abcam

anti ICP8
anti-HSV-1 ICP8 antibody,

mouse monoclonal
Santa Cruz

anti KDM2B
anti-JHDM1B (KDM2B)

antibody, rabbit polyclonal
Merck Millipore

anti PML
anti-PML (PG-M3), mouse

monoclonal
Santa Cruz

anti ATRX
anti-ATRX antibody, rabbit

polyclonal
Abcam

anti ATRX
anti-ATRX antibody, clone f39,

mouse polyclonal
A gift from the lab of

Thomas Dobner
Continued on next page
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Name Description Supplier

anti H3K9me3
anti-trimethyl-histone H3 (Lys9)

antibody, rabbit polyclonal
Active Motiv

anti H3K27me3
anti-methyl-histone H3 (Lys27)
(C36B11), rabbit monoclonal

Cell Signaling

anti H3K27ac
anti-histone H3 (acetyl K27)
antibody, rabbit polyclonal

Abcam

anti H3K4me3
anti-trimethyl-histone H3 (Lys4)
antibody, clone MC315, rabbit

monoclonal
Merck Millipore

anti H3K36me2
anti-dimethyl-histone H3
(Lys36), rabbit polyclonal

Merck Millipore

anti
H2AK119ub1

anti-ubiquityl-histone H2A
(Lys119), rabbit monoclonal

Cell Signaling

anti H3
anti-histone H3 (pan H3)

antibody, rabbit polyclonal
Abcam

anti H3.3
anti-histone H3.3 antibody,

rabbit polyclonal
Merck Millipore

Table 6.15: List of secondary antibodies used in this study

Name Description Supplier

Alexa-488

goat anti-rabbit IgG (H+L)
cross adsorbed Alexa Fluor
488-conjugated secondary

antibody, polyclonal

Invitrogen

Alexa-555

goat anti-rabbit IgG (H+L)
cross adsorbed Alexa Fluor
555-conjugated secondary

antibody, polyclonal

Invitrogen

6.1.9 Plasmids
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Table 6.16: List of plasmids used in this study

Name Description Supplier

Lenti VSV env
R861

used for the production of
infectious lentivirus containing
supernatants, expressing the

envelope protein

Addgene

Lenti gag-pol

used for the production of
infectious lentivirus containing

supernatant, expressing the
group-antigen and the

polymerase

Addgene

Lenti rev

used for the production of
infectious lentivirus containing

supernatant, expressing the
rev-responsive element

Addgene

ANCHOR
A vector containing the ANCH

and OR sequence
A gift from the lab of

Kerstin Bystricky

LeGo-sgRNAs
LeGo vector containing sgRNA

against PRV genome
Designed by Thomas

Günther

px458-Cas9-
GFP-gRNA-

hATRX

Vector with Cas9, sgRNA
against ATRX and GFP

expression

Designed by Simon
Weißmann

PiggyBac
pTet-ON
hsATRX

PiggyBac backbone containing
inducible ATRX-EGFP

expression cassette

backbone from Sanger
Plasmid Repository,

constructed for
ATRX overexpression

purpose by Simon
Weißmann

PiggyBac
Transposase

pCMV hyPBase

PiggyBac helper plasmid,
expressing the transposase for

efficient integration

Sanger Plasmid
Repository

6.1.10 siRNAs
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Table 6.17: List of siRNAs used in this study

Name Description Supplier

siATRX ON-TARGETplus siRNA
reagent ATRX, smartpool Horizon/Dharmacon

siScr ON-TARGETplus
non-targeting siRNA Horizon/Dharmacon

6.1.11 Kits

Table 6.18: List of kits used in this study

Name Supplier
Zymo Gelextraction Zymo

Mini-prep Qiagen
Maxi-prep Qiagen

DNA clean and
concentrator Zymo

Gibson Assembly NEB
Mycoplasm Detection Merck

Molecular Probes Click-iT
Plus Alexa Fluor 555
Picolyl Azide Toolkit

Thermo Fisher
Scientific

6.1.12 Devices

Table 6.19: List of devices used in this study

Name Supplier

Nikon Spinning Disk Nikon

Nikon A1 Nikon

Gel-Doc BD Biosciences

Rotorgene Qiagen

PCR-cycler NEB

Nano-Drop 1000 Thermo Fisher Scientific

Incubator Heracell

Thermomixer Thermo Fisher Scientific
Continued on next page
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Name Supplier

Waterbath Heraeus

Sterile Bench Heracell

Centrifuge Eppendorf
NextSeq Illumina

6.1.13 Software

The following software products have been used for this work.

Table 6.20: List of software used in this study

Name License Used For
CLC Commercial Cloning
SnapGene Commercial Cloning
Imaris Commercial Image Analysis
Fiji Free Image Analysis
GaphPad Prism Commercial Statistics
Adobe Commercial Image Processing
Microsoft Office Commercial Creation of Figures
QuPath Free Image Analysis
LATEX Free Documentation

6.2 Methods in cell biology

6.2.1 Cell culture

All cell lines were maintained in 10 centimeter (cm) or 15 cm dishes or T75 flasks. In general
the medium was composed of DMEM supplemented with 10 % FBS, which will be from here on
called culture medium. For selection different antibiotics were added, which can be found in Sec.
6.3. BJ cells were maintained in a medium containing DMEM and Medium199 in a ration 1:1,
supplemented with 20 % FBS and 2 % Sodium-Pyruvat. All cells were passaged when reaching
about 90 % confluence by adding 2.5 ml of Trypsin and incubation at 37◦C until cells detached. To
stop the enzymatic reaction, three times the amount of culture medium was added and cells were
spitted according to their growth behavior 1:5, 1:10 or 1:20. Cell counting was done by using a
Neubauer cell chamber. When freezing cells, these were trypsinized as mentioned before and then
centrifuged at 300 g for 5 min. The supernatant was discarded and the cell pellet was resuspended
in an appropriate volume of culture medium. Aliquots of 1 ml containing between 1 ·106 and 5 ·106
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cells were frozen in cryotubes, which were placed in Mr. Frosty™ (Thermo Fisher) cell freezing
containers for three days. The cell freezing containers were filled with propanol, to slow down the
cooling process and avoid cell damage. For short term storage the cells were kept at –80◦C and
transferred to liquid nitrogen after a few weeks for long time storage. Cells were thawed shortly
in a 37◦C waterbath, then mixed with 9 ml of pre-warmed culture medium and plated into a T75
flask. All Cells were incubated at 37 ◦C with 80 % relative humidity, 5 % CO2 and 20 % O2.
While handling the cells a laminar flow hood was used.

6.2.2 Mycoplasma test

To test cells for mycoplasmic contamination the LookOut® Mycoplasma PCR Detection Kit
(Merck) was used, according to the manufacturer’s protocol.

6.2.3 PRV production and titration

The PRV∆IE180 mutant was grown on IE180 transcomplementing PK15 (PI) cells, in culture
medium. PI cells were selected for the doxycyclin-inducible IE180 clones in the presence of 500
µg/ml geneticin (G-418). PI cells were grown in a 10 cm dish until they reached 80 % confluence.
Two hours before infection 10 µg/ml Dox was added to a total volume of 5 ml culture medium.
Cells were infected with a MOI of 0.1 for one hour at 37◦C. The inoculum was aspirated and 10
ml culture medium, supplemented with 10 µg/ml Dox, were added to the cells. As soon as the
cells experienced 100 % cytopathic effect (CPE) (after two to three days), cells were scraped off
the plate and together with medium centrifuged at 300 g for 3 min, to get rid of cells and cell
debris. The supernatant was split into 1 ml aliquots and stored at –80 ◦C.
For the titration of PRV∆IE180 5 ·106 PI cells were plated into each well of a 6-well plate, in the
presence of 10 µg/ml Dox. When they reached confluence a series dilution of one aliquot of the
virus stock was made in culture medium containing 10 µg/ml Dox, starting from 10-2 to 10-7. The
medium was aspirated of each well, and 250 µl of each dilution was added into one well. This was
incubated for one hour at 37◦C and rocked every 15 min. In the meantime 10 µg/mL Dox was
added to 1.5 % methocel in 1x DMEM and incubated at 37 ◦C. One hour after incubation 2 ml of
methocel were added to each well. The plate was then incubated at 37 ◦C for three to four days,
until plaques were visible. To determine the virus titer, plaques of two dilutions were counted,
multiplied by four and by the dilution factor to determine the plaque forming unit (PFU) per ml.
The other PRV mutants used in this study were able to lytically replicate in PK15wt cells. Thus,
virus production and titration was performed as described for PRV∆IE180, except for using
PK15wt cells without adding Dox.

6.2.4 HSV-1 production and titration

The HSV-1in1374 mutant was grown on U2OS cells in culture medium. U2OS cells were grown in
a 10 cm dish until they reached 80 % confluence. One day prior to infection they were incubated
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at 32 ◦C, the permissive temperature of the virus mutant. Cells were infected with a MOI of 0.1
for two hours at 32 ◦C. The inoculum was aspirated and 10 ml pre-warmed culture medium was
added to the cells. As soon as the cells experienced 100 % CPE (after four to five days), cells were
scraped off the plate and together with medium centrifuged at 300 g for 5 min. The supernatant
was split into 1 ml aliquots and the cell pellet was resuspended in 1 ml culture medium and
freeze-thawed three times. Cells were centrifuged at 300 g for 3 min to get rid of cells and cell
debris and the supernatant was added to the aliquots. Virus supernatant was frozen and stored
at –80◦C. For the titration 5 ·106 U2OS cells were plated into each well of a 6-well plate. When
they reached confluence the next day a series dilution of one aliquot of the virus stock was made
in culture medium, starting from 10-1 to 10-6. The medium was aspirated of each well, and 250 µl
of each dilution was added into one well. This was incubated for two hours at 32 ◦C and rocked
every 15 min. In the meantime 1.5 % methocel in 1x DMEM was pre-warmed to 32 ◦C and after
the incubation time 2 ml of methocel were added in each well. The plate was then incubated at 32
◦C for four to seven to ten days, until plaques were visible. To determine the virus titer, plaques
of two dilutions were counted, multiplied by four and by the dilution factor to determine the PFU
per ml.

6.2.5 Methylcellulose production

To produce 1.5 % methocel in 1 x DMEM 3 % weight/volume solution of methocel in water was
made. When all the powder was solubilized, the solution was autoclaved. Since after autoclaving
methocel will form a solid with water around, it has to be stirred over night at 4 ◦C. Meanwhile
2x DMEM was prepared by dissolving the appropriate amount of DMEM powder (Fisher cat
SH30003.03) in water. This solution was then filter-sterilized. After the methocel solution has
become homogenous again 2 x DMEM was added to 3 % methocel in a ratio 1:1. 7.5 % Sodium
Bicarbonate and 5 % FBS were added. Everything was mixed well and stored at 4 ◦C.

6.2.6 Non-permissive viral infections

The respective target cells were counted and plated into dishes or well-plates, 24 h prior to
infection. Subsequently, cells were infected with the desired MOI and incubated for one hour
at 37 ◦C when using PRV or for two hours at 38.5 ◦C when using HSV-1in1374. Afterwards the
inoculum was aspirated and fresh, pre-warmed culture medium was added. Infected cells were
further incubated at 37 ◦C for PRV and 38.5 ◦C for HSV-1in1374.

6.2.7 Transfection of vDNA for the PRV master stock production

For transfection of nucleocapsid vDNA, PK15 or PI cells were plated in 6-well plates and incubated
at 37 ◦C until they reached 80 % confluence. PI cells were used when producing the IE180-null
mutant; thus, cells were incubated with 10 µg/ml Dox 24 hours prior to transduction. 2.5 µg
nucleocapsid DNA of PRV were mixed with Opti-MEM to reach a volume of 250 µl. In parallel
20 µl of Lipofectamin2000 were mixed with 230 µl of Opti-MEM. Each mixture was incubated for
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5 min at room temperature (RT), then both solutions were combined and incubated for another
20 min at RT. Meanwhile medium was aspirated from the cells and 1 ml of fresh, pre-warmed
culture medium was added to each well, since antibiotics can decrease the transfection efficiency.
Then the mixed solution was carefully pipetted in drops onto the cells and they were incubated
over night at 37 ◦C. The supernatant was then aspirated and 2 ml of fresh, pre-warmed culture
medium were added to each well. During production of the IE180-null mutant 10 µg/ml Dox were
added. When cells showed 100 % CPE they were scraped off the plate and together with the
supernatant frozen at -80◦C. This master virus stock was then titered and used for working stock
productions of the designated virus as described in section 6.2.3.

6.2.8 Establishment of an ATRX knock-out in HAP1 cells

The laboratory work for the establishment of an ATRX-ko HAP1 cell line was performed by
a masterstudent in our lab, Armin Günther. In order to generate a complete ko of ATRX a
CRISPR/Cas9-based approach was used. For this two different sgRNAs were designed, one at
the 5’-end and the other at the 3’-end of the gene. These sgRNAs were cloned into a vector
expressing Cas9 and GFP. Single cells were sorted and each clonal population was screened via
PCR for the absence of ATRX. This could be achieved by using two primer pairs, one located
inside the ATRX-gene and the other one flanking the ATRX-locus. Cell clones with successful
ATRX-deletion should only show a small band since the gene was excised, while in cell clones
still harboring the gene, amplification via the primer pair which binds inside the gene body would
take place. After the screening via PCR the respective cell clones were controlled for the absence
of ATRX expression via immunoplotting. Afterwards, the cell clone which did neither show the
respective ATRX-PCR fragment nor ATRX protein levels was used for further experiments.

6.2.9 Transfection of piggyBac vector constructs

For the transfection with the piggyBac vector constructs two different transfection reagents were
used, depending on the cell type which should be transfected. HAP1 cells were transfected with
TransIT®-LT1 transfection reagent, while U2OS cells were transfected using Lipofectamine2000.
For HAP1∆ATRX cell-transfection, 250.000 cells were plated in one 6-Well and transfection was
perform immediately after seeding the cells. 2 µg PB transposase vector + 2 µg PB construct
vector + 4 µl transfection reagent were added to 250 µl Opti-MEM. This was mixed and incubated
for 30 min at RT. Then the Opti-MEM-mix was added to the cells. Cells were incubated for 24 h
at 37 ◦C. Afterwards the medium was changed and selection was started with 1 µg/ml puromycin.
For U2OS cells 250.000 cells were plated in one 6-Well and incubated over night at 37◦C. The
next day 9 µl Lipofectamin2000 were diluted in 100 µl Opti-MEM. In parallel 2 µg PB construct
vector and 2 µg PB Transposase vector were mixed with 150 µl Opti-MEM. Each mixture was
incubated for 5 min at RT, then both solutions were combined and incubated for another 20 min
at RT. Meanwhile, medium was aspirated from the cells and 1 ml of fresh, pre-warmed culture
medium was added to each well, since antibiotics can decrease the transfection efficiency. The



6 Material and Methods 89

mixed solution was then carefully pipetted in drops onto the cells and they were incubated over
night at 37 ◦C. The next day the supernatant was aspirated and 2 ml of fresh, pre-warmed culture
medium were added to each well, containing the selection antibiotic puromycin (1 µg/ml).
U2OS and HAP1∆ATRX cells were transfected with this piggyBac vector together with a trans-
posase vector, which enables integration into the genomic DNA and thus stable expression of the
construct. Cells were selected for one to two weeks with puromycin, afterwards cells were induced
with 1 µg/ml of Dox.

6.2.10 Transfection of siRNA

For transfection with siRNAs 10.000 or 125.000 HDF cells were plated into an 8-well IBIDI or a
6-well plate, respectively and incubated at 37 ◦C over night. The next day cells were transfected
with a total of 7 pmol or 28 pmol, respectively and 0.25 µl or 1 µl viromer blue transfection, reagent
diluted in 10x viromer blue reaction buffer. The siRNA - viromer blue mixture was incubated at
RT for 15 min. Meanwhile, the medium on cells was exchanged and 225 µl or 900 µl of fresh,
pre-warmed culture medium was added to each well, respectively. Then the mixed solution was
carefully pipetted in drops onto the cells and they were incubated for four hours at 37 ◦C. The
supernatant was then aspirated and 250 µl or 1 ml of fresh, pre-warmed culture medium were
added to each well. Transfected cells were further incubated for 48 h at 37 ◦C, since at this time
point the targeted protein was already highly downregulated. Afterwards, infection experiments
were performed with HSV-1in1374.

6.2.11 Lentivirus production and transduction

For the production of lentiviral particles, lenti-XTM 293T cells were used. 5 ·106 cells were seeded
into a 10 cm dish, one day prior to infection. For transfection of the cells, 10 µg of the lentiviral
construct was mixed with 1 ml Opti-MEM and with the packaging plasmids (10 µg phCMV-gag-
pol, 5 µg phCMV-rev, 2 µg phCMV-VSV-G env). 270 µl polyethyleneimine (PEI) were added
to the mixture. Afterwards, the solution was incubated for 30 min at RT. The media of the
lenti-XTM 293T cells was aspirated and 6 ml Opti-MEM were added. The transfection mix was
then added to the cells. and 8 h post transfection the media was changed to culture medium. The
supernatant was harvested, two to three days after transfection. Subsequently, the supernatant
was filtered through a 0.22 µm polyethersulfone (PES)-membrane (Merck Millipore), and frozen
in 2 ml aliquots, at -80 ◦C.
Target cells were transduced with different dilutions of lentivirus supernatants. Starting from 1:2,
1:5, 1:10 and 1:100 diluted in culture medium. For better transduction efficiency Polybren was
added in a dilution 1:1000. After 8 h medium was changed with culture medium and cells were
grown for two to three days until they were plated in 10 cm dishes and if possible selection was
started. If the lentivirus construct expressed a fluorescent protein cells were sorted by FACS. For
this cells were grown until they reached complete confluence in a 10 cm dish, then harvested and
sorted according to 6.2.12
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6.2.12 Preparation of cells for FACS

Cells were trypsinized and resuspended in culture medium as described in 6.2.1. Then cells were
pelleted in 15 ml falcons for 5 min at 300 g and resuspended according to cell number in 250 µl
to 500 µl of FACS-buffer, containing 2 % FBS in DPBS. Cells were then pipetted through a filter
into FACS-tubes. After sorting, cells were collected in 5 ml of culture medium supplemented with
1 % pen/strep, since the possibility of contaminating cells is quite high during sorting. Cells were
then plated into 10 cm dishes and treated with the pen/strep supplemented culture medium for
two to three passages.

6.3 Methods in molecular biology and biochemistry

6.3.1 Genomic DNA extraction

Cells were infected as described in 6.2.6. Cells were incubated at the specific temperature for
24 h or 48 h. Then they were trypsinized, centrifuged at 300 g for 5 min, washed one time
with DPBS, centrifuged again and resuspended in 1 ml to 2 ml of lysis buffer. Proteinase K
was added and cells were incubated at 37 ◦C for 24 h. 500 µl of the viscous cell-solution were
carefully pipetted into a Phase-Lock tube for Phenol-Chlorofrom extraction, with one time phenol-
chloroform-isoamylalcohol (PCI) and one time Chloroform. The viscous upper phase was carefully
pipetted into a 50 ml falcon and precipitated with NaCl and 100 % ice-cold ethanol for 10 min on
ice. Then the DNA was either rolled up on a glass hook, washed three times in 70 % ethanol and
air-dried on the glass hook or pelleted at 2000 g for 15 min at 4 ◦C and then washed three times with
500 µl 70 % ethanol and air-dried in the falcon. Deionized water was then added to the DNA and
solubilized at 4 ◦C for at least 24 h. After the pellet was solubilized, the DNA concentration and
quality was measured with a spectrophotometer (Nanodrop-1000). When quality or concentration
was low it was dialyzed using dialysis tubes and eluted in the appropriate volume of deionized
water. The extracted high-molecular DNA was further used for minion-sequencing.

6.3.2 RNA extraction

For RNA extraction 1 ·106 to 5 ·106 cells were harvested, washed with DPBS and lysed in 500
µl Trizol, by pipetting up and down several times. At this step cells could be frozen at -80 ◦C.
To continue with RNA-isolation 100 µl chloroform were added, the solution was vortexed and
incubated on ice for 10 min. The sample was then centrifuged at 12.000 g for 15 min at 4 ◦C.
Afterwards, the organic and aqueous phase should be separated. The aqueous phase contains the
RNA and was therefore transferred into a new tube, whereas the organic phase contains proteins
and DNA and was discarded. The RNA containing phase was then precipitated by mixing with 80
% of the transferred volume of isopropanol and incubated on ice for 30 min. The sample was then
centrifuged at 20.000 g for 5 min at 4 ◦C to pellet the RNA. The pellet was washed with 75 %
ice-cold ethanol, centrifuged as before and ethanol was discarded carefully. Afterwards, the pellet
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was air-dried for max. 10 min at RT. Depending on the cell number, the pellet was resuspended
in 20 - 50 µl of diethylpyrocarbonate (DEPC) treated water. RNA-concentration and quality was
determined by using a spectrophotometer (Nanodrop-1000).

6.3.3 Cell preparation for immunoblotting

Cells were trypsinized and centrifuged for 3 min at 600 g. The cell pellet was washed with DPBS
two times. Afterwards the pellet was resuspended either in high salt buffer or nuclear extraction
buffer (see Tab. 6.12). During nuclear extraction, the cell pellet was carefully resuspended in
nuclear extraction buffer and then nuclei were spinned down at 20.000 g for 1 min at 4 ◦C.
Afterwards, nuclei were resuspended in protein extraction buffer (see Tab. 6.12) and sonification
was performed for five cycles at high intensity. Proteinconcentration was then measrued, using
bradford assay. Afterwards, 4x loading-buffer was added to the sample and incubated for 10 min
at 95 ◦C. 20-40 µg protein were loaded onto the gel.

6.3.4 SDS-PAGE and immunoblot

The SDS-Gel was placed into the Biorad gel-device. The device was filled with 1x running buffer
(6.12) and applied for 90 min at 150 V. To transfer the proteins from the gel to a carrier membrane
the gel was blotted onto a methanol-activated polyvinylidenfluorid (PVDF) membrane via a semi-
dry method. In order to do this, the gel and the membrane were placed amongst filter papers
soaked into different buffers (6.12) and amplied to a electric field at 115 mA for 75 min. Afterwards
the membrane was blocked in 5 % milk in tris-buffered saline with Tween20 (TBS-T) for 30 - 60
min, to inhibit unspecific binding of the antibodies. The membrane was incubated with the first
antibody diluted in 5 % milk in TBS-T over night at 4 ◦C. After washing the membrane three
times for 5 min with TBS-T, the second antibody was incubated for 1 h at RT. Again the
membrane was washed three times with TBS-T. After incubation with luminol reagent (Santa
Cruz) for 1 min at RT the membrane was developed. This process is based on the oxidation of
luminol in the developer solution through horseradish peroxidase. Ultimately, the luminesense is
captured on a X-ray film.

6.3.5 Conventional PCR

Conventional PCR was first described as a method to amplify specific DNA fragments by annealing
oligonucleotides to a template DNA and amplifying this template region through polymerases
[457]. Here, this in vitro technique was used to amplify DNA fragments for cloning and screening
bacterial colonies. Depending on fragment length and GC-content different polymerases and
thermocycler programs where used, which can be found in table 6.22 and 6.21.
After the PCR, the amplified fragments were loaded onto a gel to check for the right product
and quality. For colony-PCR this technique was used to screen for clones with the right insert.
After cloning, plasmids were digested and the success of a cloning-experiment was proven by the
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right digest pattern in the gel. For ChIP, 10 µl of the input sample was loaded onto the gel, to
determine the proper fragmentation of the chromatin.

Table 6.21: PCR reaction mix for one reaction with a total volume of 20 µl

Reagent Amount
10x PCR buffer 2 µl
dNTPs 0.5 µl
Primer reverse 1 µl
Primer forward 1 µl
Polymerase 0.25 µl
Template gDNA 100 ng
DEPC treated water add to 20 µl

Table 6.22: PCR thermocycle conditions

Cycles Temperature in ◦C Time
1 95 2 min

30

95 20 sec
58 - 64 15 sec
72 15 - 60 sec

1 72 3 min
1 4 hold

6.3.6 Agarose gel electrophoresis

Depending on the fragment length different agarose concentrations were used, ranging from 0.5 %
to 2 % (w/v). To prepare the gel, an appropriate amount of agarose was mixed with the specific
volume of TAE-buffer and shortly boiled in a microwave. After cooling down, but before getting
viscous, ethidiumbromide was added in a dilution 1:20.000. The gel was then poured into a gel
chamber and samples were mixed with 10x FastDigest Green Buffer (Thermo Fisher) and loaded
onto the gel together with the GeneRuler DNA-ladder-mix (Thermo Fisher). Gels were run,
depending on their purpose, at between 70 V and 110 V, 400 mA and 30 min to 2 h. Afterwards,
the gel was illuminated with UV-light and a photo was taken using a GelDoc (In Genious) for
documentation.

6.3.7 Purification of DNA fragments from an agarose gel

To purify PCR products for cloning, the specific bands were cut from an agarose gel with a
scalpel while illuminated with UV-light. Afterwards the DNA fragments were purified using the
Zymoclean Gel DNA Recovery Kit (Zymo Research), according to the manufacturer’s protocol.
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6.3.8 Production of chemically-competent bacteria

The Rubidium-Chloride method was used to produce chemically competent bacteria (E.coli,
DH5α). For this, an overnight culture, grown at 37 ◦C, was diluted 1:100 in LB-medium. This
dilution was further grown at 37 ◦C until the exponential growth phase was reached, at an optical
density (OD) between 0.5 and 0.6. Bacteria were then chilled on ice for 15 min and pelleted at
5000 g for 5 min and at 4 ◦C. After resuspending the pellet in 150 ml cold tranformation buffer
I (Tab. 6.10). The solution was incubated on ice for 90 min. Another centrifugation step was
performed as described above and the pellet was resuspended in 30 ml cold transformation buffer
II (Tab. 6.10). Aliquots of the now chemically competent bacteria were frozen in liquid nitrogen
and kept at -80◦C.

6.3.9 Bacterial transformation

Competent bacteria were thawed on ice and 50 µl of bacteria were mixed with either 1 ng of
plasmid-DNA or 10 µl of a ligation product (6.3.12) and incubated for 20 min on ice. Chemically
competent bacteria were transformed by heat shock at 42 ◦C for 30 sec and afterwards incubated
2 min on ice. 950 µl SOC medium was then added to the bacteria and they were incubated for 1
h at 37 ◦C. The bacteria samples were plated on LB-agar supplemented with selecting antibiotics
and incubated over night at 37 ◦C.

6.3.10 DNA-isolation from bacteria

To purify bacterial DNA different kits were used (see Tab. 6.18). For cultures up to 5 ml a
Mini-Prep Kit (Qiagen) was used. For cultures up to 100 ml a Midi-Kit was used (Qiagen) and
for bigger cultures a Maxi-Prep Kit (Qiagen) was used.

6.3.11 Restriction digestion of DNA

Cloning DNA fragments into vectors was performed by cutting the vector, using specific restriction
sites. These restrictions sites were added during PCR to the DNA fragments that should be
inserted into the vector. Restriction digestion was further used to test for successful cloning,
which was analyzed by an agarose gel. For restriction digestion either 200 ng of a DNA fragment
or 1 µg of a plasmid vector were mixed with 1 µl of a FastDigest restriction enzyme (Thermo
Fisher) together with 10x FastDigest Buffer (Thermo Fisher) and incubated at 37 ◦C for 60
min. When using a plasmid vector for ligation, the respective vector was treated with alkaline
phosphatase (AP) after restriction (RE)-digestion.

6.3.12 DNA ligation

For the ligation, the vector and the insert were mixed at a molar ration of 1:3 together with
T4-DNA-ligase and 10x T4-Buffer (Thermo Fisher). This was incubated at 16 ◦C over night. To
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test whether the ligation reaction was successful the ligase-product was loaded onto an agarose
gel and analyzed as described in 6.3.6.

6.3.13 Gibson assembly

Gibson Assembly was used to combine several short DNA-fragments with overlapping sequences.
Four fragments should be assembled for cloning the ANCH-sequence with adjacent PRV homolo-
gies and an antibiotic-resistance cassette. Each fragment was amplified with an overlapping se-
quences to its future adjacent fragment by conventional PCR and then mixed in equimolar ratios
together with the Gibson Assembly Master-Mix (NEB) according to manufacturer’s protocol.

6.3.14 Sanger sequencing

All cloned plasmids were sequenced by sanger sequencing, after successful RE-digestion. This was
performed by the TubeSeq-Service from Eurofins.

6.3.15 ChIP

ChIP-Experiments were performed based on the protocol published by Günther et al. [458]. Cells
were harvested and fixed with 1 % formaldehyde for 10 min at RT, then quenched for 5 min with
1/10th the volume 1.25 M glycine and pelleted at 200 g for 3 min. The pellet was washed once
with cold PBS and cells were again pelleted at 200 g for 3 min at 4 ◦C. The cell pellet was
resuspended in ChIP buffer I (Tab. 6.13) and incubated for 10 min at 4 ◦C while rotating. Nuclei
were pelleted by centrifugation at 2000 g for 5 min at 4 ◦C. The pellet was resuspended in ChIP
Buffer II (Tab. 6.13) and treated the same as before. This pellet was then vigorously resuspended
in ChIP buffer III (Tab. 6.13) by pipetting up and down at least 30 times. The volume of ChIP
buffer III should be calculated to end up with chromatin of 1 ·106 per 100 µl. The suspension
was then sheared using a BiorupterTM (Diagenode) for 15 cycles (30 sec "on" and 30 sec "off") at
highest intensity at 4 ◦C, which should result in fragments between 100 to 500 bp. Afterwards,
1/10th of the sample volume of a 10 % Triton X-100 solution was added and mixed. To get rid
of cellular debris, the sample was centrifuged at 20,000 g for 10 min at 4 ◦C. The supernatant
was transferred in a new tube and 1/4th of the amount needed for one immuno-precipitation (IP)
(1 ·106 cells) was used as an input sample and frozen at -20 ◦C. The residual chromatin was
pre-cleared with pre-washed magnetic beads for 30 min at 4 ◦C, to reduce unspecific binding.
Supernatant was transferred to a new tube and for each IP chromatin of 1 ·106 cells was diluted
1:10 in dilution buffer (Tab. 6.13) and the appropriate amount of antibody was added. To achieve
sufficient binding of the antibody to its epitope(s) the antibody-chromatin-mix was rotated over
night at 4 ◦C. Meanwhile, 50 µl of the magnetic beads for each IP were washed with dilution
buffer and blocked over night at 4 ◦C with bovine serum albumin (BSA). The next day blocked
beads were washed with dilution buffer and resuspended in their original volume. 50 µl of blocked
beads were added to each antibody-chromatin-mix and incubated at a rotating wheel for 1 h at 4
◦C. Afterwards the samples were put in a magnetic stand. When all beads were settled they were
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washed once with low-salt-, high-salt-, LiCl-buffer and two times with tris ethylendediamine tetra
acetic acid (TE)-buffer. The supernatant was discarded and beads were resuspended in 210 µl of
ChIP elution buffer (Tab. 6.13) and incubated at 65 ◦C for 30 min. After incubation samples were
shortly centrifuged and put on a magnetic stand, 200 µl of the eluted chromatin was transferred
to a new tube. Meanwhile, the frozen input sample was thawed on ice and ChIP elution buffer
was added to end up with 200 µl total volume. 8 µl of 5 M NaCl were added to each sample and
the input. All samples were incubated over night at 65 ◦C at 1000 rpm. The next day 200 µl
TE buffer and 3 µl RNaseA (10 mg/ml) were added and incubated for 2 h at 37 ◦C, to degrade
RNA. Then 7 µl CaCl2 and 4 µl Proteinase K (20 mg/ml) were added and incubated for 1 h at
55 ◦C, to degrade protein. Afterwards, samples were transferred to Phase-Lock-tubes and two
rounds of PCI extraction with an additional round of chloroform extraction were performed with
centrifugation steps at 18,000 g for 4 min at 4 ◦C. The upper phase, which contains DNA, was
transferred to a new 1.5 ml tube and DNA was precipitated by adding 24 µl of NaCl, 3 µl glycine
and 1055 µl ice-cold 100 % ethanol. Samples were mixed by vortexing and incubated at -80 ◦C for
at least 3 h. Samples were centrifuged at 20,000 g for 15 min at 4 ◦C, washed with 70 % ethanol
and centrifuged again at 20,000 g for 15 min at 4 ◦C. The supernatant was carefully removed and
the pellet was air-dried at 37 ◦C. Each pellet was resuspended in 55 µl elution buffer (Qiagen)
and incubated at 37 ◦C to facilitate the pellet to go in solution. Afterwards, 10 µl of the input
sample were loaded onto a 1.5 % agarose gel to check for correct fragmentation of the chromatin.
ChIP samples were then analyzed by qPCR and normalized to input or H3. Ultimately, samples
were sequenced by illumina sequencing.

6.3.16 qPCR

As described before (6.3.5) PCR amplifies target DNA fragments. With qPCR the amount of
these PCR-products can be measured in real-time. To achieve this the fluorescent dye SYBR-
Green (Thermo Fisher), which binds double stranded DNA (dsDNA) and therefore labels each
new fragment during amplification, was used in this study. The dye amplified PCR-products are
detected when reaching a certain threshold of fluorescence intensity over background. The first
cycle number at which a sample reaches this threshold is called cycle threshold (Ct) and used
for concentration calculation, since the relative fluorescence intensity is directly proportional to
the number of amplified dsDNA fragments. To calculate the Ct-values standard curves of the
respective primer pair were generated by running a dilution series of a known sample containing
the target sequence for each primer pair. With such a standard curve the fluorescence threshold
was set, from which Ct-values could be determined. Standard curves also give information about
the specificity of the primer pair, which was only used when one specific product was produced
with an efficiency of at least 80 %. To control for amplification of only one product, melting
curves were included into each run, where the samples are gradually heated from 65 ◦C to 95 ◦C
and the fluorescence intensity was measured. If there was only one specific product amplified the
melting curve should only have one sharp peak, since the melting temperature should be always
the same. With this method specificity of the primers and quality of the sample can be elucidated,
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since primer dimer, contamination or unspecific products would give a secondary peak. Samples
without template were included as a control for contamination. In this study, qPCR was mainly
used to analyze and evaluate ChIP experiments. Cycler-conditions can be found in Tab. 6.24 and
composition of a SYBR-Green Master-Mix in Tab. 6.23. Sequences of the used primer pairs can
be found in Tab. 6.9.

Table 6.23: qPCR reaction mix with a total volume of 10 µl

Reagent Amount
SensiMix SYBR (Bioline) 5 µl
Primer reverse (10 µM) 0.3 µl
Primer forward (10 µM) 0.3 µl

Template gDNA 1.5 µl
DEPC treated water 2.9 µl

Table 6.24: qPCR cycler conditions

Cycles Temperature in ◦C Time
1 95 10 min

40

95 15 sec
57 30 sec
72 20 sec

1 4 hold

6.4 Sequencing

6.4.1 ChIP-sequencing

Library preparation of the ChIP-samples, generated as described in 6.3.15, was performed by
using the Nextflex ChIP-seq Library Prep Kit (Bio Scientific), according to the manufacturer’s
instructions. The mean library size and quality were examined on a Bioanalyzer with the High
Sensitivity DNA Kit (Agilent). Subsequently, the libraries were sequenced on a NextSeq 500 with
an intended sequencing depth of 20 mio reads.

6.4.2 MinION-sequencing

The MinION-sequencing experiment performed by using the Rapid Sequencing Kit (SQK-RAD004).
400 ng of genomic DNA (gDNA) were loaded. For sequencing the oxford-nanopore sequencer was
used with a GridION. Sequencing was performed for 72 h, on the flow cell: FAP06212.
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6.4.3 RNA-sequencing

RNA was isolated from infected and uninfected cells as previously described (Sec. 6.3.2). The
RNA quality was measured on a Bioanalyzer with the RNA Nano Kit (Agilent). Then polyadeny-
lated RNA was enriched, using the NEBNext Poly(A) Magnetic Isolation Module (New England
Biolabs). Samples were then processed to library preparation, using the NEXTflexTM Rapid
Directional qRNA-Seq Kit (Bioo Scientific) according to the manufacturer’s instructions. Finally,
single-read sequencing was performed, with a read length of 75 bp, on a NextSeq 500 platform
with an intended sequencing depth of 20 mio reads.

6.5 Bioinformatical analysis

6.5.1 Bioinformatical analysis of ChIP-sequencing

Single end reads were first quality filtered and then used for subsequent analysis. By using
Bowtie2, a program for aligning DNA sequence reads to genomes [459], these reads were aligned
to the respective viral and host reference genomes. Viral genomes used in this study were: PRV
(NC006151) and HSV-1 (NC001806). Host genomes used in this study were the following: human
genome (hg38) and pig genome (ss11). To exclude multi mapping reads the option -m was used.
Other then this, standard settings for Bowtie2 were applied. Visualization of ChIP-seq tracks was
done with the software EaSeq [460, 461].

6.5.2 Bioinformatical analysis of RNA-sequencing

Mapping of RNA-seq data was performed by STAR, a program which aligns spliced transcripts to a
reference [462]. Quality filtered paired end reads were aligned to the following reference genomes:
human genome (hg38) and pig genome (ss11) and HSV-1 (NC001806) and PRV (NC006151).
Trancriptional profiles of HSV-1in1374 and PRV were generated by using IGVTools [463]. First
the viral genome was divided in areas containing 100 bp. Then the count function of IGVTools
was used to analyze the coverage in the defined areas. Furthermore, forward and reverse reads
were analyzed individually. Coverage-plots were, subsequently, generated from the acquired data
with Microsoft Excel (Excel-script generated by Adam Grundhoff, unpublished).

6.6 Methods in microscopy

For Imaging either the Nikon Spinning Disk confocal microscope with a Nikon Ti2 frame using
a 100x magnification or the Nikon A1 confocal microscope with a Nikon Ti2 frame using a 60x
magnification. Images were analyzed using the software Imaris (BitPlane, South Windsor, CT,
USA) or Fiji [464].
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6.6.1 Immunofluoresence

For IF, cells were counted and the appropriate cell number (about 40,000 cells) was plated either
in 8-Well IBIDI slides or in 24-Well plates onto a coverslip, one day prior to the IF. Cells were
fixed with 4 % Formaldehyde for 15 min at 37 ◦C then permeabilized with 2 % Triton-X for 15 min
at RT and blocked for 15 min with 3 % BSA at RT. The primary antibody was diluted according
to manufacturer’s suggestion in 3 % BSA. 200 µl of the antibody-dilution were added to the fixed
cells. The primary antibody was incubated over night at 4 ◦C. Cells were washed three times for
5 min with DPBS. The secondary antibody was diluted 1:1000 in 3 % BSA and incubated on the
cells for one h at RT. Cells were again washed three times for 5 min with DPBS. Hoechst33342 was
added 1:2000 when performed in IBIDI dishes. when performed on coverslips, these were mounted
with mounting solution supplemented with 4’,6-diamidino-2-phenylindole (DAPI) on glass slides.

6.6.2 Fluorescent bioorthogonal labeling of vDNA by click-chemistry

Bioorthogonal labeling of vDNA was performed by the so called click-chemistry (Click-iT kit
from Thermo Fisher Scientific) or azide-alkyne cycloaddition, catalyzed by copper (CuAAC).
This was performed to visualize vDNA in the nucleus for microscopy. First a PRV stock was
produced in presence of EdC (Sigma-Aldrich) and then harvested and concentrated to get rid of
residual EdC. Concentration of the viral stock was performed by using the polyethylene glycol
(PEG)-based LentiX-concentrator from Takara. The viral supernatant was incubated together
with the LentiX-concentrator solution, as proposed by the manufacturer. Then the supernatant
was centrifuged for 45 min, at 1500 g and 4 ◦C. The remaining pellet was diluted in one tenth
of the volume, to achieve a 10-fold concentration. The pellet was incubated over night at 4 ◦C,
to fully solubilize the virus-pellet. The virus stock was stored at -80 ◦C, titered as described in
Sec. 6.2.3 and used for subsequent experiments. The method was adapted from published data
of HSV-1 [436]
All the experiments were performed in 8-Well IBIDI slides. Before infection cells were plated in
each well reaching 70 % confluence on the day of infection. Infected cells were fixed with 4 %
Formaldehyde for 15 min at 37 ◦C then permeabilized with 2 % Triton-X for 20 min at RT and
blocked for 15 min with 3 % BSA at RT. 500 µl of total Click-iT Master-Mix were prepared as
shown in Tab. 6.25. It is highly important to mix these components in the exact same order as
listed here. Also Copper-Protectant and Copper-Sulfate should be mixed before adding them to
the 1x Click-iT Buffer.
All components were mixed by pipetting until the dye was homogeneously distributed in the
solution. Each well was incubated with 125 µl of the reaction mix for 30 min, at RT in the dark
and then washed 3 times with PBS. In the end Hoechst33342 was added 1:2000. Samples were
stored at 4 ◦C, in the dark.



6 Material and Methods 99

Table 6.25: Click-iT reaction mix with a total volume of 500 µl

Reagent Amount
DEPC treated water 396 µl
10x Click-iT Buffer 44 µl
Copper Protectant 7 µl

CuSo4 13 µl
Alexa fluorohpor

picolylazide 1.2 µl

Reaction Additive 50 µl

6.6.3 Live cell imaging approaches

6.6.3.1 SunTag-System

The SunTag-System is based on the CRISPR/Cas technology [428]. The used dCas9 is tagged
to an epitope tail with binding sites for GFP. sgRNAs were designed, which specifically bind to
repetitive regions in the PRV genome to recruit several dCas9 molecules to the viral genome. Then
the sgRNAs together with GFP and dCas9 were stably transduced into PK15 cells. Subsequently,
single cell clones were screened by PRVwt infection and RC formation. From this the most
promising clones were used for infection experiments and live-cell microscopy, during the early
phase of infection. By using a PRV mutant with a mCherry tagged capsid, the infection could
be observed under a confocal laser-scanning microscope, with an incubation chamber for live-cell
imaging.

6.6.3.2 ANCHOR-System

The "ANCHOR" technology uses a 1 kbp large, highly repetitive sequence, called ANCH, to
polymerize the protein OR on it. To visualize the process of the OR accumulation on the ANCH-
sequence the OR protein was tagged to mCherry and stably transduced in PK15 cells. Addi-
tionally, the ANCH-sequence was incorporated into the vDNA by homologous recombination of
the virus with the ANCH fragment, on which homologous arms to the PRV genome were added.
Homologous recombination is a phenomenon that is described to happen commonly during alpha-
herpesvirus infection. By transfecting the nucleocapsid DNA of PRV together with the ANCH-
sequence, containing homologoues sequence-elements to PRV, the vDNA should incorporate the
ANCH-sequence, while replicating. To achieve a "pure" virus population, with viral genomes solely
harboring the ANCH-sequence, five rounds of plaque-picking were performed. For this the virus
supernatant from the transfection experiment was harvested and a plaque-assay, as described in
Sec. 6.2.3, was performed. After two to three dpi, three pre-plaques, which showed high mCherry
signal were picked. These three plaques were diluted in culture medium and subsequently new
plaque-assays from these dilutions were performed. This was done five times in a row. After the
fifth plaque-pick, the picked plaques were again diluted in growth medium and frozen at -80 ◦C.
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From these dilutions virus stocks were produced, as described in Sec. 6.2.3.

6.6.4 Microscopic data analysis

The percentage of cells showing viral RCs was quantified using the software QuPath [465]. First
maximum-intensity projections of all acquired images were generated using Fiji [464]. Then,
these 2D images were loaded into the QuPath software. With QuPath nuclei were identified;
subsequently nuclei which harbor RCs were detected, since these were stained with an anti-ICP8
antibody. The precentage of cells showing a RC compared to the total amount of nuclei was
calculated for each image by the software. The results were exported as a table format and
further analyzed in Excel and GraphPad Prism.

6.7 Statistical analysis

6.7.1 Statistics for ChIP-sequencing

The relative enrichment of histone modifications on the viral genomes was calculated relative to
the respective host genomes. First the 200 most significantly enriched regions for the respective
modification on the host genome, compared to their input samples or H3 samples, were calculated.
For this the program SICER/EPIC2 [466] was used. These regions were used as host positive
regions (host pos). To describe the general background of each experiment host negative regions
(host neg) had to be generated. This was done by applying the program bedtools with the
command bedtools shuffle, which randomly permutes genomic locations of a distinct feature file.
For this the 200 most significant regions were used as a feature file. Afterwards, a random
selection of genomic locations with the same size distribution as displayed in the feature file
was generated and at the same time the positive regions were excluded. Furthermore, regions
with less than 10 reads were excluded. This aims to prevent selection of regions which could not
be mapped later on. Additionally, ENCODE Blacklists were used to identify and subsequently
remove genomic regions which are known to be problematic during analyzing genomics data, like
repetitive regions [467]. Since some of the analyzed histone modifications are known to accumulate
over long regions in the host genome the viral genomes were segmented into 5 kbp regions, to mirror
such regions. FeatureCounts, a function assigning mapped reads to a genomic feature [468], was
applied to count reads within the positive, negative and viral regions. The detected regions were
then normalized to input or H3 read count ratio and to the average of the negative control for
the respective histone modification. This resulted in a set of values which together display the
relative enrichment signal of each histone modification over the general ChIP background. These
values were transferred to GraphPad Prism where box-whisker-plots with 5th-95th percentile and
median of the average enrichment were generated. This was done for each modification, of the host
positive and negative and viral regions. Statistical significance was calculated in GraphPad Prism,
using one-way ANOVA with subsequent Sidak’s test to compare every mean to every other mean.
Significance levels are indicated by asterisks, which are displayed above the compared datasets.
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ChIP experiments were done in biological replicates, however only one replicate was sequenced
the other replicate is depicted as ChIP-qPCR in the supplementary data.

6.7.2 Statistics for microscopic data

The average of the percentage of RCs-positive cells was calculated for each analyzed cell line
and each experiment separately. Average numbers were then transferred to GraphPad Prism
where bar-plots were generated, SD was calculated from the average number of the individual
experiments and displayed above each bar. Finally, statistical testing was performed by using
GraphPad Prism’s analysis function. Significance was calculated by one-way ANOVA or unpaired
t-test, depending on the number of samples which should be compared, and displayed above the
compared bars by asterisks. Each experiment was done in triplicate and microscopic images of a
minimum of 500 cells, per experiment, were acquired.





Supplementary Data

G
A
P
D
H

M
Y
T1

ZN
F31

2

U
S
8-

9

U
L27

U
L54

0

20

40

60

80

PK15_PRVΔIE180_replicate_1_24hpi

%
 H

3

G
A
P
D
H

M
Y
T1

ZN
F31

2

U
S
8-

9

U
L27

U
L54

0

50

100

150

PK15_PRVΔIE180_replicate_1_72hpi

%
 H

3

H3K27ac

H3K36me2

H3K27me3

H2AK119ub

H3K9me3

G
A
P
D
H

M
Y
T1

ZN
F31

2
U
S
4

U
L27

U
L54

0

50

100

150

200

250

PK15_PRVΔIE180_replicate_2_24hpi

%
 H

3

G
A
P
D
H

M
Y
T1

ZN
F31

2
U
S
4

U
L27

U
L54

0

50

100

150

PK15_PRVΔIE180_replicate_2_72hpi

%
 H

3 H2AK119ub

H3K9me3

H3K27me3

A B

C D

enodogenous

controls

PRV enodogenous

controls

PRV

enodogenous

controls

PRVenodogenous

controls

PRV

Figure S1: ChIP-qPCR results of PK15 cells infected with PRV∆IE180 at 24 hpi and 72 hpi. Control regions of the host
genome that show constant presence or absence of the respective modifications are necessary to decide about an enrichment of the
specific modification on the viral genome. GAPDH - an actively transcribed housekeeping gene - was used as a cellular negative
control region for heterochromatin on the pig genome. As a positive control for constitutive heterochromatin on the pig genome
ZNF312 was used, while as a positive control for facultative heterochromatin MYT1 was used. US4, UL27 and UL54 represent
the viral genome. The vertical dashed line separates the endogenous controls from the viral loci. Only the signals for the two
repressive marks H3K9me3 and H2AK119ub were above the background signal, on the selected viral regions. In all bar-plots,
H3K27me3 levels on the viral loci were below the GAPDH signal. Additionally, H3K27ac levels on the viral genomes were also
below the enrichment of the respective negative controls ZNF312 and MYT1. The same was observed for H3K36me2. Therefore,
the ChIP-qPCR data showed similar results, when compared to the ChIP-seq data.
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Figure S2: ChIP-qPCR results of HSV-1in1374 infected HDF and U2OS cells 24 hpi. As a cellular negative control region
for heterochromatin on the human genome, C1ORF43 - an actively transcribed housekeeping gene - was used. ZNF268 was
used as a positive control for constitutive heterochromatin and HOXC12long as the corresponding counterpart for facultative
heterochromatin. The vertical dashed line separates the endogenous controls from the viral loci, i.e. US8, UL38 and UL40. In
U2OS cells, the repressive histone marks H3K9me3 and H2AK119ub showed higher signals on the virus genome than the negative
control region, indicating the presence of these modification on the viral genome. Furthermore, H2AK119ub signals were higher
above background than H3K9me3 signals. This observation corresponds with the sequencing-data in the U2OS cells which were
just described. For HDFs, this ratio was inverted, with H3K9me3 signals exceeding H2AK119ub.
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Figure S3: (A) FACS-sorting of cells expressing EGFP after induction with doxycyclin. P3 resembles the EGFP-positive cell
population. (B) PiggyBac vector harboring the ATRX-EGFP construct with a doxycyclin inducible Tet-ON promoter and a
puromycin resistance-cassette.
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Figure S4: ChIP-qPCR results of HAP1 cells infected with HSV-1in1374 24 hpi. As a cellular negative control region for
heterochromatin on the human genome C1ORF43 was used. ZNF268 and ZNF544 were used as a positive control for constitutive
heterochromatin and HOXB9 or HOXC12long as the corresponding counterpart for facultative heterochromatin. The vertical
dashed line separates the endogenous controls from the viral loci, i.e. US8, UL40 and UL38. Moreover, similar to lytic-cycle-
deficient PRV and HSV-1 genomes in the other investigated cell lines, HSV-1 did not acquire H3K27me3 in the two HAP1 cell
lines. In the first replicate the enrichment of H2AK119ub was higher than the negative control for this modification, on one
viral loci (UL40), in HAP1wt cells. However, this phenomenon was neither observed in the sequencing-data nor in the second
replicate. In the first replicate H3K9me3 levels, on the viral genomes, were above the negative control (C1ORF43), in both cell
lines, while in the second replicate this was only observed in HAP1wt cells. In addition, after sequencing of the first replicate
neither H3K9me3 nor H2AK119ub was detected on the viral genomes in HAP1∆ATRX cells.
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Figure S5: PML-expression in different cell lines was visualized via IF against PML. The nucleus was stained with Hoechst33342.
ATRX was visualized by IF with a secondary green-fluorescent antibody, while PML was visualized by IF using a secondary red-
fluorescent antibody. Overlapping of the ATRX and PML signals are shown in the merge image. Scale bar indicates 10 µm.
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