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Abstract

In this thesis, a measurement of the differential cross section for hadronically decaying
W and Z bosons produced in proton-proton collisions is presented. Decay products
of the vector bosons with very high transverse momentum pT are collimated in the
momentum direction of the mother particle and are merged into a large cone-size jet
with the characteristic inner structure. The measurement is based on data sample
from proton-proton collisions at the centre-of-mass energy of 13 TeV collected with
the CMS detector at the CERN LHC in the years 2016, 2017, and 2018, corresponding
to an integrated luminosity of 134 fb−1. The jet substructure techniques together with
advanced data-driven method are used to identify jets originating from the hadronic
decay of W and Z bosons and reduce the overwhelming contribution mainly coming
from QCD multijet production. This study probes a wide range of the kinematic
region of the transverse momentum from 500 to 1200 GeV. The measured cross section
is presented with a full set of systematic uncertainties and the results are compared
with a theoretical prediction at next-to-leading order QCD accuracy.

Furthermore, the residual data-to-simulation jet energy correction is derived from dijet
events using proton-proton collisions at the centre-of-mass energy of 13 TeV recorded
by the CMS detector in 2018, corresponding to an integrated luminosity of 59.7 fb−1.
The data-driven estimation of the residual jet energy correction explores back-to-back
dijet events by the pT balance and MPF methods. The corrections for jets with the
transverse momentum pT = 120GeV have been found to differ from unity by less than
4% in the tracker acceptance region and up to 20% in the endcap-forward transition
region. Precisely calibrated jets are one of the key ingredients for most analyses
including hadronic final state.
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Zusammenfassung

Diese Arbeit beschreibt die Messung des differenziellen Wirkungsquerschnitts der Pro-
duktion von W und Z Bosonen in Proton-Proton Kollisionen in hadronischen Endzu-
ständen. Die Zerfallsprodukte von Vektorbosonen mit sehr hohem Transversalimpuls
pT sind stark gebündelt in Richtung des Mutterteilchens und werden in einen Jet
mit großem Radius und charakteristischer Struktur rekonstruiert. Die Messung ba-
siert auf Daten aus Proton-Proton Kollisionen bei einer Schwerpunktsenergie von 13
TeV, die mit dem CMS Detektor am CERN LHC in den Jahren 2016, 2017 und 2018
aufgezeichnet wurden und einer integrierten Luminosität von 134 fb−1 entsprechen.
Techniken zur Charakterisierung der inneren Struktur des Jets und hochentwickelte
auf Daten basierte Methoden werden verwendet um die von W und Z Bosonen ent-
standenen Jets zu identifizieren und die großen Beiträge von QCD induzierten Jets zu
reduzieren. Die Messung des differenziellen Wirkungsquerschnitts testet einen großen
Bereich des Transversalimpulses von 500 bis 1200 GeV und beinhaltet vollständige
Bestimmung aller relevanten systematischen Unsicherheiten. Die Ergebnisse werden
verglichen mit theoretischen Vorhersagen die in nächst höhere Ordnungen in QCD
berechnet wurden.

Desweiteren wurden Korrekturen zur Energie von Jets in für Unterschiede zwischen
Daten und Simulation bestimmt. Dazu wurden Ereignisse mit Dijets verwendet, die in
Proton-Proton Kollisionen bei einer Schwerpunktsenergie von 13 TeV mit dem CMS
Detektor im Jahr 2018 aufgezeichnet wurden und einer integrierten Luminosität von
59.7 fb−1 entsprechen. Die Daten basierte Bestimmung dieser Korrekturen mittels
der pT balance und MPF Methoden nutzt die spezielle Kinematik der Dijets. Die
gemessenen Korrekturen für Jets mit Transversalimpuls von pT = 120GeV sind kleiner
als 4% im Akzeptanzbereich des Spurdetectors und bis zu 20% im Übergangsbereich
zwischen Endcap und Forward Detektoren. Eine präzise Kalibrierung der Jets ist ein
Schlüsselelement für die meisten Analysen mit hadronischen Endzuständen.
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”…když nemůžeš, tak přidej !?”
Emil Zátopek
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Introduction

The Standard Model of particle physics is an extremely successful quantum field theory
describing our current understanding of elementary particles and interactions which act
between them. In the Standard Model, the interactions are realized by exchange of gauge
bosons. The gluons are mediators of the strong interaction, while the photon γ acts as
mediator of the electromagnetic interaction. The last interaction included in the Standard
Model, weak interaction, is realized by the exchange of massive vector bosons, namely W
and Z bosons. The unification of the two latter mentioned interactions by the electroweak
theory in 1960s introduces the mechanism of electroweak spontaneous symmetry breaking
and the existence of a new boson, the Higgs boson, was postulated. Even though W and
Z bosons were discovered already in 1983 and the Standard model of particle physics has
become a widely accepted theory of the elementary particles and interactions which act
between them, it took almost fifty years to find evidence of the Higgs boson. For that
purpose the Large Hadron Collider, the world’s largest particle accelerator, was built and
the discovery of a new particle that is consistent with the Higgs boson was announced
in 2012.

At the collisions energies reachable at the Large Hadron Collider, the W and Z bosons
are produced beyond the energy threshold. Thus, the transverse momentum can easily
exceed their masses and they gain high Lorentz-boost. The Standard Model particles
with high transverse momentum give the possibility to study the Standard Model in an
extreme kinematic region and to further investigate Standard Model physics. When the
heavy Standard Mode particles with sufficiently large transverse momenta decay, all decay
products are highly boosted and collimated within a small cone. In the case of the hadronic
decay mode, the decay products create a jet with a large cone radius and characteristic
inner substructure. However, jets are produced by processes in strong interaction described
by Quantum Chromodynamics with a very high rate which make the measurement with
hadronically decaying W and Z bosons much more challenging. The recent progress in
the understanding of the inner structure of jets, referred to as jet substructure, provided
new options for the identification of boosted W and Z bosons. This doctoral thesis focuses
on the first differential measurement of the cross section of hadronically decaying W and
Z bosons with high transverse momenta. The measurement is based on data samples
from proton-proton collisions at the centre-of-mass energy of 13 TeV collected with the
CMS detector at the CERN LHC in the years 2016, 2017, and 2018, corresponding to an
integrated luminosity of 134 fb−1.

This thesis is organized as three parts. Premisses, the first part of this thesis, is composed
of five chapters. A brief overview of the Standard Model of particle physics is discussed
in Chapter 1. Not only a theoretical introduction is given, but also the proton-proton
collisions as an experimental tool to study the Standard Model is discussed. Chapter 2
focuses on jets in hadronic collisions. The jets are viewed as a proxy to high-energy quarks
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and gluons as well as a tool to study highly energetic vector bosons via jet substructure.
Several grooming techniques and two-prong substructure variables are briefly introduced.
In Chapter 3, the Large Hadron Collider and the Compact Muon Solenoid detector are
described. The main principles and parameters of the collider and detector are given and
explained. In Chapter 4 the physics objects reconstruction and identification is discussed,
with a special focus on jet reconstruction and calibration. Each step of the factorized
approach of jet energy calibration is described in a greater details. Chapter 5 is dedicated
to the determination of residual jet energy corrections. A data-driven estimation of the
residual jet energy correction using dijet events in the back-to-back topology is explained.

The second part of this thesis is devoted to the main topic of the present thesis, the
measurement of the differential cross section of hadronically decaying W and Z bosons
with high transverse momentum pT. This part, the physics analysis, is composed of five
chapters. Chapter 6 introduces the analysis strategy. The physical condition and the
measurement strategy are discussed. In Chapter 7, event samples and physics objects
selection is given. Various corrections that are necessary to be applied to MC simulations
are explained. Finally, the comparisons between data and MC simulations are shown
for all relevant observables used for the measurement. Chapter 8 deals with the vector
boson identification. The construction of a mass decorrelated tagger together with its
commissioning is presented. Chapter 9 explains the modelling of physics processes that
are relevant for the measurement. A special focus is put on to the data-driven estimation
of the overwhelming contribution from QCD multijet production. In Chapter 10, the
description of systematic uncertainties is given. Afterwards, the measurement at detector
level is performed. A data unfolding method which treats detector effects is explained and
applied to the measurement. Finally, the cross section corrected for all detector effects is
reported together with a full set of systematics uncertainties.

The last part of thesis, Conclusions, is composed of only one chapters. Chapter 11 sum-
maries the first differential measurement of cross section of hadronically decaying W and
Z bosons in the boosted regime at the Large Hadron Collider. An outlook is given and
perspectives for future measurement with boosted W and Z bosons within the Standard
Model physics is discussed.
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Premisses
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1
Vector bosons in the Standard
Model of particle physics

”When in trouble, postulate one of more new particles.” With a bit of an exaggeration,
this was a successful long-running theoretical strategy in particle physics for decades [1].
Already used in 1930s by W. Pauli to save in a natural way the fundamental law of energy
conservation when he postulated a neutral undetected particle, neutrino. The same trick
was also adopted by the inventors of the Standard Model (SM) to avoid of spoiling the
perturbative renormalizability of the electroweak theory in 1960s [2, 3, 4]. Thus, the Higgs
mechanism and the existence of the Higgs boson was postulated. It took almost 50 years to
justify this magic trick. In July 2012 the discovery of a new particle that is consistent with
the Higgs boson, the last missing piece of puzzle of the SM at that time, was announced
by the ATLAS and CMS Collaborations [5, 6].

1.1 The Standard Model of particle physics

Nowadays the SM is an extremely successful quantum field theory describing our current
understanding of elementary particles and interactions which act between them. The
mathematical formulation of the SM is based on the gauge group

GSM = SU (3)C︸ ︷︷ ︸
GQCD

⊗ SU (2)L ⊗ U (1)Y︸ ︷︷ ︸
GEW

, (1.1)

which represents the symmetry group of the SM Lagrangian. The SU (3)C represents the
strong interaction that acts on colour charge C. The electroweak interaction that act
on the left-handed fermions L and the weak hypercharge Y is described by the group
SU (2)L⊗U (1)Y . The symmetry group is related to the conservation law. Therefore, only
processes that satisfy conservation of colour charge, electric charge and weak isospin are
allowed and can be described by the SM. This theory postulates 17 elementary particles
which are summarized in Table 1.1. According to the spin which they carry, they are
divided in two categories: fermions, which carry half-integer spin and bosons with integer
spin. Fermions are the basic building blocks of the matter, while the bosons are carriers
of the interactions.
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Name Symbol Generation Spin Charge Q/e Mass

Fe
rm

io
ns

Q
ua

rk
s

up u I 1/2 +2/3 2.3+0.7
−0.5 MeV

down d I 1/2 -1/3 4.8+0.5
−0.3 MeV

charm c II 1/2 +2/3 95± 5 MeV
strange s II 1/2 -1/3 1.275± 0.025 GeV

top t III 1/2 +2/3 4.18± 0.03 GeV
bottom b III 1/2 -1/3 173.34± 0.76 GeV

Le
pt

on
s

electron e I 1/2 -1 0.511 MeV
electron neutrino νe I 1/2 0 < 2 eV

muon µ II 1/2 -1 105.66 MeV
muon neutrino νµ II 1/2 0 < 0.19 MeV

tau τ III 1/2 -1 1776.82± 0.16 MeV
tau neutrino ντ III 1/2 0 < 18.2 MeV

Name Symbol Interaction Spin Charge Q/e Mass / GeV

B
os

on
s

gluon g strong 1 0 0
photon γ EM 1 0 0

W boson W± weak/EM 1 ±1 80.385± 0.015
Z boson Z weak 1 0 91.1876± 0.0021

Higgs boson H weak/self 0 0 125.7± 0.4

Table 1.1 – Elementary particles of the Standard Model with three generation of
fermions, gauge bosons and the Higgs bosons. Values of spin, electric charge, and
mass is given for each particle.

1.1.1 Matter

In total, the SM consists of 12 fermions, which can be divided into 6 quarks and 6 leptons.
All fermions have the corresponding antiparticle with the same mass but the quantum
numbers with opposite sign. They can be further categorised into three generations ac-
cording to the mass hierarchy and the relation between their electric charge and weak
isospin. For quarks, each generation is made of up-type quarks (up, charm, top) which
carry positive electric charge Q = 2/3 e and down-type quarks (down, strange, bottom)
with electric charge of Q = −1/3 e. The weak isospin T3 of the up-type quarks is equal
to +1/2, while the down-type one has T3 = +1/2. In addition, each quark carries one of
the colour; red, blue and green. The first generation is composed from the lightest quarks
(up, down) and the heaviest quarks (bottom, top) are comprised in the third generation.
The remaining two quarks, relatively light strange quark with mass of 95 ± 5 MeV and
heavier charm quark with mass of 1.275± 0.025 GeV form the second generation. In na-
ture, the quarks form colourless objects, hadrons. The hadrons with two constituents are
called mesons, while baryons are built of three quarks. The quark structure of hadrons is
then used to define various quantum numbers like strangeness, charmness, bottomness to
classify them. For example, the φ meson formed by strange quark-antiquarks pair belongs
to the group of hadrons with hidden strangeness, while the Ω(sss) is a baryon with open
strangeness.

For leptons, each generation is formed by electrically charged leptons, namely electron (e),
muon (µ), tau (τ) and the corresponding neutrally charged partner, neutrino (νe, νµ, ντ ).
The masses of leptons varies from 0.511MeV for the electron to 1.777GeV for the tau. Since
the muon is lighter than the lightest hadron, only tau can decay hadronically. Within the
SM the neutrinos are assumed to be massless, however the observed neutrino oscillation
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indicates non-zero masses. The neutrino oscillation is a phenomenon where neutrinos with
one flavour can convert into neutrinos of a different flavour. It was proposed in 1957 [7]
but for the first time observed in 1998 by the Super-Kamiokande experiment [8].

The observed mass hierarchy of fermions results in instability of heavier fermions since
they can decay into the lighter one. It explains why ordinary matter is formed by fermions
from the first generation.

1.1.2 Interactions

The SM includes three of four fundamental interactions, namely the strong, electromag-
netic and weak. The interactions are realized by exchange of gauge bosons. The strong
interaction is described by Quantum Chromodynamics, while the electromagnetic and
weak interactions are formulated within the unified electroweak theory.

1.1.2.1 Quantum Chromodynamics

The theory describing the strong interaction that act between quarks is Quantum Chro-
modynamics (QCD). It is constructed as a non-Abelian SU (3)C gauge theory. In QCD,
the colour charge is the charge of the strong interaction. Since each quark carries one of
the colours, it can take part to the strong interaction. The generator of SU (3) group is
the coloured gluon octet with the following possible colour combination

rb̄, rḡ, br̄, bḡ, gr̄, gb̄,
1

2

(
rr̄ − bb̄

)
,
1

6

(
rr̄ + bb̄− 2gḡ

)
. (1.2)

These gluons are massless spin-1 particles that act as mediators of the strong interaction.
Since gluons carry the colour charge, they can interact with each other or even themself.
The self-coupling of gluons causes several spectacular phenomena in the QCD. One of
them is the colour anti-screening, which is in strong contrast to the Debye screening of
electric charge known from the electromagnetism. It leads to the asymptotic freedom of
quarks and the running of the coupling of the strong interaction αs discussed later.

The Lagrangian of QCD can be written as

LQCD =
∑
f

ψ̄
(f)
i

(
iγµD

µ
ij −mfδij

)
ψ
(f)
j − 1

4
F a
µνF

µν
a . (1.3)

Here γµ are the Dirac γ-matrices. The ψ(f)
j is quark spinor for a quark of flavour f with

mass mf and colour index j. The covariant derivative Dµ
ij is defined as

Dµ
ij = ∂µδij + igst

a
ijA

µ
a (1.4)

and acts only in colour space. The gs is strong coupling and is connected with αs via the
relation αs = g2

s/4π. Finally, the Aµ
a is the gluon field running over all generators taij of

SU (3). The field-strength tensor F a
µν is derived from the gluon field and can be formulated

as

F a
µν = ∂µA

a
ν − ∂νA

a
µ − gsfabcA

b
µA

c
ν , (1.5)
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where fabc are the structure constants of the SU (3) group. As one can see from the
lagragian, the masses of quarks and the strong coupling αs are the parameters of QCD.

As a direct consequence of the self-coupling of the massless gluons, the concept of the
running of the coupling αs arises. The coupling of the strong interaction is a function of
the momentum transfer Q2 and its dependence is given by

αs

(
Q2

)
=

12π

(33− 2nf ) ln Q2

ΛQCD

, (1.6)

where nf is the number of quark flavour and ΛQCD ∼ 200 GeV is the QCD scale. The
value of ΛQCD needed to be experimentally determined and represents the scale, from
where on perturbative QCD calculation can be employed. At large Q, which corresponds
to the small distance, αs decreases and the quarks can be considered as a quasi-free. This
behaviour is known as asymptotic freedom. Figure 1.1 shows the running of αs as function
of Q. The world average of αs at the momentum transfer equivalent to the mass of a Z
boson is measured to be αs (mZ) = 0.1185± 0.0006 [9].
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Figure 1.1 – The running of strong coupling αs (Q) as a function of the scale Q
determined using data from CMS and other collider experiments [9].

1.1.2.2 Electroweak theory

Already in 1860s, J.C.Maxwell formulated a set of partial differential equations that cou-
pled electric and magnetic forces. By that he founded classical electromagnetism. The
electromagnetic interaction has many important consequences on a macroscopic level of
our nature. It is responsible for forming of atoms the nucleus and electrons.

The formulation of electromagnetic interaction as a relativistic field theory is provided
by Quantum Electrodynamics (QED) with a symmetry group U (1). In this theory, the
mediator is the massless photon γ, that acts between particles with electric charge. Thanks
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to the massless mediator, the range of the electromagnetic interaction is infinite. In
contrast to QCD, with increasing distance the strength of interaction decreases.

The weak interaction is responsible for flavour-changing phenomena like radioactive β−
decay. According to the electric charge exchanged during the interaction, there are two
types of the weak interaction. The charged current is mediated by the charged W± boson,
while the neutral Z boson acts as mediator of the neutral current. In contrast to the
photon, the W± and Z bosons are massive. Therefore the range of the weak interaction is
not infinity, but only 10−16 m. The charged current enables the interaction of two quarks
with different flavour, for example the β− decay of the neutron. In this process, one of
the down quark of the neutron transforms into an up quark and a W− boson, which then
decays into the electron and the electron antineutrino as shown in Figure 1.2.

Figure 1.2 – Feynman diagram of the β− decay of neutron.

This interaction is explained by the mixing mechanism and it means that the weak eigen-
states of the quarks are different from the their mass eigenstates. Therefore quarks from
the second and third generation may decay into a quark of a lower generation. The proba-
bility of such transition is quantified by the Cabbibo-Kobayashi-Maskawa (CKM) matrix

VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 , (1.7)

where Vij is the relative coupling of quark i to quark j. The probability of the transition
is given by the amplitude of the elements, |Vij |2. The diagonal elements are close to unity,
which indicate the higher probability of the transition within the same generation. The
off-diagonal elements are small. However, the SM does not provide any prediction for
the elements of the CKM matrix and they need to be determined experimentally. The
only constraint is arising from the fact, that by construction the CKM matrix is unitary,
therefore its free parameters are constrained to three mixing angles and the complex phase.
The observed CP violation implies the complex phase to be different from zero.

The electroweak unification

From a historical point of view, the β− decay of the neutron is the oldest and best known
example of a process caused by the weak interaction. It is also a good starting point of
the road towards the unification of the electromagnetic and weak interaction. The first
theory of β− decay was formulated by E. Fermi in 1934 [10]. It describes the β− de-
cay of the neutron as the point-like interaction of four fermions with spin 1/2. At that
times, the Fermi’s theory described the weak interaction quite well. In addition, the lep-
tonic current in Fermi’s effective Lagrangian had a pure Lorentz vector and axial vector
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V-A structure that implies the parity violation in weak interaction, which was also ex-
perimentally observed. Despite of being very successful and having predictive power in
1950s, the Fermi-type theory faced several difficulties. Mainly the cross section grows
quadratically with the centre-of-mass energy, which makes perturbative renormalization
of this theory impossible. Sometimes referred as the weak interaction is becoming strong
at high-energies. The solution of that issue was replacing the Fermi-type theory by the
theory involving a dimensionless coupling constant and mediated by exchange of the in-
termediate vector boson W± decaying into lepton and the corresponding neutrino. As
these vector bosons carry electric charge, it was immediately proposed to incorporate its
electromagnetic interactions. One could consider such an attempt as the beginning of the
electroweak unification. However, for various reasons, e.g. the divergence of the cross
section of νν̄ → W+

L W−
L does not vanish for an arbitrary scattering angle, also this theory

was not the sufficient.

In the beginning of 1960s, based on studies of Yang-Mills theories, the non-Abelian gauge
symmetries were believed to be suited to control the desirable divergence cancellation.
Although the proof of such statement about the properties of the non-Abelian gauge sym-
metries was not available yet, these proposals led Glashow [11] and Weinberg in coopera-
tion with Salam [12, 13] to formulate the theory that unifies the weak and electromagnetic
interaction on the basis of a non-Abelian gauge symmetry.

The electroweak theory unifies the electromagnetic and weak interactions. The formulation
of this theory is based on non-Abelian SU (2)L ⊗ U (1)Y symmetry groups. Each of the
symmetry group has its own generators and involves different couplings. The formulation
of the electromagnetic interaction is based on U (1)Y which gives rise to a single massless
gauge boson B and coupling constant e corresponding to the electromagnetic coupling
strength. The SU (2)L, describing the weak interaction, introduces three massless gauge
boson W1,W2,W3 and the coupling constant g which were later identified as the coupling
constant of weak interaction. The physical bosons which are identified as W±, Z bosons
and γ are obtained by mixing of these states and given as

W± =
1√
2
(W1 ∓ iW2) (1.8)

and

(
γ
Z

)
=

(
cos (θW ) sin (θW )
− sin (θW ) cos (θW )

)
·
(
B
W3

)
. (1.9)

Here the mixing represents a rotation by the weak mixing angle θW , the so-called Weinberg
angle [13]. The mixing angle relates the coupling constants of the electromagnetic and
weak interaction by sin (θW ) = e/g and is measured to be sin2 (θW ) = 0.23122±0.00004 [14].
The corresponding electric charge of the bosons is given by a relation, which connects the
weak isospin T3 and the hypercharge via

Q = T3 +
Y

2
. (1.10)

This construction gives the weak gauge bosons which carry the weak charge and therefore
can interact with each other.
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Spontaneous Symmetry Breaking

According to the theory proposed by Glashow, Weinberg and Salam, no mass term is
present in the Lagragian. Therefore the gauge bosons as well as fermions should be
massless, however from the experimental observation this is not true. In the SM, this con-
tradiction is solved by the spontaneous symmetry breaking of the electroweak symmetry
postulated by Brout, Englert [2] and Higgs [3, 4] in 1964. This mechanism introduces a
new scalar field φ with the corresponding potential V (φ), later known as the Higgs field
and Higgs potential. The Higgs field is constructed as a single weak isospin doublet of two
complex scalar field, formally written as

φ =

(
φ+

φ0

)
. (1.11)

The peculiarity of the Higgs potential V (φ) is its symmetric shape with respect to the
origin as illustrated in Figure 1.3 and given by following formula

V (φ) = µ2
(
φ†φ

)
+ λ

(
φ†φ

)2
, (1.12)

with µ2 < 0 and λ > 0. The choice of λ > 0 ensures one minimum and µ2 < 0 shifts the
minimum from the origin.

Figure 1.3 – Two-dimensional sketch of the Higgs potential V (φ) [1].

Then the symmetry of SU (2)L ⊗U (1)Y is spontaneously broken by minimizing the Higgs
potential for non-vanishing state of the Higgs field. Such a state of the Higgs field is given
as

φ =
1√
2

(
0
v

)
with v =

2µ√
λ
, (1.13)

where v is the vacuum expectation value (VEV), which depends on λ and µ. For pertur-
bative calculation, the expansion of the Higgs field around the VEV in radial direction
with the parametrization

φ =
1√
2

(
0

v +H (x)

)
(1.14)
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is required. Finally the real Higgs field arises from inserting Eq. 1.14 in Eq. 1.12, where
the Higgs boson mass is given as mH = −2µ2. Within the SM, there is no prediction for
the Higgs mass as µ is not determined by any of the known parameter of SM. The weak
gauge bosons interact with the Higgs field by that they gain mass. As shown in Ref. [1],
the masses of the gauge bosons are given as

mW =
1

2
gv andmZ =

v

2

√
g2 + e2. (1.15)

In both cases, the mass of the gauge boson is proportional to v. By using the relation for
the Weinberg angle θW , the masses of W± and Z bosons are tied in via

mW = mZ cos (θW ) . (1.16)

Finally, the couplings of the fermions to the Higgs field generate their masses. For each
fermion, the mass is given as

mf = yf
v√
2
. (1.17)

Here yf is the so-called Yukawa coupling constant and characterizes the strength of the
interaction between the fermion and the Higgs field. As for the Higgs mass, there are no
predictions about the value of yf within SM.

Despite the confirmation of the electroweak theory and the spontaneous symmetry break-
ing took a very long time, already a few years later after its formulation, there were a
few hints indicating that it could be the proper theory. In 1971 G. ’t Hooft formulated
a rigorous proof of perturbative renormalizability of non-Abelian gauge models [15, 16],
which were incorporated in the formulation of the Higgs mechanism. In addition, the dis-
covery of weak neutral currents [17] in 1973 pointed towards models with a neutral gauge
boson. The discovery of new particles with properties that are consistent with the W±

and Z boson was announcement by the UA1 Collaboration at the SPS collider at CERN
in 1983 [18, 19]. The search for the Higgs boson took much more longer, in total 48 years.

1.2 Proton-proton collisions as probe of the Standard
model

The scattering experiments are the most powerful tools to test the SM and perturbative
QCD (pQCD). They operate at the collider, where the colliding particles are acceler-
ated and collided. New particles, that are produced, are then recorded by the detector.
Within the context of this thesis, proton-proton (pp) collisions will be of particular in-
terest and therefore they will be discussed in detail. Apart from the pp collisions, the
scattering experiments involving electron-positron, electron-proton, neutrino-proton scat-
tering or proton-antiproton and heavy ion collisions can serve as tests of pQCD. Different
scattering experiments are suitable for different physics processes. The electron-positron
collisions are well suited for the production and study of Z and H bosons, while the hadron-
hadron collisions are more convenient for processes initiated by gluon-gluon, quark-quark
or quark-gluon interactions. Finally, the heavy ion collisions are considered as a tool to
create the so-called quark-gluon plasma and to study the hadronic matter under extreme
conditions.
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1.2.1 Structure of protons and the factorization theorem

The proton is a composed object of elementary particles. These particles are the three
valance quarks (uud) embedded in the sea of gluons and quark-antiquark pairs. The
number of partons in the proton depends on the scale probed by the momentum transferQ2

of the scattering process. The probability of finding the parton i in the proton that carries
a fraction of the total proton momentum xi is given by the parton distribution functions
(PDFs) defined as f

(
x,Q2 = µ2

)
, often used the momentum weighted xf

(
x,Q2 = µ2

)
.

These functions are believed to being universal, i.e. they can be determined from one
physical processes and then they can be used to predict the cross section of any other
process applying the factorization theorem. However, they depend on the momentum
transfer and parton flavour of the involved partons. Figure 1.6 shows an example of
PDFs of the NNPDF3.1 set with αS = 0.118. For the region of low momentum transfer
Q2 = µ2 = 10 GeV2 as shown in Figure 1.6 (right), there is a larger probability to find
valance quarks that carry a large fraction of the total proton momentum. By increasing
the momentum transfer, the contribution of sea partons becomes more important. At all
scales, the contribution from the sea partons is dominant in low−x region. The gluon
PDF rapidly increases with decreasing x. Compared to light quark PDF, the heavy quark
PDF is smaller. Once the PDF is known at an initial scale, it is possible to evaluate it
to higher scale by using Dokshitzer-Gribov-Lipatov- Altarelli-Parisi (DGLAP) [20, 21, 22]
evolution equations.
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Figure 1.4 – The momentum weighted parton distribution functions at next-to-
next-leading order obtained by NNPDF Collaboration [23] at the scale Q2 = µ2 =
10 GeV2(left) and Q2 = µ2 = 104 GeV2(right).

1.2.1.1 Collinear factorization

The collisions of two protons can be seen as an scattering of two partons 1 and 2 carrying
the fraction of the proton momenta x1 and x2, respectively. In collinear factorization,
where the transverse momenta of the incoming partons are considered to be negligible,
the four-momenta of parton can be written as
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p1 =

√
s

2
(x1,0,0,x1) ,

p2 =

√
s

2
(x2,0,0,− x2) ,

(1.18)

where s stands for the square centre-of-mass energy of the pp collisions, i.e. s = (P1 + P2)
2.

Consequently, the square centre-of-mass energy of parton-parton cross section is given as

ŝ = (p1 + p2)
2 = x1x2s = Q2. (1.19)

Figure 1.5 shows an illustration of the production of a vector boson in pp collision. The
meaning of symbols is consistent with the discussion above. The produced vector boson
V then decays into pair of 2 fermions f .

Figure 1.5 – Illustration of the proton-proton collision and the production of a
vector boson decaying into two fermions.

According to the factorization theorem, any hadron-hadron cross section can be written as
a product of two non-perturbative PDFs and the perturbative parton-parton cross-section
σ̂. For our example shown in Figure 1.5, the cross section is formally written as

σp1p2→X =
∑
i,j

∫ 1

0
dx1fi,p1 (x1,µF)

∫ 1

0
dx2fj,p2 (x2,µF) σ̂ij→X (x1P1,x2P2,αs,µF) . (1.20)

Here the sum runs over all indices i,j representing all possible parton types in the incom-
ing proton and µF stands for the factorization scale. Within the framework of collinear
factorization, we are able to calculate the cross section for a wide range of processes at
various scales. However, there are some limitations arising from the assumption about
the neglection of transverse momenta of the incoming partons. For processes with low
momentum transfer and/or in the low-x region, this assumption is not valid anymore. In
low-x region, where the gluons dominate, the longitudinal momenta of partons are not
larger than its transverse momenta. This fact is incorporated into the generalized parton
distributions (GPD) and the transverse momentum dependent distributions (TMD) PDF,
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where the transverse momenta of partons are considered in the calculation of the PDF
and the partonic cross section.

The GPDs encode the transverse position of a parton in a nucleon. In contrast to the
PDF, they are not interpreted as parton densities, but as probability amplitudes.

1.2.1.2 Transverse momentum dependent PDFs and kt factorization

In order to obtain TMD PDFs in a wider kinematic range, the parton branching (PB)
method can be employed [24, 25]. The PB is a novel method to numerically solve the
DGLAP evolution equations. In an iterative procedure, it uses the concept of resolvable
and non-resolvable branching and applies Sudakov form factors (discussed later) to de-
scribe the probability for non-resolvable branchings from one evolution scale to another.
The kinematics of the splitting are known in each step, and therefore it enables us to
extract the TMDs. A more detailed description of the PB method is discussed in Ref [24,
25]. Sometimes the TMD PDFs are called as unintegrated PDF(uPDF). The integration
of the TMD over the transverse momentum results in PDF. Formally written as

fi,p1 (x1,µF) =

∫
d2ktAi,p1 (x1,kt,µF) , (1.21)

where the Ai,p1 (x1,kt,µF) is TMD PDF. Here kt is the euclidean transverse momentum
vector. Figure 1.6 shows TMDs obtained by PB method from fit the deep inelastic scat-
tering (DIS) measurements from HERA [26]. Figure 1.6 (left) shows the TMD for up and
down quark as function of their transverse momentum for x = 0.01 at the scale µ = 10GeV.
The TMD is shown as function of x for fixed kt = 5 GeV in Figure 1.6.

Figure 1.6 – Transverse momentum dependent parton distribution function [27]
for up and down quark as function of their transverse momentum kt for x = 0.01 at
the scale µ = 10 GeV (left) and as function of the momentum fraction x for fixed
kt = 5 GeV(right).

Within the framework of TMD PDFs and kt factorization, any hadron-hadron cross section
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is given as

σp1p2→X =
∑
i,j

∫ 1

0
dx1

∫
d2kt1Ai,p1 (x1,kt1,µF) ·∫ 1

0
dx2

∫
d2kt2Ai,p2 (x2,kt2,µF) σ̂ij→X (x1P1,x2P2,αs,µF) .

(1.22)

In addition, the TMD PDF can encode information about the polarization degree of free-
dom and can be related to the longitudinally polarized and transversely polarized quark
parton distributions and Sivers function [14]. This is especially important for spin physics,
where e.g. the origin of spin of proton is studied. In context of the measurement with
vector bosons, they are important to describe the production of the vector bosons with
the low transverse momenta, where soft-gluon perturbative resummations and nonpertur-
bative contributions play a role. Recently, it was shown that the TMD PDF enables a
good global description of Drell-Yan production with low transverse momenta over wide
range of the collision energies [28].

1.2.2 Matrix elements

The cross section calculation involves the parton-parton cross section σ̂ that mathemati-
cally formulated is the probability amplitude of the transition from the initial state into
the final state integrated over the phase space for the final state partons. The cross section
with the final-state particle X with k additional partons can be formally written as

σF =

Nlegs∑
k=0

∫
dΦX+k

∣∣∣∣∣∣
Nloops∑
l=0

M(l)
X+k

∣∣∣∣∣∣
2

, (1.23)

where ΦX+k is the phase space of the final state particle X with k additional partons (legs)
and M(l)

X+k is the matrix elements with Nloops loops for the given leg l. A leg is a real
correction to the cross section as it produces a new particle in the final state, while the
loops are virtual corrections, i.e. they enter into the calculation but they do not produce
any new particles in the final state. Following the choice of number legs and loops, namely
k and l, a certain processes enter into the calculation of the total parton-parton cross
section. Thus, according to the value of k and l, the final state processes are recognized
as:

• k = 0, l = 0: production of the final state particle X at the leading order(LO),
• k = n, l = 0: production of the final state particle X with n additional partons at

LO,
• k + l ≤ n: production of the final state particle X at the nextn-to-leading order

(NnLO) which also includes processes with additional partons, namely from like X
with one additional parton at Nn−1LO untilX with n additional partons at Nn−nLO.

Figure 1.8 shows a Feynman diagram, that graphically represents the ME. The production
of a Z boson with various number of additional partons are shown. The produced Z boson
then decays into the quark-antiquark pair. The first two plots show the production at LO.
The difference between these two diagrams is the exchanged virtual gluon by the incoming
quarks shown in the second plot. The Z boson production at NLO and NNLO is shown
in third and fourth plot, respectively.
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Figure 1.7 – Feynman diagrams of the Z boson production in proton-proton colli-
sions at various order. From left to right: leading order, leading order with exchange
of virtual gluon, next-to-leading order, and next-to-next-leading order.

1.2.3 Parton shower

The high energetic partons can loose energy by the radiation of extra partons. This
phenomenon viewed as parton splitting is described by the concept of parton shower,
where it is treated as an approximation of higher-order real emission corrections to the
hard scattering. At LO only four different splittings of partons are possible, namely
q → qg, q → gq, g → gg, and g → qq̄. Each of the splitting is expressed by the DGLAP
splitting function, that can be interpreted as the probability of parton j with momentum
fraction ξ to emit a parton and become parton i with a momentum fraction x. The
evolution of a parton from the initial scale t0 to the final scale t is then described by
DGLAP evolution equation and the probability of no-branching between these two scales
and splitting at the scale t is given by

Pa (t) = Γa (t) exp
(
−
∫ t

t0

dt′Γa

(
t′
))

. (1.24)

Here exp
(
−
∫ t
t0

dt′Γa (t
′)
)

is the Sudakov form factor. With every new splitting, the
partons loose energy, thus the scale Q of the new splitting is smaller and therefore αS

increases. The splitting of partons lasts until a certain scale Qmin, where the pQCD
breaks down. At this scale, the hadronization of the parton begins. The parton shower
can be initialized by the incoming as well as outcoming partons. In the first case, we
talk about the initial-state radiation (ISR), the latter case is referred as the final-state
radiation (FSR). Since the incoming partons momenta are already fixed and used in the
ME calculation, ISR is handled by the backward evolution.

1.2.4 Hadronization and decay

The hadronization typically starts at the scale of Q2
0 ∼ 1GeV2 where pQCD does not work

anymore. The rising of αS makes impossible further perturbative parton splitting, but the
gain in energy leads to creation of a new pair of partons and the original parton looses
some of its energy. The hadronization lasts until no energy is left to create a new pairs
of partons. At the end of this process, the partons form colourless objects, hadrons. As
the hadronization is nonperturbative process, the analytical calculation cannot be easily
performed. There are two common phenomenological models describing the hadronization:
the Lund fragmentation model [29] and the cluster model [30]. The formed hadrons are
usually unstable. Thus the sequential decay of these hadrons then occurs.
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1.2.5 Underlying event

The pp collisions does not consist only from the hard interaction, but it also includes
additional soft particle production from the proton remnants. In addition, multiparton
interaction can occur, if the probability for interaction is large enough. These contributions
are commonly referred to as underlying event (UE). Similarly to the hadronization, UE
cannot be analytically calculated.

1.2.6 Monte Carlo event generators

For a realistic simulation of pp collisions, the Monte Carlo (MC) event generators have to
properly treat all the individual steps that were discussed earlier. The complexity of such
collisions is shown in Figure 1.8.

Figure 1.8 – Schematic illustration of the MC simulation [31] of proton-proton
collision. The hard collisions is represented by the red blob in the centre and is
surrounded by the parton shower. The purple marker indicate a secondary scattering
event representing by the multiple parton interactions. Hadronization, the transition
from parton to hadron, is represented by light green blobs. The dark green markers
stands for hadron decays.

Each MC generator needs a certain physics parameters as input. The exact value of
these parameters is of concern of tuning, where the parameters are adjusted to reach a
reasonable agreement with data. The extracted set of parameters are then called as tune.
Typically, the PDF set and corresponding parameters for the non-perturbative effects,
namely those related to UE, are of particular interest for tuning, while the pQCD are
well analytically calculated without any tuning. In addition, the matching scale between
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the matrix element and the PS is not arbitrary. The PS evolution can already include
the hard radiation of parton, which can be equivalent to the phase space configuration
from the ME calculation. Therefore it is needed to avoid such case as it would lead to
double counting of the same phase space configuration. There are many methods how to
do it, but most popular and widely used are the MLM [32] and FxFx [33] matching. The
former one is designed for the LO ME, while the latter one is used for the NLO ME. The
main principle of the both matching algorithms is quite similar and is based on the event
veto, i.e. event is rejected if the parton from the PS is emitted above the scale of partons
involved in the ME calculation. Since the FxFx matching is designed for the NLO ME
calculation, it treats not only the real corrections, but also the virtual corrections.

From a large variety of the MC event generators, we listed a few of them, mainly those
which will be later used.

• Pythia8 [34]: a LO 2 → 2 ME generator with higher-order corrections that are
implemented by the PS in leading-log approximation (LLA). Pythia utilizes a PS
that is pT-ordered. This means that the emitted partons by ISR and FSR are
ordered by decreasing transverse momentum. The hadronization is supplemented
by the Lund String model.

• Herwig++/Herwig7 [35]: a LO as well as NLO event generator. Unlike to
Pythia, Herwig uses the angular-ordering for the PS. It means that the emitted
parton are ordered in θ, where θ is the angle between the emitted parton and the
parent parton. In this case, the scale is given as Q2 = 2E2

a (1− cos θ), where Ea is
the energy of the parent parton. The cluster model, that is based on nonperturbative
gluon splitting, is employed for the modelling of the hadronization.

• MadGraph5_aMCatNLO [36]: a LO and NLO ME generator. The decay of the
resonances that are involved in the ME is performed by MadSpin [37]. It does not
simulate the PS nor UE. Thus the generated events need to be interfaced to Pythia
or Herwig. The ME-PS matching uses the MLM or FxFx method according to the
accuracy of the ME.

• Powheg [38]: a NLO 2 → 2 ME generator with one additional hard emitted parton.
Similarly to MadGraph5_aMCatNLO, the generated events are then interfaced
by Pythia8 or Herwig to model the PS and UE. In order to avoid double counting
during ME-PS matching, the Powheg method [38] is used.

• Sherpa [31]: a LO and NLO MC generator. The tree and one-loop ME for pro-
cesses at NLO QCD and NLO EW are calculated by OpenLoops [39]. In con-
trast to Powheg or MadGraph5_aMCatNLO, it also simulate the PS and UE. The
hadronization is parametrized by the cluster model.

• Cascade [40]: a PS MC generator. It adds transverse momenta to initial partons
according to the TMD-PDF and the ISR is done following the TMD, while the
FSR is treated by Pythia6 [41]. A ME at LO or NLO are calculated by Mad-
Graph5_aMCatNLO.

1.2.6.1 Detector simulation

Finally, the generated events are propagated through the detector to simulate the detector
response and model the readout signals from subdetectors. The output of the detector
simulation is stored in the same data format as real data. This procedure is referred
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as a full detector simulations and the Geant4 [42] software is employed. This proce-
dure is very time and resource consuming, hence sometimes the simplified method, Fast
Simulation [43], is preferred rather.

1.3 Shortcoming of the Standard model
Nowadays the SM is an extremely successful theory and almost all experimental measure-
ments are consistent with SM predictions. Figure 1.9 shows the comparison of the total
production cross section measurements with SM predictions. Even the cross section ranges
over 13 order of magnitude, the measured values are consistent with SM predictions.

Figure 1.9 – Overview of Standard Model production cross section measurements
by the ATLAS Collaboration [44].

Despite the very strong power of the SM as the theory not only in describing the experi-
mental measurements, but also in predicting new phenomena and particles which waited
to be discovered, there are certain shortcoming of SM. Some of the limitations arise from
the experimental observations, mainly from the astroparticles physics. We can mention a
few examples:

• Neutrino oscillations and mass: Within the SM, the neutrinos are believed to be
massless particles. However in order to describe the neutrino oscillations, they need
to have a non-zero mass.

• Gravity: Only three of four fundamental forces are incorporated in the SM. The SM
does not describe the gravitation interaction. Its effects will become visible at the
energies close to the Planck scale MP ≈ 1019 GeV.
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• Matter-antimatter asymmetry: After the Big Bang, when the universe was created,
matter and antimatter is believed to be produced almost in equal amounts. Nev-
ertheless nowadays matter dominates over antimatter and the effect arising of CP
violation is too small for its explanation within the SM.

The other kind of limitations are more connected to conceptual problems and the relevance
of these issues can be debated. Among these are:

• Ad-hoc-ness and free parameters: The SM has many free parameters, which need to
be provided. The mass of fermions, coupling strengths, the Higgs mass etc. are not
predicted by the SM. In addition, the origin of some regularities is unclear. Why are
there only three generations of quarks and leptons. Why is the electric charge of up-
type and down-type quarks equal exactly to Q = 2/3e and Q = −1/3e, respectively.
Why is the up quark four orders of magnitude lighter than the top quark?

• Hierarchy and ”fine-tuning” problem: Within the SM there is not any explanation
for the Hierarchy problem. The quantum loop correction to the Higgs boson mass
are proportional to the Planck scale and therefore the mass of the Higgs boson should
be of similar order. Only ”fine-tuning” would lead to a cancellation of such huge
corrections and bring the Higgs mass to mH ≈ 125 GeV.

Thus the SM is believed to be incomplete.

1.4 Vector bosons at Hadron Colliders

1.4.1 Production, decay and properties

In pp collisions, the dominant process of the vector boson production is quark-antiquark
annihilation, known as Drell-Yan process [45]. For W± boson production, the quark and
anti-quark need to be of different flavour and the main contribution comes from ud̄ and
ūd annihilation, respectively. As the proton consists of two up quarks and one down
quark, the antiquarks have to originate from the sea quarks, while the quarks can be also
a valance quark. Therefore the higher probability of finding up quarks in the proton leads
to asymmetric production of W+ over W− bosons. The Z bosons are produced by the
annihilation of the quark and anti-quark pair with the same flavour.

The decay mode and its width together with the branching ratio of the vector bosons can
be calculated within the EW theory. The W± and Z bosons decay modes are dominated
by the fully hadronic channels with two quarks in the final state. More than two third
of the produced vector boson decay in this channel. The rest of the W± bosons decay
into lepton and the corresponding neutrino. In case of the Z boson, the subdominant
decay mode after the fully hadronic mode is the decay into two neutrinos with ∼ 20% of
all decays. The remaining 10% of decays are realized by a decay into two same flavour
opposite charged leptons. The most common decay mode of the vector bosons together
with the decay width and the branching ratio is summarized in Table 1.2.

1.4.2 Discovery of W and Z bosons

The important step for the discovery of W± and Z bosons was the observation of weak
neutral current [17] in 1973 that pointed towards models with a neutral gauge boson.
In addition, it provided an estimation about the value of the Weinberg angle, which
can be further utilized to predict the mass of W± and Z bosons. Already in 1981, the
accuracy of the prediction assuming the validity of the electroweak theory has ca 2%
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Decay mode Decay width/ GeV Branching ratio
W+ → ud 0.695 33.349 %
W+ → cs 0.694 33.349 %
W+ → l+νl+ 0.695 33.322 %
Z → dd̄ 0.379 15.233 %
Z → uū 0.296 11.897 %
Z → ss̄ 0.379 15.233 %
Z → cc̄ 0.296 11.879 %
Z → bb̄ 0.373 14.981 %
Z → l−l+ 0.258 10.379 %
Z → νl−νl+ 0.507 20.398 %

Table 1.2 – Decay mode, width and branching ratio of the W and Z bosons.

relative uncertainty and the Born approximation of the W± and Z boson masses were
estimated to be 79.5 ± 2.6 GeV and 90.0 ± 2.1 GeV, respectively [46]. According to the
Improved Quark Parton model (IQPM), the production of such heavy vector bosons should
require a pp collisions at a centre-of-mass energy larger than three times the boson masses
though. The IQPM is extension of the QPM, which was formulated by Feynman [47],
Bjorken and Paschos [48] in 1969. In this model, the proton is considered as composed
objects of three valence quarks surrounded by the sea of gluons and virtual quark antiquark
pairs. Within this model, each valance quark was assumed to carry ca one third of the
proton momentum, therefore the pp collisions at

√
s = 300 GeV were needed. Such

collisions energies were achieved in proton-antiproton collisions by SPS accelerator located
at CERN in 1981, which enabled to discover vector bosons.

The events, where W± bosons were produced and decaying into lepton and the correspond-
ing neutrino were expected to have following signature; the presence of the lepton with
high transverse momentum and high missing transverse momentum from the undetected
neutrino in the opposite azimuthal direction to the lepton direction. In addition, the spec-
trum of transverse momentum distribution of leptons should exhibit the Jacobian peak
around the value corresponding to half of the W± boson mass. The search for the Z boson
relied on the leptonic decay channel, where two leptons with high transverse momentum
are expected. The discovery of W± and Z bosons was announced by the UA1 Collabora-
tion at the SPS collider in 1983 [18, 19]. The left plot in Figure 1.10 shows the scatter
plot of the transverse momentum of electrons and the missing transverse momentum. In
total, 6 events were interpreted as W± → e±νe. The right plot in Figure 1.10 shows the
invariant mass distribution of lepton pairs. After applying two selection criteria, a peak
around 90 GeV was identify as the Z boson.

1.4.3 W and Z bosons and the LHC

Nowadays the measurements of W and Z bosons serve as a precision test of the SM. The-
oretical prediction of the W and Z bosons production cross section are available at NNLO
accuracy in perturbative QCD [50]. Thanks to the higher accuracy in pQCD calculations,
the uncertainties arising from the choice of the renormalization (µR) and the factorization
(µF) scale have been significantly reduced to the order of one percent [51, 52]. Moreover,
electroweak corrections recently became available at NLO accuracy. They are important
mainly for the production of vector bosons with high transverse momentum [53]. There-
fore the measurement of W± and Z bosons production can constrain existing theoretical
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152 60 Years of CERN Experiments and Discoveries

Fig. 14. Search for the decay Z → e+e− in UA1 (see text).

(a) (b)

Fig. 15. One of the Z → e+e− events in UA1: (a) display of all reconstructed tracks and
calorimeter hit cells; (b) only tracks with pT > 2GeV/c and calorimeter cells with ET > 2GeV
are shown.
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Figure 1.10 – The scatter plot of the transverse momentum of electrons and the
missing transverse momentum with six events where W bosons were produced (left).
The invariant mass distribution of lepton pairs (right). After applying selection
criteria, a peak around 90 GeV was identify as the Z boson [49].

predictions and in addition provide information about the proton structure.

Z boson

The decay mode with the lepton pair in the final state is considered as a golden channel
for measurements of Z bosons. The leptons serve as very clean experimental signatures
for the reconstruction and event triggering. In addition, such final state is almost back-
ground free. There is only a very small contribution of different processes with the same
signatures. Therefore such measurements can be very precise, nowadays dominated by the
uncertainty related to the integrated luminosity [54]. Figure 1.11 shows one of the latest
measurement [54] of the Z boson cross section from the Large Hadron Collider (LHC).
The measurement covers a wide range of the transverse momentum of the Z boson from
a very low value up to the TeV scale.

W boson

Compared to the Z boson, the measurement of W boson in leptonic decay channel is more
difficult to observe due to the undetected neutrino resulting in the presence of missing
transverse momentum. One of the most challenging measurement nowadays is the W boson
mass measurement. From the experimental side, the measurement requires precise detector
calibration for the determination of the missing transverse momentum and the lepton
reconstruction. On the other hand, the theoretical challenges arise from the modelling of
the transverse momentum spectrum of Z boson in the very low region, where the non-
perturbative and resummation contributions play an important role. Figure 1.12 shows
the results from the W boson measurement at the LHC [55]. The mass of W boson is
determined to be mW = (80370± 19) MeV [55].
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uncertainties from various sources(right).
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2
Jets in hadronic collisions

When studying high-energy pp collisions, there are many processes involving quarks and
gluons in the final state. In addition, the quarks can originate from the hadronic decay of
heavy resonances. However as discussed in the previous section, these partons are not ob-
served as free particles. The evolution of these elementary particles carrying colour charge
is governed by QCD and leads to collimated sprays of stable particle. Then these particles
are recombined into hadronic jets with the aim to give access to kinematic quantities of
the original partons. The jets are viewed as proxy to the high-energy quarks and gluons.

2.1 Jet clustering algorithms

In the early days, the information about all produced particles from the whole event was
utilized to measure event shape variables. For an example, a thrust gives information about
the events and characterizes the compatibility with the event containing two oppositely
directed jets. The main advantage of the event shape variables is the fact that they are
very easily calculable in pQCD. Therefore they are still popular nowadays [56]. But a
proper definition of jet algorithms is needed for study the dynamics of quarks and gluons
in more detail. When defining a jet clustering algorithm, several important properties are
required. Among those are:

• An algorithm has to be infrared and collinear (IRC) safe. These properties cor-
respond to the requirements that the presence of an additional soft emission and
collinear splitting does not change the set of hard jets. They are extremely im-
portant requirements as there are always soft emission in the parton shower and
collinear splitting related to the fragmentation processes.

• An algorithm needs to be applicable for the experimental analysis and theoretical
calculations. In case of the theoretical calculations, the algorithm needs to be valid
at any order of the perturbative calculations.

A wide variety of the jet algorithms has been developed over time, but nowadays the most
popular jet algorithms, namely the anti-kT and the Cambridge/Aachen algorithm, belong
to the group of sequential recombination algorithms. They systematically go through
all particles in the events and create pairs of particles. If certain rules are satisfied, the
pair of two particles is recombined into a new object. For the sequential recombination
algorithms, the rules are following:
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1. For all possible pairs of particles i and j, the longitudinally invariant distances
defined

dij = min
(
p2pT,i,p

2p
T,j

) ∆R2
ij

R2
and diB = p2pT,i (2.1)

is calculated. Here pT,i and pT,j are the transverse momentum of particles i and
j, respectively. The distance between these particles in the η − φ plane is given by
∆R2

ij = (ηi − ηj)
2+(φi − φj)

2, where η and φ are the pseudorapidity and azimuthal
angle of given particle. The diB is a beam distance, while dij is the so-called kT dis-
tance. The parameter R is the cone size radius, sometimes called as a resolution and
is constant. It characterizes the cone width of the clustered jets. The parameter p is
characteristic parameter for each sequential recombination algorithms and controls
the power of energy and the geometrical scales.

2. Find the smallest value of dij and diB.

3. If this is dij , then the particles i and j are combined into a new particles k. The kine-
matic properties of the new particles are the pT-weighted average of the quantities
of the original particles i and j, namely

pT,k = pT,i + pT,j , (2.2)

ηk =
ηipT,i + ηjpT,j

pT,k
, (2.3)

φk =
φipT,i + φjpT,j

pT,k
. (2.4)

The particles i and j are removed from the list, while the particle k is inserted into
the list. Then the algorithm returns to the step 1.

4. If the smallest value is diB, then the particle i is defined as a jet and is removed
from the list. Then the algorithm returns to the step 1.

5. The algorithm proceeds until no particle is left in the list.

This set of rules ensures that the sequential recombination algorithms are IRC safe. The
most frequent choice of the value of parameter p is one of the following integer: -1, 0, 1.
The choice of the parameter p has a certain consequences for the clustering history as it
will be discussed later.

The kT algorithm

The kT algorithm [57] is obtained for p = 1 and it is the oldest sequential recombination
algorithm. The choice of p = 1 leads to the fact that the clustering follows the QCD
branching in the reverse direction. It means that the softest particles are clustered firstly,
while the hardest particles are recombined in the end. Hence the jets have the irregular
shapes. In addition, as a consequence of the clustering history, a few soft particles can be
identify as a jets. Therefore the kT algorithm is sensitive to the UE activity and the pileup.
Nowadays this algorithm is not preferred for the usage at the current hadron colliders.
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The anti-kT algorithm

This algorithm [58] is obtained for p = −1. In contrast to the kT algorithm, the hardest
partons are clustered first. Thus, the jets are growing around the hardest partons and the
yielding jets have a regular and well defined shape. Moreover, the choice of p = −1 gives
the higher robustness against the UE activity and pileup. Because of these properties,
the anti-kT algorithm is nowadays one of the most popular and widely used jet clustering
algorithms.

The Cambridge/Aachen algorithm

The Cambridge/Aachen (CA) algorithm [59] is obtained for p = 0. In the previous two
cases, the energy scale of the partons played an important role for the clustering, but
by choosing of p = 0, the jet clustering is based only on spatial separation. Hence, the
CA algorithm follows the QCD branching in angles. As it will be discussed later, this is
especially important when studying the inner structure of the jets.

Figure 2.1 shows the comparison between the different clustering algorithms for the same
event. The jet area is shown in η − φ plane. Compared to the CA and kT algorithm, the
jets clustered by the anti-kT algorithm have a regular shape as one can see in Figure 2.1.

Figure 2.1 – Illustration of the three jet clustering algorithms (kT, anti-kT, and
Cambridge/Aachen) applied to the same event [58].

2.2 Jet substructure

For a several decades, jets are playing crucial role in particle physics. Thanks to relatively
high cross section, the inclusive jet cross section measurement is considered as one of the
textbook measurement that probes the QCD at multiple scales. In pp collisions at the
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centre-of-mass energy of 13 TeV, the inclusive measurement [60] covers the range from
pT ≈ 100 GeV to pT ≈ 2 TeV and the measured cross-section varies over of 10 orders of
magnitude. Hence, such measurement is suitable for testing and verifying various aspect
of QCD.

In contrast to that, jet substructure is a rather young field in particle physics. At the
collisions energies reachable at the LHC, the electroweak bosons, namely W, Z and H
bosons, together with top quarks are produced beyond the energy threshold. Thus, the
transverse momentum can easily exceed their masses and they gain high Lorentz-boost.
The dominant decay channel of these resonances is to quarks that are therefore highly
boosted and collimated in the direction of the mother particle. The small opening angle
between them, which can be estimated 1 as

∆R12 ≈
2m

pT
(2.5)

results in the topology, where the heavy resonance with mass m and the transverse mo-
mentum pT is reconstructed as one large and massive jet, a so-called fat jet. In the past,
such topologies were unpopular because of the low separation power between the event
of interest and the overwhelming contribution mainly coming from QCD multijet produc-
tion. However recent progress in the understanding of the inner structure of jets, referred
to as jet substructure, provided new options for the identification and study of boosted
topologies. The scientific studies of the boosted objects and jet substructure cover the
wide range of the spectrum of the topics from the precision SM measurement including
the study of jet substructure for various jet flavour [61], the determination of αS [61] and
top quark mass [62], to searches [63] of physics beyond SM (BSM). Since in many exten-
sions of SM, there are heavy resonances at the TeV scale that predominantly decay into
SM bosons.

From a wide variety of the jet substructure variables, we will briefly discuss the jet mass
and two substructure variables that exploit the inner structure of jets for the W and Z
bosons tagging. More comprehensive discussion can be found in Ref. [64, 56].

2.2.1 Jet mass and grooming algorithm

A good starting point to identify the boosted W and Z bosons from the QCD multijet
production is through the jet mass. The jet invariant mass is defined as

1. It is derived from the invariant mass m of two body decay. Here the decay product are two quarks
with energies E1 and E2 and four momenta p1 and p2, respectively. The invariant mass is then given as

m2 = (p1 + p2)
2 ≈ 2E1E2 (1− cos θ12) ≈ E2z (1− z) θ12,

where the last approximation is valid for the very small opening between the decay products, i.e.
θ12 � 1. Here z and (1− z) are energy fractions that are carried by the decay products. The opening
angle roughly corresponds to the ∆R12 in η − φ plane. In case of the symmetric decay(z = 1/2) in the
boosted regime (pT � m), we can write

∆R12 =
m

E
√

z (1− z)
≈ 2m

pT
.
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m2
jet =

∑
i∈jet

pi

2

, (2.6)

where the sum runs over all constituents of the jet. The jet invariant mass is quite often
called the ungroomed jet mass or plain jet mass. In practice, the ungroomed jet mass
is not used for the vector boson tagging as is very sensitive to the soft and wide-angle
radiations. The mass of jets initiated by quarks and gluons is generated by the parton
shower, that is driven by the Sudakov form factor. Hence, it is very unlikely to have jets
with mjet ∼ 0 GeV. The ungroomed jet mass distribution exhibits a large peak located
around mjet/pT ≈ 0.1. This peak is referred as a Sudakov peak and above the peak, the jet
mass distribution decreases.

Several grooming techniques were developed and introduced as a tool to reduce the Su-
dakov peak by removing the soft and/or wide-angle radiations from the jets. The main
objective of the grooming technique is to help to resolve the ”partonic” mass of the jets.
The grooming algorithms re-cluster the jets while the soft and/or wide-angle contributions
are rejected.

Trimming

The trimming algorithm [65] re-clusters the original jet with the cone size R into subjets
with the characteristic radius Rsub < R. It uses the kT algorithm for the subjets clustering,
therefore it starts with the soft particles. The subjets with a momentum fraction smaller
than a certain value fcut,

pT, subjet/pT, jet < fcut, (2.7)

are then removed. The remaining subjets form the trimmed jet. The tunable parameters
of the trimming technique are Rsub and fcut. As the kT algorithm is used, the geometrical
scale of the subjets is not explored.

Pruning

In contrast to trimming, the pruning technique [66] with two parameters zcut and rcut
aims in addition to reduce the contribution from the wide-angle radiation. The original
jet is re-clustered by the CA algorithm and at each step of re-clustering it requires

min (pT,a,pT,b)

pT,a + pT,b
> zcut and ∆Ra,b < Dcut =

2routmjet
pT

. (2.8)

Here pT,a and pT,b are the transverse momenta of the objects (single particle or group of
particles) a and b, respectively. The first requirement checks the hardness of the combina-
tion, while the relative angle between the recombined objects is examined by the second
condition. If these requirements are met, the objects a and b are recombined, otherwise
the object with lower transverse momentum is rejected.

Soft Drop and Modified Mass Drop Tagger

The soft drop [67] technique uses the CA algorithm to create a clustering pairwise tree
with an angular-ordered structure by going backwards in the sequence in which the jets
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were build. The algorithm depends on a soft threshold zcut and the angular exponent β.
At each step of the clustering, when two objects are merged into one object, the following
soft drop condition

min (pT,1,pT,2)

pT,1 + pT,2
> zcut

(
∆R12

R0

)β

, (2.9)

needs to be fulfiled. Here the parameter zcut defines the scale what is considered as a
soft radiation, while the parameter β controls the grooming procedure as a function of
the angular separation of the two subjets. One can immediately see, that for β → ∞, the
grooming technique returns the whole jet. By setting β > 0, the soft radiation is removed
from the jet, while a certain fraction of the soft-collinear radiation is kept. Removing of
collinear as well as soft radiation can be achieved with β < 0. The soft drop with β = 0
and zcut = 0.1 is identical with the modified mass drop tagger (mMDT) [68] and returns
the jet with exactly two subjets. All soft radiation wider than this two-prong structure is
removed. This is especially beneficial for the tagging of W, Z and H jets as the two-body
decay of these bosons results in the jet with the two subjets. In addition, the mass of
each subjets is expected to be smaller than the mass of the jet. Unlike to the QCD jets,
where the mass is generated by the continuous soft radiation, the mass of hardest subjet
is closed to the jet mass.

Nowadays the soft drop algorithm with β = 0 and zcut = 0.1 is one of the most popular
and frequently used grooming technique. The jet mass and the grooming technique is not
useful only for the heavy resonance tagging, but also for the SM measurement. Figure 2.2
shows the jet mass distribution measured in dijet events. The study was performed for the
ungroomed and groomed jet mass in order to gain insight into the soft radiation, which
is more challenging for the MC event generators. One can nicely see the Sudakov peak in
the ungroomed jet mass, while the grooming technique pushes the jet mass distribution
closer to the zero. Once the soft radiation is removed by the soft drop algorithm, a better
agreement with the MC prediction of Pythia8 is achieved.

0

0.05

0.1

0.15

0.2

0.25

0.3

3−10×)2
 (

pb
/G

eV
T

 d
p

u
dm

σ2 d

 < 1300 GeV
T

1200 < p

Data

Stat. + syst. unc.

Stat. unc.

PYTHIA8

HERWIG++

POWHEG+PYTHIA8

, R=0.8Tanti-k

CMS  (13 TeV)-12.3 fb

50 100 200 300 1000
 (GeV)

u
Ungroomed jet mass m

0

1

2

D
at

a
T

he
or

y

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

3−10×)2
 (

pb
/G

eV
T

 d
p

g
dm

σ2 d

 < 1300 GeV
T

1200 < p

Data

Stat. + syst. unc.

Stat. unc.

PYTHIA8

HERWIG++

POWHEG+PYTHIA8

=0.1
cut

=0, zβ, R=0.8, soft drop, Tanti-k

CMS  (13 TeV)-12.3 fb

20 30 40 100 200 1000
 (GeV)

g
Groomed jet mass m

0

1

2

D
at

a
T

he
or

y

Figure 2.2 – Normalized cross section for the ungroomed (left) and groomed (right)
jet mass for the same pT bin [69].

2.2.2 Two-prong substructure

Apart from the jet mass, additional observables are needed to distinguish the W and Z
bosons from the QCD jets. The main idea behind these observations is the fact that
the W and Z bosons decay into two quarks and form the jets with two subjets. On the
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other hand, the high energetic partons continuously radiate and therefore the formed QCD
jet consists typically of several large angle and asymmetric splitting. Examples of such
observables, that aims to count the number of hard prong structure inside the jets, are
the N-subjettiness [70] and the energy correlation functions (ECFs) [71].

N-subjettiness

This algorithm measures the n-subjettiness variable [70], τN , defined as

τN =
1

d0

∑
1≤i≤nj

pT, i min (∆R1,i,∆R2,i . . .∆RN,i) , (2.10)

where the sum runs over all jet constituents with transverse momentum pT, i. Here ∆R1,i

stands for the angular separation between the jet constituents and candidate subjet axes
obtained by the optimization procedure which minimizes N-subjettiness. The normaliza-
tion factor d0 is given by

d0 =
∑

1≤i≤nj

pT,kR0, (2.11)

where R0 is the jet cone size. Then the ratio of the n-subjettiness is utilized to measure
the compatibility of a jet with N-axis hypothesis. The jets with τN � 0 have most likely
more than N subjets, while τN = 0 indicates that most of the radiation is aligned along the
N subjet axes. It means that jets originating from W and Z bosons decays are expected
to have large τ1 and small τ2. For the tagging of a jet with two-prong structure, the ratio
τ2/τ1 = τ21 is used instead of just the variables τ1 and τ2. The reason for that is if the
QCD jet has large τ1, it typically tends to have similarly large τ2.

Energy correlation functions

The generalized ECFs [71] based on ECFs measure the correlation of the particles inside
the jet. In the most general case, the n-point ECF with the angular exponent β for v
pairwise angles is defined as

ve
β
n =

∑
1≤i1<i2···<in≤nj

 ∏
1≤k≤n

pT, ik

pT

min

{
v∏

m=1

∆Rβ
ij ,ik

|ij < ik ∈ i1,i2 . . . iN

}
. (2.12)

Here the jet with the transverse momentum pT has nj constituents with transverse mo-
menta pT, ik . As one can see, the definition of ECF is subjet axis free which is considered
as an advantage compared to the N-subjettiness. The ECFs measure the number of centers
of hard radiations inside the jet. For the tagging of jets with two-prong substructure, the
ratio of 2- and 3-point ECFs , which are defined as

1e
β
2 =

∑
1≤i<j≤nj

pT, i

pT

pT, j

pT
∆Rβ

ij , (2.13)

2e
β
3 =

∑
1≤i<j<k≤nj

pT, i

pT

pT, j

pT

pT, k

pT
min

(
∆Rβ

ij∆R
β
ik,∆R

β
ij∆R

β
jk,∆R

β
jk∆R

β
ik

)
, (2.14)
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is recommended. For the QCD jets, it is typically expected 2e3 ∼ 1e2 as 1-point correlations
are dominating, while the two-prong structure results in large 2-point correlations, i.e.
2e3 � 1e2. In particular, the following dimensionless ratio defined as

Nβ=1
2 =

2e
β=1
3(

1e
β=1
2

)2 (2.15)

shows the best separation power to distinguish the jets coming the boosted W and Z
bosons decay from the QCD jets.

2.3 Vector boson tagging
The identification of W and Z bosons from the QCD jet usually relies on applying selection
criteria related to the groomed jet mass and two-prong substructure variables. The exact
value of cuts are analysis dependent and need to be optimized in order to achieve the best
possible signal-to-background efficiency.

2.3.1 Mass decorrelation

The jet substructure variables are correlated with the jet mass and applying cuts on the
jet substructure results in an undesired mass sculpting of the jet mass distribution. It
means that after applying cuts, the groomed jet mass distribution for the QCD jet is not
steeply falling any more. In addition, the shape and the position of sculpted distribution
depends on the jet pT. For most of the analyses, it is an unwanted behaviour as the signal
extraction typically relies on a data-driven technique that utilizes the side bands to predict
the shape of the background in the signal region. For searches in BSM physics, this can
lead to a situation, when a possible signal will sit on the top of peaked background. There
are several techniques to solve this issue by performing a decorrelation of the tagger from
the jet mass. One of the important aspects of the decorrelation method is the attempt to
preserve the separation power of variables which are being decorrelated.

Designed decorrelated tagger

In Ref. [72], the construction of a designed decorrelated tagger (DDT) based on τ21 variable
was proposed. The main idea of the decorrelation method is to flatten the τ21 dependence
on ρ′ for various jet pT range. Here ρ′ is a dimensionless variable, defined as

ρ′ = log
(

m2

pT · 1 GeV

)
, (2.16)

that ties the jet mass m and the transverse momentum pT. Then the linear transformation
of τ21 according the following formula

τDDT
21 = τ21 +M · ρ′ (2.17)

can be done. The parameter M needs to be determined from the MC simulations for QCD
jets. The only assumption and therefore limitation of this technique is on the linearity
of τ21 versus ρ′. Figure 2.3 shows the soft drop jet mass distributions after applying the
selection criteria on τ21 and τDDT

21 , respectively. As one can clearly see, the DDT removed
the observed mass sculpting.
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Figure 2.3 – Soft drop jet mass distribution for different jet pT bins after applying
various cuts on τ21(left) and τDDT

21 (right) [72].

Fixed-efficiency regression

The concept of the DDT technique can be further extended and generalized by fixed-
efficiency regression. For given jet substructure variable in bins of a specific observable,
let us measure its profile. Then we can find a quantile X and corresponding value of the jet
substructure such that it divides events into groups with X and (1−X)% efficiency. For
example, one wants to apply the selection on τ21 variable and keeps only X% background
(QCD) contribution in the given bins of the jet mass m distribution. Thus, one needs to
find τ21

(
m; εQCD = X%

)
in bins of the jet mass and then perform the transformation as

τDDT
21 (m) = τ21 (m)− τ21

(
m; εQCD = X%

)
. (2.18)

The selection τDDT
21 (m) < 0, which is equivalent to τ21 (m) < τ21

(
m; εQCD = X%

)
, yields

the fixed background efficiency in the given bin. Additional improvement of this decorre-
lation technique can be achieved by doing the decorrelation double differentially not only
as a function of the jet mass, but also as the jet pT or other suitable variables.

In summary, let us stress that both of the decorrelation methods, DDT and fixed-efficiency
regression, rely fully on the MC predictions. Therefore the mismodelling of the jet variables
used for the decorrelation technique results in a residual disagreement and effects which
are not visible in the MC simulations. In addition, the limited statistics of the simulated
MC samples can lead to a non-smooth behaviour during the decorrelation.

2.3.2 Machine learning based taggers

For completeness, let us briefly discuss heavy resonance taggers based on the machine
learning. In recent years, machine learning (ML) and deep learning (DL) techniques are
exploited to identify and classify jets originating from the hadronic decay of boosted W,
Z, H bosons and top quarks. As input, the taggers use the so-called low level variables like
four-momenta of the jet constituents as well as information about secondary vertices and
so on. In most cases, the taggers are trained by supervised learning. It means that the
simulated MC samples contain well defined types of jets and therefore the tagger can learn
the properties of the jets originating from boson decay and QCD jets. The discrimination is
then constructed. Even ML taggers suffer from the mass sculpting. From a wide spectrum
of ML, we can highlight DeepAK8 [73], ParticleNet [74] and LundNet [75] tagger.
The DeepAK8 is multi-class classifiers tagger, which is recently commissioned by the
CMS Collaboration. It aims to distinguish the jets originating from the hadronic decay
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of W, Z, H bosons and top quark versus QCD jets. In addition, it is trained for heavy
flavour tagging, i.e. the decay channels like Z → bb̄, Z → cc̄, H → bb̄, and H → cc̄ are also
identified. The next generation of this tagger is the so-called ParticleNet tagger, where
the jets are represented as a clouds of particles. Finally, the LundNet tagger utilizes the
jet Lund plane [76] for the tagging as the information about the inner structure is encoded
in it.
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3
The Large Hadron Collider and
the Compact Muon Solenoid

The Large Hadron Collider (LHC) [77], located at Conseil Europen pour la Recherche
Nuclaire (CERN) in Geneva, is the world’s largest particle accelerator ever built. It
is situated in 26.7 km circular tunnel previously used until 2001 for the Large Electron
Positron (LEP) collider [78] at the depth of 45 m to 170 m under surface close to the
border between France and Switzerland. The LHC is a superconducting two-ring hadron
accelerator and collider designed for pp as well as heavy ion collisions. Its construction
started in 1998 and after the commission in 2008, the first pp collision happened in 2009.

3.1 LHC Injection Chain
A schematic illustration of the CERN accelerator complex with the complete injection
chain is shown in Figure 3.1. As one can see, the LHC [77] is the last chain of the
accelerator complex. The proton bunch is created in the duoplasmatron source, where
the hydrogen atoms are ionized by the magnetic field and create a bunch with the energy
of 90 keV. Then, the proton bunch is injected into the Linac2 and pre-accelerated to
50MeV. Consecutively, the bunch is injected into the Proton Synchrotron Boosted (PSB)
and the Proton Synchrotron (PS). The bunch leaves the PS with energy of 25GeV. Before
the injection into the LHC, the bunch is sent to the Super Proton Synchrotron (SPS)
where it reaches the energy of 450 GeV. Finally, the bunches are injected into the LHC
separately into two counter-circulating beams (a clockwise and anticlockwise direction)
and accelerated to the final energy (7, 8 or 13 TeV). The proton beam is formed from up
to 2808 bunches and each of them consists of 1.15 × 1011 protons. The bunches in the
LHC are separated by 25 ns. In case of the heavy ion physics, the beam consists of 600
lead bunches and each of them contains 7 × 107 lead ions. The heavy ion bunches are
pre-accelerated in a similar way as the proton bunches, just with one small difference -
the pre-acceleration of heavy-ion bunches starts in Linac3.

3.2 LHC Layout
The LHC itself consists of eight arcs per beam separated by eight interaction points (IP).
The beams cross and collide in four of them. These IPs are occupied by the experiments,
which will be discussed later. The remaining IPs house accelerator equipment. The
beam cleaning, namely the momentum and betatron cleaning is done at IP3 and IP7,
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Figure 3.1 – The CERN accelerator complex with the complete injection chain
including all pre-accelerators [79].

respectively. The beam acceleration system is located at IP4. Finally, the beam dump is
done by the kicker magnet at IP6. The layout of the LHC is shown in Figure 3.2.

Each arc contains 23 cells, with the classical F0D0 structure [80]. In total, the LHC
consists of 184 cells, each of them being 106.9 m length. The F0D0 cell is a magnetic
structure with the regular arrangement in the following order: the focusing quadrupole,
three dipole magnets, the defocusing quadrupole, three dipole magnets again and the
focusing quadrupole. The shortcut F0D0 is related to the fact that the dipole magnets do
not contribute in first order to the focusing (zero focusing = 0). The schematic layout
of the F0D0 cells is shown in Figure 3.3. Each of the dipole magnets, made of the NbTi
magnets, weights 35 tonnes and is 15 m long. They are cooled down to 1.9K by the liquid
helium and produce the magnetic field with the strength of 8.3T. Such a strong magnetic
field keeps the beam motion in a circular trajectory. In addition, between the focusing and
defocusing quadrupole, the other type of magnets like sextupole and decapole magnets are
installed for a fine-tuning of the beam. Before entering the interaction points, the bunches
are squeezed closer together to increase the probability of the interaction. At IP1 and IP5,
the diameter of the beam is in the order of ∼ 10 µm.

3.2.1 LHC detectors

Currently, there are four major experiments at the LHC located at the interaction points,
namely:

• A Large Ion Collider Experiment (ALICE) [81],
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• A Toroidal LHC Apparatus (ATLAS) [82],
• Compact Muon Solenoid (CMS) [83],
• Large Hadron Collider beauty (LHCb) [84],

The ATLAS and CMS experiments are general multi-purpose detectors built to cover the
widest possible range of physics at the LHC. Although the different technical concepts and
design were used for their construction, they reach comparable performance and they can
independently confirm and cross check the results from the same physics measurements.
In addition, the combination of results from both experiments can reduce the statistical
uncertainties. The main physics goal, the discovery of the Higgs boson, was achieved in
2012, when both experiments reported on the observation of the Higgs boson [5, 6]. The
physics program of the ATLAS and CMS experiments covers a wide range of topics: from
precision measurement of SM physics, Higgs physics to the searches for the signature of
the BSM physics, dark matter and supersymmetry. In addition, both experiments are
active in heavy ion physics and achieve competitive results to the ALICE experiment. In
this thesis, we shall use the data recorded by the CMS experiment, therefore a detailed
description of this detector will be discussed later.

ALICE is the only dedicated heavy ion experiment at the LHC. The heart of the ALICE
detector is the Time Projection Chamber (TPC) surrounded by the solenoid magnet with
the magnetic field up to 0.5 T. The purpose of the TPC is to reconstruct tracks and
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to identify particles via specific energy loss dE/dx. The TPC together with the Time Of
Flight (TOF) detector and the Inner Tracking System (ITS) provides particle identification
and separates charged pions, kaons and proton down to low pT at mid-rapidity (|η| < 0.9).
The primary goal of the ALICE experiment is to study QCD matter at extreme conditions
of high temperatures and energy densities, where quarks and gluons are no longer confined
inside hadrons, the so-called quark-gluon plasma. It is expected that this state of matter
was present in the earliest stages of the universe shortly (10−5 s) after the Big Bang and
that it can be experimentally recreated in high energy heavy-ion collisions [85].

The last experiment, not mentioned yet, is the LHCb experiment, a single arm forward
spectrometer. It is a general-purpose detector in forward direction with the main focus on
the precision measurement with the heavy-flavour hadrons. The main physics goal of the
LHCb is to perform a measurement of charge-parity violation (CPV), to test lepton-flavour
universality/violation and the spectroscopy program focused on searched QCD-allowed
states including c or b quark like double charmed baryon Ξ++

cc [86] etc.

Additionally to the major experiments, the LHC hosts three smaller experiments, namely:

• Total Elastic and Diffractive Cross Section Measurement (TOTEM) experiment [87],

• Large Hadron Collider forward (LHCf) experiment [88],

• Monopole and Exotics Detector at the LHC (MoEDAL) experiment [89].

These smaller experiments share the IP with one of the major experiments. The TOTEM
and LHCf is situated in the forward direction of the CMS and ATLAS experiment, re-
spectively and study the production of particles in the forward direction close to the beam
line. While TOTEM focuses on the charged particles, the neutral particles are of particu-
lar interest of the LHCf. The MoEDAL experiment, located closed to LHCb, searches for
the unknown particle carrying magnetic charge, the so-called magnetic monopole.

3.3 Accelerator Parameters

3.3.1 Beam parameters

The most important parameters characterizing the accelerator performance are the emit-
tance, the amplitude function, and the crossing angle. These parameters are used also to
calculate the instantaneous luminosity and therefore they are briefly discussed.

Emittance ε is the area occupied by the particle beam in p−x phase space and characterizes
the spread of the particle beam. The particle beam can be described by the physical
dimensions (the Gaussian width σ), but they can vary with the location in the accelerator.
According to Liouville’s theorem [80] the emittance is conserved as the beam circulates in a
synchrotron. The amplitude function β (z) is a beam optics quantity and is determined by
the accelerator magnet configuration. For the definition of luminosity, we need to know the
amplitude function at the interaction point. The relation between the amplitude function
β (z) and the amplitude function at the interaction point β∗ is given by

β (z) = β∗ +
z2

β∗
, (3.1)

where z stands for the distance along the nominal beam direction. Finally, the crossing
angle θc is defined as the angle between two interacting particle beams.
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3.3.2 Luminosity and collision energy

The two key characteristics of an accelerator are the centre-of-mass energy and the in-
stantaneous luminosity. The centre-of-mass energy of the collision of two identical beams
is given by √

s = 2Ebeam, (3.2)

where the Ebeam is the energy of the beam. In case of heavy-ion and proton-ion collisions,
the centre-of-mass energy √

sNN is normalized by number of nucleons inside of the ion.
The design value of the centre-of-mass energy for pp collisions is 14 TeV, while the heavy
ion collision using the lead ion 207

82 Pb can reach up to √
sNN = 5.02 TeV.

A second key parameter is the instantaneous luminosity L, which summaries all quantities
related to the accelerator and provides the information about the number of interaction
produced per second and per surface area. The instantaneous luminosity L can be defined
by the collider parameters as

L =
nbN

2
b fγF

4π
√
β∗xεxβ

∗
yεy

, (3.3)

where Nb is the number of particles per bunch, nb stands for the number of bunched per
beam, f is the collision frequency, γ = E/m is the relativistic gamma factor, εx,y is the
emittance of the beam, β∗x,y is the amplitude function at the interaction point and F is
the geometric reduction factor related to the crossing angle θc. At the LHC, the crossing
angle is about 300 µrad. The LHC was designed for L = 1034cm−2s−1, but already in
2017 the machine achieved L = 2.05× 1034cm−2s−1. The integrated luminosity over time,
L =

∫
L (t)dt, is used to characterize the size of the data sample and gives us the expected

number of events for a given process with known cross section σ through

Nevents = L · σ. (3.4)

Figure 3.4 shows the overview of the integrated luminosity in the LHC Run 2. In that
data-taking period, the LHC delivered 162.85 fb−1 and the CMS experiment recorded
data sample corresponding to the 150.26 fb−1. An additional reduction of the size of the
recorded datasets is done after certain good data quality monitoring.

3.3.3 Pileup

The recorded data can be increased by increasing the data-taking period and/or by in-
creasing the number of particle per bunch. The second possibility results in the pileup,
a phenomena when more that one pp collision happens during one bunch crossing. The
number of pileup events follows a Poisson distribution with the mean µ. The mean num-
ber of simultaneous pp interactions per bunch crossing during the LHC Run 2 is shown in
Figure 3.4.

3.4 LHC Performance

3.4.1 LHC Run 2

The LHC Run 2 started in April 2015 after the first two-year long shutdown, when the
accelerator has undergone the improvements enabling the increase of the collision energy
up to

√
s = 13 TeV and collision rate to 40 MHz corresponding to 25 ns bunch spacing.

During the LHC Run 1, the machine operated at the lower collisions energies (
√

s = 7TeV
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Figure 3.4 – Total integrated luminosity versus time for pp collisions at
√
s =

13 TeV in the LHC Run 2 (left). The blue histogram corresponds to the delivered
luminosity by the LHC, while the recorded luminosity by the CMS experiment is
shown by orange histogram. Distribution of the mean number of interaction per
crossing in the LHC Run 2(right).

and
√

s = 8 TeV) with larger bunch spacing (50 ns), therefore the Run in 2015 was used
for the re-commissioning of the accelerator complex and detectors. The LHC Run 2 lasted
for 4 year and successfully ended in December 2018 [90]. In total, the LHC delivered
160 fb−1 of the integrated luminosity to the IP1 and IP5, which house the ATLAS and
CMS experiments. Such high number of delivered integrated luminosity was achieved by
operating with the higher instantaneous luminosity than initially expected. The design
value of instantaneous luminosity was already exceeded in 2016 and during 2018 the LHC
routinely operated with the instantaneous luminosity twice larger than the design one. In
addition, the stable beams when the collisions may occur were available for almost 50%
of the machine time schedule. Table 3.1 summaries the LHC availability during the LHC
Run 2.

Year Stable Beam Downtime Operation
2015 33% (455h) 30% (426h) 37% (511h)
2016 49% (1840h) 26% (980h) 25% (919h)
2017 49% (1634h) 19% (653h) 32% (1075h)
2018 49% (1932h) 24% (943h) 27% (1069h)

Table 3.1 – The LHC availability breakdown for pp collisions [90].

The beam parameters were not constant during the LHC Run 2, but they changed and
evolved as a result either of the improvement of machine performance or the influence of
technical issues [90]. Already in July 2016, a new type of beam based on Bunch Com-
pressions, Merging and Splitting (BCMS) became available and the transverse normalized
emittance was reduced for the same beam intensity. This improvement helped to exceed
the design value of instantaneous luminosity. Nevertheless the LHC also faced several tech-
nical inconveniences. During the winter stop in 2017 when the dipole magnet was replaced,
7 litres of air entered the beam vacuum and froze. It resulted in an abnormal background
radiation and sudden beam losses. Temporary solution of this issue was the alternative
beam production and new type of beam 8b4e 1 and later 8b4e-BCS was introduced. This

1. The bunch train consists of 8 bunches and 4 empty buckets.
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issue was partly solved in 2018 and the LHC could continue the running with the BCMS
beams. In this year, the recorded instantaneous luminosity of 2.07 × 1034cm−2s−1 was
reached. Table 3.2 provides the overview of the main LHC Machine and beam parameters
for the LHC Run 2.

Parameter Design 2015 2016 2017 2018
Beam Type: Std Std Std/BCMS BCMS 8b4e 8b4e-BCS BCMS

Energy [TeV] 7 6.5 6.5 6.5 6.5 6.5 6.5
Number of bunches per ring 2808 2244 2040/2076 2556 1916 1868 2556
Bunch population Nb [1011p/b] 1.15 1.15 1.2 1.2 1.2 1.25 1.1
Trans. norm. emittance εn [mm·mrad] 3.75 3.5 3.5/2.1 2.1 2.3 1.8 2
Betatron func. at IP1 and IP5 β∗ [m] 0.55 0.8 0.4 0.4 0.4/0.3 0.3 0.3/0.25
Half crossing angle [µrad] 142.5 145 185/140 150 150 150/120 160/130
Peak luminosity [1034 cm−2s−1] 1 0.55 0.83/1.4 1.74 1.9 2.06/1.5 2.1
Maximum pileup µ ∼20 ∼15 ∼20/35 ∼45 70/60 80/60 60

Table 3.2 – Summary of the main LHC Machine and beam parameters for the
LHC Run 2 and comparison with the design values. Adapted from [90].

3.4.2 Special runs

The LHC provides the possibility to study the hadronic matter under the extreme condi-
tion by colliding lead nuclei. Several special runs related to the heavy ion physics occurred
during the LHC Run 2. Each run has been unique in terms of collision energy and colliding
species. While the first dedicated heavy ion run during the LHC Run 2 happened in 2015,
the second heavy ion run was in November 2018 [91] and ended the successful LHC Run
2 period. In both cases, the lead ions collided at the centre-of-mass energy per colliding
nucleon pair of 5.02TeV. Especially, the second heavy ion run was very successful and the
LHC managed to deliver a dataset corresponding to ∼ 1800µb−1 to IP1 and IP5. Such
large dataset enabled to study nuclear matter by measuring Z boson production [92] and
the first evidence for top quark production in high-energy heavy ion collisions [93]. In
addition to the lead collisions, in October 2017 the LHC performed the pilot run with the
xenon ion 129

54 Xe at a centre-of-mass energy per nucleon pair of 5.44 TeV [94].

In order to study the nuclear matter effects related to the QGP formation in heavy ion
collisions, reference pp and p-Pb collisions are needed as it is being expected that the QGP
is not formed in these collisions. Several low pileup pp, p-Pb and Pb-p runs at various
centre-of-mass energies happened in 2016 and 2017 [95]. Reversal of the beams from Pb-p
to p-Pb is needed by the ALICE and LHCb experiments as their detectors are asymmetric.
Such runs were trying to shed lights on open questions from the LHC Run 1 and arising
from the observations of several phenomena (the strangeness enhancement [96] and the
collective behaviour [77]) in small collision systems which were originally proposed as a
signature of QGP formation in nuclear collision [97].

The LHC is not only the most powerful hadron collider ever built, but also the most pow-
erful light-light collider. The protons and heavy ions in the beam carry an electromagnetic
field and its intensity is proportional to the atomic number Z2. Such field can be viewed
as a source of quasi free photons and photon-photon (γγ) or photon-hadron (γp and γPb)
interactions [98] may occur. These interactions offer an unique opportunity to study QED
and QCD via photon-induced processes. The photon-hadron (γPb) interactions occurs in
the so-called ultra-peripheral collisions (UPC) when the impact parameter is larger than
the sum of nuclear radii. One of the interesting research area in UPC physics is the vector
meson photoproduction which can be used to study saturation and shadowing effects [98].
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In context of this thesis, we would like to highlight recent observation of photon-induced
diboson production, γγ → W+W− [99].

3.5 Compact Muon Solenoid detector
The CMS detector [100], shown in Figure 3.5, is a general multi-purpose detector built
to cover the widest possible range of physics at the LHC. It is located at IP 5 of the
LHC tunnel. The CMS detector has a cylindrical shape with the overall dimensions of
the length of 28.7 m, a diameter of 15.0 m, and a total weight of 14 000 tonnes [100].
The multiple subdetectors are aligned layer-wise around the beam axis, symmetrically to
the primary interaction point. The first layer, closest to the beam pipe, consists of the
CMS tracker system. The second and third layer holds the electromagnetic and hadronic
calorimeters. All these layers are surrounded by the large-bore superconducting solenoid.
Finally, the muon system forms the last, fifth, layer.

Figure 3.5 – The CMS detector with all its main components and characteristics.
Taken from [100].

The CMS detector was designed with the following requirements:
• good muon identification and momentum resolution, good dimuon mass resolution

and the unambiguous determination of the charge of muons with p < 1 TeV,
• good charged particle momentum resolution and reconstruction efficiency for effi-

cienct offline tagging of τ ’s and b jets,
• good electromagnetic energy resolution, good diphoton and dielectron mass resolu-

tion,
• good missing transverse momentum and dijet mass resolution.
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The coordinate system describing the positions and directions of measured objects is based
on the right-handed Cartesian (x,y,z) coordinate system with the origin (0,0,0) located
in the centre of the detector, where collisions occur. While the z axis is parallel to the
beam in counter-clockwise direction, the x axis points to the centre of the LHC and the
y axis is perpendicular to the beam direction as shown in Figure 3.6. The x and y axis
form the transverse plane. However for the track measurement, it is more convenient to
use the cylindrical coordinate system. The azimuthal angle φ, which is a angle between
the x axis and the track in x − y plane, is defined as zero in direction of the x axis. The
angle between the measured point and the z axis is defined as the polar angle θ. This
coordinate system is sketched in Figure 3.6 and can be used to define the pseudorapidity

η = − ln tan θ
2
= − ln p+ pz

p− pz
, (3.5)

where p and pz are the absolute and z component of the particle momentum, respectively.
For massless non-realistic particles, the pseudorapidity η is equal to the rapidity

y = − ln E + pz
E − pz

, (3.6)

where E stands for the energy of particle.
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Figure 3.6 – The coordinate system used by the CMS detector.

The overview of the most important components of the CMS detectors will be briefly
discussed in the following subsections.

3.5.1 Solenoid magnet

The main feature of the CMS detector is the 4 T superconducting solenoid magnet with
a free bore of a diameter of 6 m and a length of 12.5 m. Even though, it is the largest
solenoid magnet ever constructed, the size of the magnet system is relatively small for the
magnetic field of 4T. Such a strong magnetic field is achieved by using the superconducting
technology. Namely, its coil is made of superconducting NbTi conductors operating at a
temperature of 4.7K. The magnetic flux outside the magnet is returned into the detector
volume by the three layers of massive iron yoke divided on the barrel and endcap parts.
The muon system is embedded between the yoke layers. The main role of the iron yokes
is to increase the homogeneity of the magnetic field in the detector volume. In addition,
they play a role of the absorber for the muon system. The design value of the magnetic
field is 4 T, but the magnet is operated at 3.8 T. As shown in Figure 3.7, outside of the
detector volume, in the muon system the magnetic field has a strength of 2T. The magnet
system is necessary for the measurement of charged particle momentum pT. When charged
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particle travels through the magnetic field, its trajectory is bended by the Lorentz force.
The radius R of curvature of the reconstructed track together with the information about
the magnetic field strength can be then used to determine the transverse momentum of
the particle as follows

pT [GeV] = 0.3 ·B [T] ·R [m] . (3.7)

Figure 3.7 – The magnetic field strength |B| (left) and field lines (right) of the
CMS solenoid magnet [101].

3.5.2 Tracking system

The tracking system located closest to the interaction point is designed for the precise
measurement of charged particles’ momentum and the vertex reconstruction. The detec-
tion principle is based on silicon semiconductors. The charged particles passing through
the silicon detectors create the hits which are recorded and then used to reconstruct the
particles’ trajectory, track. The reconstructed tracks point to the common points of the
origin - vertex.

Figure 3.8 – Longitudinal layout of one quadrant of the CMS Phase-1 pixel detector
compared to the original, CMS Phase-0, pixel detector layout [102].

The CMS tracking system, the so-called tracker, with a length of 5.8m and a diameter of
2.5 m consists of the inner silicon pixel detector and the outer silicon strip detector. The
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coverage of the tracker is up to |η| < 2.5. The original CMS tracker, known as Phase-0, has
been replaced by the Phase-1 pixel detector between 2016 and 2017 during the extended
year-end technical stop (EYETS) [103]. The conceptual differences between the Phase-0
and Phase-1 is shown in Figure 3.8. In the following paragraphs we will describe the
Phase-1 pixel detector if not stated otherwise.

The inner silicon pixel detector consists of four barrel (BPIX) layers and three forward
disk (FPIX) layers. The BPIX layers with the length of 54.0cm are located at radii of 2.9,
6.8, 10.9, and 16.0 cm, while the FPIX layers are located at distances of 29.1, 39.6, and
51.6 cm from the centre of the detector [102]. In total the pixel detector is built from 1856
segmented silicon sensor modules. Each module consists of 66560 pixels with the size of
100× 150µm2 connected to 16 readout chips. Despite of adding one extra layer, the total
material weight of Phase-1 pixel detector was reduced compared to Phase-0 pixel detector.
The significant mass reduction was achieved by relocation of the passive material out in
z direction and using an ultra-lightweight support with CO2 cooling. During operation,
the sensors are cooled below 0◦ C to mitigate radiation damage effects. Challenges for the
inner silicon pixel arise from the high particle flux resulting from the increasing pileup and
the radiation damage.

The inner silicon pixel detector is surrounded by the silicon strip detector located at the
radial distance of 20 cm and 116 cm. The inner part of the silicon strip detector is made of
Tracker Inner Barrel(TIB), four layers of silicon and strip pitch sensors, and Tracker Inner
Disk (TID) situated at each side of the detector. Finally, the last layer of the tracking
system consists of the Tracking Outer Barrel (TOB) and the Tracker End Cap (TEC).

3.5.3 Calorimetry system

The main purpose of the CMS calorimetry system is the excellent energy resolution, which
is needed for the identification of hadrons, electrons, and photons. The CMS calorimetry
system is formed by two detectors with different detection technique, namely the electro-
magnetic calorimeters (ECAL) and the hadronic calorimeters (HCAL).

The ECAL is constructed for the detection of photons and electrons by measuring the
amount of the kinetic energy deposited in the absorbers. In particular, it measures the
electromagnetic shower initiated by the photons or electrons when they are passing through
the absorbers. The photons are typically converted in electron-positron pairs, while the
electrons lose their energies by the bremstrahlung radiation. The distance needed for
the photons or electrons to produce emissions is called the radiation length X0. In case
of electrons, the radiation length X0 also corresponds to the average distance needed to
reduce its initial energy E by a factor of 1/e due to the bremstrahlung radiation. The shape
of the shower can be approximated by a cylinder and the Moliere radius characterizes the
width of that cylinder containing 90% of the total shower’s energy. The radiation length
and the Moliere radius are the properties of the material and they are one of the main
characteristics of the calorimeters.

The hadrons, heavier particles than electrons, can penetrate deeper into the calorimeter
system and they can reach the HCAL. The strong interaction of hadrons with the detector
materials results in a hadronic shower which is typically broader and deeper compared to
the electromagnetic one and secondary particles are produced in the cascade. Consecu-
tively, they undergo further inelastic collisions and the sequential decays of these particles
can lead to an electromagnetic shower. The mean distance that is passed by the hadron
before undergoing an inelastic nuclear collision is called as the nuclear interaction length λl.
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Electromagnetic calorimeters

The ECAL is a hermetic, homogeneous electromagnetic calorimeter surrounding the track-
ing system. The design of this detector was driven and optimized for the decay of Higgs
boson into two photons or four electrons (H → γγ and H → ZZ∗ → 4e±). The great energy
resolution and fine granularity of the ECAL detector enabled the discovery and later the
precision measurement of Higgs boson in these decay channels. The main building block
of the ECAL is the lead tungstate (PbWO4) crystal. The choice of this type of crystal
was motivated by its extremely short radiation length (X0 = 0.85mm) and small Moliere
radius (RM = 2.19 cm). Last but not least, it has very fast response - 80% of the light
(signal) is emitted within 25 ns. Since the design bunch spacing in the LHC is 25 ns as
discussed early, this is a very important feature of the lead tungstate crystals. On the
other hand, the disadvantage of these crystals is a relative low light yield. Therefore the
signal needs to be amplified by the silicon avalanche photodiodes or vacuum phototriodes.

The detector is formed by the central barrel (EB) closed by two endcaps (EE) at the each
side. While the EB provides the coverage in pseudorapidity up to |η| < 1.48, the forward
region up to |η| < 3.0 is covered by the EE as shown in Figure 3.9. In addition, better
photon-π0 separation is achieved by a preshower detector (ES) which is placed in front of
the endcaps at 1.65 < |η| < 2.6. The ES is built of lead absorber and silicon strips sensors
and its thickness corresponds to ∼ 3X0.

Figure 3.9 – Lead tungstate (PbWO4) crystal with the read-out electronics
(right) [104]. Longitudinal layout of one quadrant of the electromagnetic calorime-
ters (left) [105] and its individual components: barrel ECAL (EB), endcap ECAL
(EE), and preshower detector (ES).

The crystals in EB with the overall length of 230 mm (∼ 26X0) have a front face cross
section of 2.2× 2.2 cm2, while the EE crystals have slightly different dimensions - they are
220 mm (∼ 25X0) long and the front face cross section is of 2.86 × 2.86 cm2. One of the
crystal is shown in Figure 3.9. Thanks to the dimensions of the crystals, all photons and
electrons are stopped and detected in the ECAL. In total, the ECAL is made of 75,848
crystals. The crystals act as absorbers as well as scintillators and they are transparent to
entire emission spectrum. However, the coloured centres, created due to the irradiation,
reduce the transparency of the crystals and lead to lower response. Even so the crystal
transparency can be partially recovered due to self-annealing, it needs to be monitored for
the ECAL calibration. The crystal transparency is examined by the laser system every
∼ 30 minutes during the data-taking and dedicated corrections are derived for taking into
account the transparency loss. Validation of these corrections relies on in situ measurement
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of the reconstructed mass resolution of η mesons decaying into photon pairs (η → γγ) and
the energy resolution determined from Z → e+e−. Figure 3.10 shows the results from the
measurement of the relative response of the crystals to laser light. As one can see there is
a clear degradation of the crystal transparency, especially for the higher pseudorapidity η
region.

Figure 3.10 – Relative ECAL crystal response to laser light versus time in LHC
Runs 1 and 2 [106], for several bins of pseudorapidity η.

The energy resolution is typically parametrized by( σ
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+ C2, (3.8)

where S is the stochastic term, N is the noise term and finally C is the constant term. The
electronics and digitization noise together with the pileup contributes to the noise term,
while the fluctuations in the energy deposited in the preshower absorber and event-by-
event fluctuations in the lateral shower containment are encoded into the stochastic term.
The constant term includes the information mainly about the intercalibration errors. The
ECAL energy resolution has been measured with the test electron beams. The electron
energy was reconstructed by summing the signal from 3×3 crystal array around a centrally
hit crystal and the energy resolution has been found to be
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Here E is measured energy in GeV.

Hadronic calorimeters

The HCAL is a sampling calorimeter, designed for precise measurement of the hadronic
jet energy. In addition, thanks to pseudorapidity coverage up to |η| < 5.2 it is very
important for the accurate measurement of the missing transverse energy. It consists of
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layers of brass, steel and plastic scintillator. While the brass and steel are utilized as the
absorber, the plastic scintillator is the active detector material. As shown in Figure 3.11,
the HCAL is composed of four subdetectors mounted in different regions. The HCAL
barrel (HB) surrounds the EB and covers the pseudorapidity up to |η| < 1.3. It consists
of 14 layers of brass plate enclosed by two steel layers and 17 layers of plastic scintillators.
The segmentation of plastic scintillators provides the final division of the HB into the so-
called towers with the size of 0.087× 0.087 in (∆φ,∆η). The depth of the HB expressed
in units of the nuclear interaction length λl depends on pseudorapidity η and ranges from
5.8 λl for |η| ∼ 0 to 10.6 λl for |η| ∼ 1.3.

Figure 3.11 – Longitudinal layout of one quadrant of the hadronic calorimeters
(HCAL) [83]. The HCAL consists of the HCAL barrel (HB) and HCAL endcap
(HE), both of them located inside the solenoid magnet. The HCAL outer (HO) and
forward hadron calorimeters (HF) surround the solenoid magnet.

The HCAL endcap (HE) is located inside the solenoid and extends the pseudorapidity
coverage up to |η| < 3.0. Similarly to the HB, the HE is made of 16 layers of the absorbers
and 17 layers of plastic scintillators. In the pseudorapidity coverage of 1.6 < |η| < 3.0, each
tower of the HE covers 0.17× 0.17 in (∆φ,∆η). Due to limited space inside the solenoid
magnet, two remaining subdetectors of the HCAL are mounted outside the magnet. The
HCAL outer (HO), covering the 0.4 < |η| < 1.6, works as a tail-catcher, in order to cover
all hadronic showers leaking from the HB. The massive solenoid magnet acts as absorbers.
By prolonging the effective depth of the hadron calorimetry system in the midrapidity
|η| ∼ 0 up to 11.8 λl, the HO improves the energy resolution in the central region. The
energy resolution of single pions measured during the test beam corresponds to
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+ (7%)2 . (3.10)

Compared to the ECAL, the response and resolution of the HCAL is worse, since most of
the hadron start to lose their energy already in the ECAL.

The precise measurement of the missing transverse energy requires a hermetic calorimeter
system as much as possible. Thanks to the forward hadron calorimeters (HF), the pseu-
dorapidity coverage is increased up to |η| < 5.2, where a high particle flux is expected.
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Therefore the active material of the HF is the quartz-fiber scintillator, which is well known
for its radiation hardness. The quartz-fiber scintillators together with the layers of steel
used as absorbers are arranged in 900 towers with length of 165 cm which are installed
parallel to the beam line at a distance of 11.2 metres from the centre of the detector. In
contrast to the other HCAL subdetectors, the HF produces a narrower and shorter shower
which is well suited for a high particle flux environment. In addition, using of two read-out
channels in different depth of the HF enables to detect both electromagnetic and hadronic
showers. Unfortunately, the energy resolution of the HF is even worse than the rest of
the HCAL system. The stochastic term for the electromagnetic and hadronic shower is
ca 200% and 300%, respectively, while the constant term is about 10% for both type of
showers.

3.5.4 Muon system

Since the muons are able to pass the whole inner detector (the tracker, the ECAL, the
HCAL) with minimal energy loss, the muon system can be mounted as the outermost
layer of the CMS detector. It surrounds the solenoid magnet as shown in Figure 3.12 and
is interlaced with the three massive steel flux-return yokes, which return the magnetic
flux into the detector volume and in addition act as absorbers to stop particles other
than muons. The main objective of the muon system is the muon identification together
with the measurement of their momenta and charge. The detection principle is based on
gaseous detectors. When a charged particle, in our case a muon, is travelling through
the detector, it ionizes the gas and initializes the electron avalanches, signals. The muon
system incorporates three type of gaseous detectors. In the barrel region, where the
low rate of the muon is expected, the drift tubes (DT) chambers are located. They are
arranged in four stations, covering the pseudorapidity |η| < 1.2, and complemented by
five layers of the resistive plate chambers (RPC). Three innermost stations contain twelve
drift tubes, while the fourth station is built only of eight drift tubes. Moreover, the last
station is designed only for the measurement in r − φ direction. The muon system in
the forward region is made of cathode strip chambers (CSC) and the RPC. Thanks to
the faster response, fine segmentation and the harder radiation hardness, the CSCs are
well suited for the forward region, where the muon flux is larger and the magnetic field is
stronger and more inhomegeneous. The CSCs extend the pseudorapidity coverage of the
muon system up to |η| < 2.4. In total, the muon system covers more than 25000 m2 by
detection planes.

As CMS’s acronym implies, the precise muon reconstruction is of particular interest for the
CMS detector. Compared to the RPC, the DT and CSC provide better spacial resolution
of the muon, while the faster response and timing of the RPC is beneficial for the muon
triggering. In addition to the muon system, the information from the tracker system is
incorporated to improve the muon reconstruction.

The performance of the muon system is studied with events including J/ψ → µ+µ−

and Z → µ+µ−. Overall, the reconstruction efficiency is above 95% for muon with the
transverse momentum larger than a few GeV. The spacial resolution of the muon track
was found to be 80 − 120 µm for the DT and 40 − 150 µm for the CSC. The relative pT
resolution ranges from 1.3% to 2.0% for muons in the barrel and is better than 6.0% in
the endcap region. Without the tracking system, the relative resolution is a bit worse,
but still better than 10.0% in the barrel region [107]. Excellent performance of the CMS
muon system in LHC Run 2 enabled the first evidence for Higgs boson decay to a pair of
muons [108].
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Figure 3.12 – Longitudinal layout of one quadrant of the muon system [107]. The
four drift tubes (DT) stations in the barrel region, four cathode strip chambers
(CSC) in the forward region, and the resistive plate chambers (RPC) plates embed-
ded into the muon system.

3.5.5 Trigger system

The design luminosity of the LHC would lead to 109 of proton-proton collisions per second
corresponding to the dataset of size of hundreds of TB/s. It is clear that it is impossible
to record, store and further analysis such large amount of data. In addition, only a small
fraction of these collisions contain events of interest for the CMS physics programme. It is
the crucial job of the CMS trigger system to select events of particular interest for offline
analysis and reduce the amount of the data at least by a factor of 106. The resulting data
output is ∼ 100 MB/s. The CMS trigger system uses a two-tiered system, the first level
(L1) and second level (high-level trigger, HLT).

The L1 trigger is a fully hardware system with a latency of 4µs [109]. A schematic layout
of the L1 trigger is shown in Figure 3.13. It uses information from the ECAL, HCAL and
the muon system to construct the trigger primitives (TPs), which are further processed
before an event is accepted or rejected. The calorimeter trigger path reconstructs the e/γ
candidates, finds τ leptons and jets. In addition, it calculates the global quantities such
as the missing transverse momentum or the scalar sum of the jet pT. The muon trigger
path combines the information from all muon subdetectors, namely from the DT, CSC,
and RPC, and reconstructs the four most energetic muons. The trigger objects received
from the calorimeters and muon paths are then sent to the L1 global trigger (L1 GT)
system, the final step of the L1 trigger system. Based on the input informations, the L1
GT decides to reject or accept an event for subsequent evaluation by the HLT. The L1
trigger does not include only the triggers for the event selection, but also technical triggers
developed the monitoring and calibration purposes of the CMS subdetectors.

The HLT is the second level of the CMS trigger system. Compared to the L1 trigger,
the physics object reconstruction at the HLT is done in a more precise way and the
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Figure 3.13 – Sketch of dataflow for the L1 trigger system [83].

employed algorithms and software are similar to that used for the offline processing and
data analysis. However, the HLT system still needs to be very fast, hence there are some
simplification in the reconstruction algorithms which result in a worse precision of the
reconstructed objects. The HLT is structured around the various trigger paths, the so-
called HLT paths. The trigger path is a set of algorithms which reconstruct the physics
objects and make a decision of the event selection based on given condition. An event is
stored only if at least one trigger path accepts this events. The output rate of the event
accepted by the HLT is typically around ∼ 100Hz. For a certain physics processes, which
are very abundant thanks to very high cross section, a further reduction is still needed. As
example of such process, we can mention the QCD processes with the hadronic jets in the
final states. An additional event reduction is achieved by the trigger pre-scale, i.e. only a
certain fraction of events are in the end kept. The accepted events are stored locally on
disk or transferred to the CMS Tier-0 computing farms, when the offline reprocessing of
the events and permanent storage is performed.
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4
Object reconstruction and
identification

When particles are passing through the detector, they create signals in the different sub-
detectors depending on their type. Figure 4.1 shows the signals produced by particles in
the detector. The trajectory of charged particles is bended by the magnetic field and they
create hits in the tracking system. The hadrons are detected mainly as deposits energy in
the ECAL and HCAL, while electrons and photons leave the signal only in the ECAL. The
muons, most penetrating particles, are able to traverse through the whole inner detector
and create hits in the muon system mounted as the outermost layer of the CMS detector.
The readout signals, hits and the clusters of deposited energy, from all of the subdetectors
of the CMS experiment are then used by the reconstruction algorithm to build the physics
objects.

1m 2m 3m 4m 5m 6m 7m0m

Transverse slice
through CMS

2T

3.8T

Superconducting
Solenoid

Hadron
Calorimeter

Electromagnetic
Calorimeter

Silicon
Tracker

Iron return yoke interspersed
with Muon chambers

Key:
Electron
Charged Hadron (e.g. Pion)

Muon

Photon
Neutral Hadron (e.g. Neutron)

Figure 4.1 – Transverse slice of the CMS detector and illustration of specific in-
teraction of particles with the different subdetectors [110].
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4.1 CMS Particle-Flow algorithm

The CMS experiment utilizes the particle-flow (PF) event reconstruction algorithm orig-
inally developed and for the first time used by the ALEPH experiment at LEP [111].
Despite the fact that the PF algorithm was designed mainly for e−e+ collisions, the prop-
erties of the CMS detector like the precise tracking system, the fine-grained ECAL and
hermetic HCAL, the strong magnetic field together with the muon system enables to use
the PF algorithm even for pp collisions. For the event reconstruction, the CMS PF al-
gorithm combines and correlates the signals of the all subdetectors to reconstruct and
identify the final-state particles as schematically shown in Figure 4.2. The basic elements
of the PF algorithm are the trajectories of the charged particle in the tracker system,
the clusters of deposited energy in the calorimeters and the muon tracks from the muon
system.

Figure 4.2 – Illustration of Particle Flow algorithm [110]. Each particle create sig-
nals in the different sub-detectors (right) and the Particle Flow algorithm combines
and correlates the signal in order to reconstruct and identify the particles (left).

The PF algorithm consists of three consecutive steps. First, information from all subdetec-
tors is analysed and processed to create charged particle tracks, muon tracks and clusters
of deposited energy. The charged particle tracks are reconstructed using a Combinatorial
Track Finder [112] based on a Kalman filter [112]. It is an iterative approach starting
with the tracks made by particles with large transverse momentum, since they are easier
to reconstruct. The same reconstruction approach is also employed for the muon track
in the muon system. The reconstruction of calorimeter clusters is performed separately
for each sub-detector of the calorimetry system enabling to fully exploit the fine gran-
ularity of the system. The main objective of the clustering algorithm is to detect and
measure energy and direction of stable neutral particles. In addition, the separation of
these neutral particles from charged hadron energy deposits helps with the measurement
of charged hadrons with larger transverse momentum. The calorimeter clusters are built
in two steps. Firstly, the cells with an energy larger than the given threshold and larger
than the energy of the neighbouring cells are identified as cluster seeds. The neighbouring
seeds are then iteratively added to the cluster seeds only if the resulting energy is twice
larger than the noise level. In the end of this iterative procedure, topological clusters are
formed. The profile of topological clusters are fitted to the Gaussian-mixture model which
helps to determine the energy induced by the individual particles.

The reconstructed PF elements, tracks and clusters, are then connected by the link al-
gorithm. In order to reduce the computing time, only the nearest neighbours of possible
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pairs of elements in the η−φ plane are considered. A key part of this procedure is to avoid
double counting. If several tracks are linked to one cluster, only the combination with the
lowest distance is kept. Finally, the created PF candidates are used for the identification
and reconstruction of the following physics objects.

Muons

The muon identification [113] benefits from the combination of available information from
the muon system and the tracking system. According to the subdetectors used for the
muon identification, we can group the reconstructed muons into the following categories.
When only information from the muon system is used, then the reconstructed muon is
called as a standalone-muon. The trajectory of the reconstructed track by the tracking
system can be extrapolated to the outer muon system and if such track matches at least
with one muon segment in the muon system, the reconstructed objects is identified as a
tracker-muon. Contrary to the tracker-muon, the reconstruction of global muon is done
in the opposite direction. The track from the outer muon system is extrapolated to the
tracking system and the global muon is formed by the matching track from the muon and
tracking system. The PF candidates that make up the reconstructed muons are not any
more used for further physics object identification.

Electrons

The electron identification [114] relies on the information provided by the tracking sys-
tem and the ECAL. The fact that these two subdetectors are mounted inside the strong
magnetic field leads to an energy loss of the electron by emitting the bremsstrahlung pho-
tons. In addition, the interaction of electrons with the detector material causes additional
emissions of bremsstrahlung photons. For these reasons, the deposited energy of electrons
in the ECAL is more spread in the φ−direction making the electron identification more
challenging. The electron energy together with the possible bremsstrahlung photons is
grouped in a supercluster (SC) which is reconstructed around the direction of the electron
in a small region of η, but relatively large region of φ. In contrast with other charged
particles, electron tracks are reconstructed by the Gaussian-sum filter (GSF) [115] as it is
a more accurate algorithm for sudden energy losses along the electrons’ trajectory caused
by bremsstrahlung radiation. The GSF tracks are linked with the SCs and the electron
momentum is determined.

Hadrons and photons

The remaining PF candidates are considered as hadrons from jet fragmentation and
hadronization. While the linked tracks to the HCAL clusters make up the charged hadrons,
the neutral hadrons are built up from the isolated HCAL clusters. In case of the charged
hadrons, the energy measured by the calorimeters needs to be compatible with the mo-
mentum determined from the tracking information. Outside of the tracker acceptance
(|η| > 2.5), the charged and neutral hadrons cannot be distinguished. Finally, the ECAL
clusters not linked to any tracks are identified as photons. Depeding on the identifica-
tion criteria, we distinguish between isolated and non-isolated photons like those from π0

decays.

After the final-state particles are identified and reconstructed, the more complex physics
objects like jets and missing transverse energy will be determined. However, before doing
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so, the primary vertex is reconstructed and the contribution from the pileup needs to be
removed.

4.2 Primary vertex

A primary vertex (PV) refers to the point in the space where the hard scattering of par-
ton occurs. Due to the PU, one event during the LHC Run 2 typically includes multiple
vertices. And all of them need to be reconstructed as they look indistinguishable from the
primary vertex. The vertex reconstruction[116] is based on the information of the tracks.
Only high quality prompt tracks (applying certain requirements on the track quality and
number of hits in the inner tracker) are used. Tracks close to each other and which ap-
pear to originate from the same vertex are clustered by using a deterministic annealing
algorithm [117]. After that the candidate vertices with at least two tracks are refitted by
an adaptive vertex fitter [118] and the vertex parameters like the space coordinates and
parameters related to the quality of the reconstructed vertex are calculated. In this algo-
rithm, each track is assigned a weight w between 0 and 1 corresponding to the likelihood
of its origin from the given vertex. Number of degrees of freedom in the adaptive vertex
fitter is defined as

ndof = −3 + 2

Ntracks∑
i=1

wi. (4.1)

The value of ndof is correlated with the number of tracks originating from the vertex and
is used as one of the selection criteria of the primary vertex identification. In most of
the CMS analyses and analyses presented in this thesis, the primary vertex is required
to be reconstructed at least from four tracks, i.e. ndof > 4, and the position of vertex
must satisfy |z| < 24 cm along the beam pipe from the nominal centre of the detector and
|ρ| < 2 cm in the transverse plane. The vertex satisfying those criteria with the largest
value of

∑
p2T of physics objects associated to it is then selected as the primary vertex.

The remaining reconstructed vertices are referred as PU vertices.

4.3 Pileup mitigation

To study one specific hard parton scattering viewed as pp collision, it is necessary to min-
imize the contribution coming from the pileup. The successive increase of instantaneous
luminosity during the LHC operation goes hand in hand with larger probability of multi-
ple pp collisions to occur during one bunch crossing leading to larger pileup contribution.
The importance of more sophisticated pileup mitigation techniques is arising from the
needs to reduce the impact of pileup contribution on the physic objects reconstruction
and performance.

4.3.1 Charged hadron subtraction

In the previous section, we have depicted the main idea behind the PV reconstruction.
As stated, also PU vertices are known once the PV is found. Then the charged hadrons
are discarded from the list of PF objects for further physics object reconstruction, if they
are associated to PU vertices. This mitigation technique is referred as charged hadron
subtraction (CHS) and is widely used by CMS. The CHS technique is applicable only

60



to the charged hadrons reconstructed within the tracker acceptance (|η| < 2.5). Neutral
hadrons and charged hadrons not associated to any verteces are not rejected. Hence,
the CHS does not mitigate the whole contribution from the PU. In case of jets, the
remaining contribution is corrected by dedicated jet-area-based correction acting on the
jet four-momentum. Therefore the jet substructure variables can be still affected by the
PU contributions. To overcome these limitations, more advance technique is needed.

4.3.2 Pileup per particle identification

The pileup per particle identification (PUPPI) [119] is new method built on the CHS
technique targeting to suppress the contribution of any kind of hadrons originated from
pileup. During LHC Run 2, this method was very extensively validated and commissioned
by CMS [120] and it will become a new standard for LHC Run 3. By combining the
global event information as well as local information about the particle distribution, the
PUPPI algorithm calculates the so-called PUPPI weight for rescaling the four-momentum
of particles. These PUPPI weights range from 0 to 1 and correspond to the likelihood of
the particle to originate from PV or PU. The value of 1 is assigned to particles considered
to come from the PV, while the particles from the PU are weighted by factor of 0. For
charged hadrons, the PUPPI algorithm works identically as the previously discussed CHS
algorithm. In addition, the charged particles not associated with the PV nor PU vertices,
but with the distance of closest approach to the PV along the z axis smaller than 0.3 cm
carries the weight of 1.

In case of neutral hadrons and particles outside the tracker acceptance, the PUPPI weight
is assigned based on the local shape variable α which characterises the neighbourhood
of given a particle. As a result of the collinear structure of a QCD parton shower, the
particles produced by the shower are typically close to other particles from the same parent
process. On the other hand, the PU particles are uncorrelated with the particles from the
PV and can be distributed more homogeneously. Defining local shape variables αi for a
given particle i as

αi = log
∑

j 6=i,∆Rij<R0

(
pT,j

∆Rij

)2
{

for |ηi| < 2.5, j are charged particles from PV,
for |ηi| > 2.5, j are all kinds of reconstructed particles,

(4.2)

we can differentiate between particles with different neighbourhood. By construction, the
particles close to the particles from the PV gets larger α. Outside the tracker acceptance,
the larger value of α indicates a highly energetic particle in neighbourhood of a given
particle. The charged particles from the PU vertices are used to calculate the expected
PU distribution and then a median ᾱPU and root-mean-square αRMS

PU are extracted. Since
the tracking information is available only for the detector region corresponding to the
|η| < 2.5, the ᾱPU and αRMS

PU are extrapolated to the higher region of |η| by a transfer
function based on MC simulations. The need of a transfer function is arising from a
variation of α with η as a result of different granularity of sub-detectors in various η
region. Afterwards, the αi of each neutral particle and particle outside the tracker region
can be translated into a probability by using a signed χ2 approximation defined as

signed χ2
i =

(αi − ᾱPU) |αi − ᾱPU|(
αRMS

PU
)2 . (4.3)
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Finally, the PUPPI weight is given by the cumulative distribution function of the signed
χ2 distribution with one degree of freedom. Formally written as

wi = Fχ2,NDF=1
(
signed χ2

i
)
. (4.4)

In the end, the particles coming most likely from the PU, i.e. with weight of 0.01, are
rejected. In order to remove the residual dependency of the jet energy on the recon-
structed number of vertices Nvertices, the particles fulfilling the condition on wi · pT,i <
(A+B ·Nvertices) GeV are also removed. Overall, the PUPPI algorithm includes four tun-
able parameters: A, B and 2 transfer functions. The tuning of these parameters is done
separately in three η regions, namely for |η| < 2.5, 2.5 < |η| < 3.0, and 3.0 < |η| < 5.0.
As optimal values of these parameters are such values for which the jets built from the
PUPPI-weighted PF candidates, so-called PUPPI jets, in a region of |η| < 3.0 have a jet
response close to unity and PU independent. The parameters for the forward region are
tuned by optimizing the resolution of missing transverse energy.

Two main parameters of the PUPPI algorithm are shown in Figure 4.3. The separation
power of the PUPPI algorithm is shown by the comparison of the α distribution for the
charged particles from the PV and PU. Most of the charged particles from the PU have
a significantly lower value of α, while the double peak structure can be observed for the
distribution made of the charged particles from the PV. The first peak located at larger
α corresponds to the collimated particles inside the jets. The isolated particles create the
second peak at lower α. The right plot shows the distribution of the PUPPI weights.
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Figure 4.3 – The comparison of the α distribution for the charged particles from
the PV and PU [120] (left) and the distribution of the PUPPI weights measured in
Jet and PU sample [120](right).

4.4 Jet reconstruction

In the early days, jets in hadron-hadron collisions have been reconstructed only from the
calorimetry information. The CMS Experiment benefits from the PF algorithm and as
input to jet reconstruction uses all reconstructed particles. As shown in Ref. [110], it
results in a significant improvement in jet angular and energy resolution with respect to

62



calorimeter jets mainly because of the more accurate measurement of the jet charged-
hadron momentum in the PF algorithm. By default in CMS, jets are reconstructed by
the anti-kT clustering algorithm with the jet distance parameter of R = 0.4 and R = 0.8,
respectively. According to the applied pileup mitigation technique, the reconstructed jet
can be divided into three groups:

• PF jets - all particles reconstructed by the PF algorithm are used for the jet recon-
struction,

• PF+CHS jets - charged hadrons associated to the PU vertices are removed from the
jet clustering,

• PF+PUPPI jets - particles’ four-momenta are rescaled by the PUPPI weight.
The default jet collections used by CMS in LHC Run 2 consists of the anti-kT PF+CHS jets
with R = 0.4 and anti-kT PF+PUPPI jets with R = 0.8. When using MC simulations, we
can also construct the simulated particle level (ptcl) jets by applying the same clustering
algorithm to all stable particles excluding undetectable neutrinos. In case of CMS, as
stable particles are considered those particles with the proper lifetime cτ > 1 cm.

The small cone-size jets are widely used in most CMS analyses and therefore dedicated
calibrations like the jet energy corrections and b tagging scale factors for these jets are
centrally provided by the corresponding physics objects groups. Large cone-size jets are
used mainly for the measurements with the Lorentz boosted heavy SM particles and
in studies focused on the jet substructure. In contrast to the small cone-size jets, the
PUPPI algorithm for the PU mitigation is preferred for the large cone-size jets. Figure 4.4
shows the comparison of the jet energy resolution and the median soft drop jet mass
for the different pileup mitigation techniques. The jet energy resolution is defined as
Gaussian width of the ratio between matched reconstructed and particle-level jet energy
parametrized as function of the particle-level jet pT. The pileup contribution has an
impact mainly on the low pT jets, and therefore the PF jets have the worse resolution,
while the jet energy resolution for the PF+CHS and PF+PUPPI jets is competitive over
a wide range of jet pT. The main advantage of the PF+PUPPI jets is pronounced once
we start to study jet substructure variables. Figure 4.4 left shows the median soft drop
jet mass for the PF+CHS and PF+PUPPI jets as the function of number of vertices.
The used MC sample is enriched with W boson jets, therefore the median soft drop jet
mass is expected to be around the actual W mass and the amount of PU contribution is
proportional to the number of reconstructed vertices. Since the CHS technique does not
mitigate the whole contribution from PU and additional jet-area-based correction acts on
the jet four-momentum, the soft drop jet mass or any other jet substructure variable is
still affected by PU. As one can see, the median soft drop jet mass for the PF+PUPPI
jets is more stable as function of the number of vertices.

4.5 Jet energy calibration
The measured energy of the reconstructed jets can differ from the true energy of the
parton initiating the jets for various reasons. As already discussed, the PU, but also other
detector-related effects like non-linear detector response or just the noise of the electronics
can influence the energy of the reconstructed jets. Therefore the energy of measured jets
needs to be calibrated. However the complexity of jets as the physics objects consisting of
numerous reconstructed objects and sensitive to various detector effects makes the precise
measurement of jet energy corrections (JEC) a challenging task. The CMS collaboration
uses a factorized approach, where various corrections are derived in consecutive steps in a
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tices [120](right).

given order. Figure 4.5 illustrates these individual steps from the beginning, reconstructed
jets, to the end, where the jets are fully calibrated. While the first two corrections,
the pileup offset correction and simulated response corrections are used in data and MC
simulations, the residual corrections are applied only to the jets in data. The JEC are
parametrized as a function of jet pT, η, area A, and the offset energy density ρ.

Figure 4.5 – Illustration of the factorized approach of derivation of jet energy
corrections [121].

In addition, the jet pT resolution is also measured. The difference between data and MC
simulations is corrected by dedicated scale factors.

Having precisely calibrated jets are one of the key ingredients for the most of CMS analyses
including the measurement presented in this thesis. Therefore, in the following subsections
each of the steps of the derivation of the jet energy calibration will be discussed. More
details and comprehensive description can be find in Ref. [121].

The notation used in the next subsections is following: the square brackets [] denote the
binning variables, while the averaging within those bins for the variables that are used to
parametrized the correction is denoted by the angle brackets 〈〉. If not stated otherwise,
we discuss the corrections for the anti-kT PF+CHS jets with R = 0.4 as they are the most
widely used within the CMS.
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4.5.1 Pileup offset corrections

The pileup offset corrections are important for jet calibration in hadron-hadron collisions,
and of particular interest at the LHC, where the very high instantaneous luminosity results
in very high PU. In case of the CMS detector, we distinguish between in-time pileup (IT
PU) and out-of-time pileup (OOT PU). In the first case, the IT PU contribution results
of two or more pp collisions within one bunch crossing, while the OOT PU is more related
to the detector parameters and the finite signal decay time in calorimeters. It is possible
that two different pp collisions happen in two subsequent bunch crossings and both of
them create signals in the sub-detectors in the same time window as the primary collision.
Despite of using the CHS technique for the PU removing, some remaining PU contribution
is still present and leads to an additional energy offset of the reconstructed jet. The amount
of PU contribution is proportional to the number of reconstructed vertices and the diffuse
offset energy density ρ. For the pileup offset corrections, the latter variable is preferred
as the vertex reconstruction can be affected by tracking inefficiencies. The offset energy
density ρ is evaluated as a median of the energies calculated in a grid of η − φ cells.
Alternatively and as done in LHC Run 1, ρ can be also defined in a given event as the
median of jet pT divided by their area A ≈ πR2 formally written as ρ = median (pT, i/Ai).
Using the median instead of mean makes ρ insensitive to high energetic jet. The former
evaluation of ρ is simpler and does not require the jets clustering any more, therefore is
nowadays preferred.

From two MC simulations containing exactly the same events with and without pileup
overlay, we can calculate the offset caused by pileup by a very straightforward method.
The particle-level offset is then defined as the average difference in the reconstructed jet
pT between matched jets in simulations with and without pileup overlay. Formally written
as

〈
pT, offset ptcl

〉
(〈ρ〉 , [η] , 〈pT, uncorr〉) = 〈pT, with PU − pT, without PU〉 [µPU, η, pT, ptcl] . (4.5)

The offset measurement is done as a function of the average number of pileup interactions
µ and jet pT, ptcl and η. Jets are considered to be matched, if ∆R < R/2, where R is the
jet distance parameter. As consequence of PU, the larger fraction of unmatched jet with
low pT is present in the MC sample with PU overlay. Figure 4.6 shows the average offset
versus jet pT for various µ. As one can see, the larger PU naturally leads to a larger offset.
For a given µ, the offset slightly increases with the jet pT, ptcl.

Variables like µ or jet pT, ptcl are available only for the MC simulations and if we want to
apply these corrections also to data, the measured offset needs to be parametrized by an
appropriate function of offset density ρ and jet η, pT, uncorr and area A. Then the correction
formula for the pileup offset Chybrid (pT, uncorr, η, A,ρ) = 1−

〈
pT, offset ptcl

〉
/pT, uncorr is used

as multiplicative factor for the uncorrected jet pT. This approach is known as the hybrid
jet area method.

A possible difference in offset between data and MC simulation is corrected by the dedi-
cated offset data/simulation scale factor measured from zero-bias data by a random cone
(RC) method. As zero-bias data does not contain or contains only very little contribution
from a hard scattering, the energy deposits comes mainly from the detector noise and
pileup. The average sum of the pT of the PF candidates in a randomly placed cone in
η − φ space is therefore equal to the pileup offset. Figure 4.6 (right) shows the average
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Figure 4.6 – The average particle-level offset as a function of particle-level jet pT
for various pileup interaction µ (left) [121]. The average offset per additional pileup
interaction µ in data and in simulation as a function of jet η (right) [122].

offset normalized by the average number of pileup interaction µ for each PF candidate
type. The ratio of the measured offset for data and simulation represents the scale factor
applied in the hybrid method for the data correction. The studies with PF+PUPPI jets
have shown that the pileup offset corrections are close to unity for PUPPI jets.

4.5.2 Simulated response corrections

The next step in the jet energy calibration is the simulated response corrections aiming
to correct the energy of the reconstructed jets to the true energy of parton initiating the
jets. The derivation of this correction relies fully on the MC simulations with a realistic
and accurate simulation of the CMS detector. The detector response is modelled by the
Geant4 package. The response is measured from a QCD multijet sample with a matrix
element of 2 → 2 describing the hard process. While two jets with the highest pT are
coming from the ME, the additional softer jets are from the parton shower and the PU.
The sample is generated with a flat pT spectrum in order to efficiently cover the full phase
space, but then the spectrum is reweighed by p−4.5

T to have a realistic steeply falling shape.
The reconstructed jets are matched with the particle-level jets if ∆R < R/2 and then the
response is calculated by the following formula:

Rptcl (〈pT〉 , η) =
〈pT〉

〈pT, ptcl〉
[pT, ptcl, η] . (4.6)

The simulated jet response as a function of the reconstructed jet η for various jet pT
is shown in Figure 4.7. Within the barrel region, the response is stable and its size is
∼ 0.95. Typically ∼ 15% of the energy of the jet is carried by neutral hadrons which can
be detected only in the HCAL and ∼ 60% of their energy is reconstructed. Hence ∼ 5%
of the energy of the jet is not measured.

The drop of the response in the barrel region for jets with lower pT is related to the HCAL
acceptance. Neutral particles from these jets have such small pT that they are not able
to reach the HCAL and to be detected. The response exhibits a strong pT dependence
especially in the EC2 and HF regions. A significant drop of the response is observed for
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|η| ∼ 3.0 and |η| > 4.5. The first one is related to the detector transition, while the latter
one is caused by the detector acceptance in the forward direction.

The simulated response corrections are applied to the reconstructed jets in data and MC
simulations. In case of the data, an additional correction is needed to account for the
residual difference in the detector response, while the energy of the jets in MC simulations
is now fully corrected.

4.5.3 Residual corrections for data

The main objective of these corrections is to mitigate the remaining residual disagree-
ment between the data and MC simulations. In contrast to the MC-based corrections,
the residual corrections for data are time dependent in order to take into account changes
in response due to the detector degradation or different detector performance caused by
varying conditions during the data-taking periods. The determination of residual correc-
tions utilizes various topologies like dijets, Z/γ+jets and multijet events in order to cover
the full phase space from a pT of around 30 GeV to 1 TeV. In all these topologies, the
transverse momentum balance between the reconstructed jets and the reference objects
is probed and the observed imbalance can come from the jet energy scale different from
the unity. The jet response is studied by the pT balance and MPF (missing transverse
momentum projection fraction) method. The definition of response for these two methods
is given by:

Rjet, pT =
pT, jet
pT, ref

, (4.7)

Rjet, MPF = 1 +
~pmiss

T · ~pT, jet(
pT, ref

)2 . (4.8)

While the pT balance method uses information only about the reference object and the
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jet, the MPF method is probing the whole hadronic activity in the event recoiling against
the reference objects. One of the natural source of imbalance of the studied system is the
radiation of an extra jet by initial or final state radiation. Therefore all these measurements
are done in bins of additional jet activity α. In case of dijets events, α is defined as a ratio
between the pT of the 3rd most energetic jet in the events and the average pT of the dijets
system. For Z/γ+jets events, the extra jet activity is quantified as

α = pT, 2nd jet/pT, Z/γ . (4.9)

The residual corrections consist of the relative η-dependent corrections and the absolute
corrections.

Relative η-dependent corrections

Thanks to the high cross section, dijets events are utilized to determine the relative η-
dependent correction covering a large pT region and a full pseudorapidity coverage of
the CMS detector. By using the tag-and-probe method, where the tag jet has |η| < 1.3
and the pseudorapidity of the probe jet is unconstrained, the jet response is corrected
relatively to the response of jet in the region of |η| < 1.3. Figure 4.8 shows the relative
η-dependent correction measured as a function of jet |η|. In the central region of the
detector, the size of the correction is below 1%, while the largest corrections are measured
in the EC2 (2.0 < |η| < 3.0) and in the HF (|η| > 3.0). The derivation of this correction
will be discussed in more detail in the next chapter.
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Absolute corrections

The last remaining step in the derivation of the jet energy correction is to the determination
of the absolute scale of corrections. For that, the topologies like Z (→ e+e−/µ+µ−)+jets
and γ+jets are used as the jet is balanced by well and precisely measured objects, Z boson
or photon. The jet is required to have |η| < 1.3 and the extra jet activity in events
is controlled by cut on α to be smaller than 0.3. The correction is extrapolated to the
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α→ 0 in order to address only genuine jet energy response effects. By combining different
channels in a global fit of the absolute corrections, we explore various regions of pT. While
the Z+jets probe a lower region of a pT of around 40GeV to a 400GeV, the intermediate
region is well covered by γ+jets events. The high pT region can be controlled by multijet
events, where the leading jet is balanced with the recoil system consisting of two or more
jets. Such leading jet is required to be have |η| < 1.3. The ratios of response measured in
data and MC-simulation by different methods and various topologies are simultaneously
fitted in the global fit and the absolute correction is determined as a function of jet pT
as shown in left plot in Figure 4.8. In the fit, several nuisance parameters related to the
lepton and photon energy scale, ISR+FSR uncertainty and PU effects are considered.

For completeness, let us also mention the dedicated JEC flavour correction aiming to
mitigate the difference in response of jets with different flavour. While dijets events are
enriched by the gluon jets, the recoiling jets in Z/γ+jets are typically jets initiated by
quarks. In consideration of the fact that gluon jets have more constituents and a broader
structure than quark jets, a dependence of the response on the jet flavour can be expected.
The jet response for different flavour is derived in a similar way as the previously discussed
response corrections. In addition, the flavour correction for b jets is validated in Z + b jet
events. Such corrections are of particular interest for measurements with a Higgs boson
or top quark as their most likely decay channel includes b jets.

4.5.4 Systematic uncertainties

Various steps in the derivation of JEC are sensitive to different effects, which can introduce
possible bias on the final calibrations. Precise evaluation of the systematic uncertainties
is therefore required. In total, there are upto 26 individual sources which can be divided
into 6 main group:

• Absolute scale - given by the global fit and related to uncertainties (lepton energy
scale, resolution) of reference objects and correction for ISR+FSR

• Relative scale - estimated by varying the jet energy resolution scale factor in mea-
surement of relative η-dependent corrections

• Pileup - estimated by 5% variation of the data/simulation scale factor measured by
RC method and pT dependence of the pileup offset correction

• Method/Sample - given by the difference between pT balance and MPF method and
various channels (dijets vs Z/γ+jets vs multijets)

• Jet flavour - based on variance in response of different flavour jet response measured
with Pythia and Herwig

• Time stability - given by differences between the luminosity-weighted average of the
residual corrections for data and the full dataset corrections.

Figure 4.9 shows the total JEC uncertainty and its six main sources. The left plot shows the
JEC uncertainty for the jet in the central region as a function of its pT. The uncertainty
ranges from 1% for jet with pT ∼ 500 GeV upto 5% for the low pT jets. The JEC
uncertainty also depends on the jet η and reaches a minimum in the central region and
then gradually increases with larger η.

For many high precision SM measurements, the JEC uncertainty is one of the dominant
sources of the experimental uncertainties. As an example we can mention the inclusive
jet cross-section measurement. As the jet spectra are steeply falling distributions approxi-
mated by p−5

T , 1% uncertainty in the jet energy calibration is translated into an uncertainty
on the cross section of 5%.
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Figure 4.9 – Jet energy correction uncertainties with six main source as a function
of jet pT for the jet in the central region (left) and as a function of jet η for the jet
with pT = 30 GeV [122].

4.5.5 Jet pT resolution

Once the jets are calibrated, the jet energy resolution (JER) can be measured in MC
simulations and data. The observed differences need to be corrected by data/MC scale
factors (SF). In contrast to other physics objects like electrons, muons or photons, the JER
is rather poor and the determination of JER and JER SF is therefore important to avoid
any possible bias arising from the inappropriate smearing of steeply falling jet spectra.

In MC simulation, the JER is defined as Gaussian width of the ratio between the recon-
structed and particle-level jet pT. Jets are required to fulfil the ∆R < R/2 matching
condition. Then the relative resolution can be parametrized by

σpT

pT
=

√
sgn (N)N2

p2T
+
S2

pT
+ C2. (4.10)

This formula, sometimes known as NSC function, was already introduced in the context
of the energy resolution of the calorimeters.

In data, the measurement of JER extends the technique used for the determination of
residual corrections for data. Namely the pT balance method in dijet and Z/γ+jets events
is utilized for the JER measurement. For the residual corrections, we are interested in the
mean of the distribution describing the jet response and trying to correct for effects which
can shift it. Now we study the width of this distribution and effects, which can widen the
distribution. The derivation of JER will be briefly described in following two paragraphs.
Firstly, we will discuss the measurement in Z/γ+jets topology, later the technique for
dijet events is introduced. Different topologies cover various pT range, therefore, the
obtained results are complementary to each other. The notation used in next paragraphs
is following: the symbols ⊕ and 	 indicated quadratic sum and subtraction, respectively.

Z/γ+jets topology

The jet response for the pT balance method defined by Eq. 4.7 can be expanded as
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B =
pT, jet
pT, γ

=
pT, jet

pT, jet ptcl

pT, jet ptcl
pT, γ ptcl

pT, γ ptcl
pT, γ

, (4.11)

where the pT, jet is the reconstructed and JEC corrected jet transverse momentum with
corresponding transverse momentum pT, jet ptcl at the particle-level. Similarly, the pT, γ

stands for the photon transverse momentum and the corresponding momentum at the
particle-level is pT, γ ptcl. For widths σ of Eq. 4.11 we can write 1

σB = σ

(
pT, jet

pT, jet ptcl

)
⊕ σ

(
pT, jet ptcl
pT, γ ptcl

)
⊕ σ

(
pT, γ ptcl
pT, γ

)
. (4.12)

The first and third term on the right-hand side of Eq. 4.12 are the jet energy resolution
and the photon pT resolution. The second term, where the particle-level jet pT and photon
pT are compared, is sensitive to the ISR and FSR. However, by extrapolation of the extra
jet activity to α → 0, the impact of ISR and FSR is eliminated and the second term just
represents the particle-level imbalance (PLI) caused by the UE, out-of-cone showering and
the presence of neutrinos. Then Eq. 4.12 is rewritten as

σBkrad = σJER ⊕ σPLI ⊕ σγ , (4.13)

where krad stands for σB (α→ 0) /σB. Finally the jet energy resolution reads as

σJER = σBkrad 	 σPLI 	 σγ . (4.14)

In practise, the measurement is performed in bins of the extra jet activity α and the
value of σPLI and σγ are taken from MC simulations. Then the JER is obtained by the
extrapolation of α→ 0.

Dijet topology

A similar idea of a factorization approach is also behind the determination of JER in dijet
events. In contrast to the previous case, in dijet events there is no reference object with
known pT resolution so the JER appears once for each jet. The possible η dependence
of JER results in the requirement of having two jets with similar η. Thus both jets have
very similar pT and share the same JER. The dijet asymmetry is defined as

A =
pT, 1st jet − pT, 2nd jet
pT, 1st jet + pT, 2nd jet

. (4.15)

Here pT, 1st jet and pT, 2nd jet stand for the transverse momentum of the leading and sub-
leading jets ordered according to the transverse momentum. Then the resolution of the
asymmetry distribution reads

σAkrad =
σJER, probe

2
⊕
σJER, tag

2
⊕ σPLI,dijet. (4.16)

1. The right-hand side of Eq. 4.11 can be rewritten in the following way: firstly we will take logarithms,
then apply log (AB) = log (A) + log (B) and log (1 +X) ≈ X for X � 1. Finally by applying the rules
that for a sum of independent and identically distributed random variables, the quadratic summation of
widths applies [121].
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Thanks to the condition that both jets have similar η, the JER can be obtained as

σJER =
√
2
(
σAkrad 	 σPLI,dijet

)
. (4.17)

On the other hand, the requirement on jets being in the same region is quite strict and
reduces very significantly number of events, especially for the case, when we want to
measure the JER in the forward direction. Hence, once the JER in the central region
is determined, the so-called forward extension can be used to measure the JER in the
forward direction with better precision. The forward extension requires one jet to be in
the central region and the other jet in the forward direction. For such configuration, the
JER of the forward jet is given by

σJER, forward = 2σAkrad 	 2σPLI,central−forward 	 σJER, central. (4.18)

Similarly to the measurement of JER in Z/γ+jets topology, the particle-level imbalance
σPLI,dijet and σPLI,central−forward are extracted from MC simulation and the JER is deter-
mined from the measured width of the dijet asymmetry in bins of α after extrapolation of
α→ 0

The jet energy resolution data/MC scale factor (JER SF) measured in dijet events as a
function of the jet |η| for various datasets from LHC Run 2 is shown in Figure 4.10. As
one can see, the JER SF is around 1.15 with a 10-20% uncertainty up to the detector
region of |η| < 2.5. The largest value of JER SF is observed for jets with 2.5 < |η| < 3.0.
The larger value of JER SF in this region is arising from the detector mis-calibration (cf.
Subsection 3.5.3) and inappropriate detector simulation of the transition region.
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Figure 4.10 – The jet energy resolution data/MC scale factor measured in dijet
events as a function of the jet |η| for various datasets from Run 2 [122].

4.6 Missing transverse momentum

Once the jets and all visible final-state particles are reconstructed, we can try to estimate
the presence of weakly interacting neutral particles by measuring the momentum imbalance
in the transverse plane. In case of SM measurements, a momentum imbalance indicates
the presence of neutrinos in the events. An example is the leptonic decay of the W-boson
or invisible decay of the Z-boson. However, the momentum imbalance can simply also
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come from the detector miscalibration etc. Therefore the precise measurement of the
momentum imbalance in the transverse plane is crucial.

The measured momentum imbalance in the transverse plane is referred as the missing
transverse momentum ~pmiss

T , sometimes called as MET. The shortcut is coming from the
alternative name, the missing energy transverse. Its magnitude is then pmiss

T =
∣∣~pmiss

T
∣∣.

Formally written the PF MET is defined as

~pmiss
T = −

NPF cand∑
i=1

~pT,i. (4.19)

Similarly to the jet reconstruction, we can also define the PF+CHS MET and PF+PUPPI
MET [123] according to the employed PU mitigation method. In all cases, the PF candi-
dates can be further categorized in two groups; the clustered PF candidates in jets and
the unclustered ones. Thus the sum over PF candidates can be rewritten as

NPF cand∑
i=1

~pT,i =

Njets∑
i=1

~pT,i +

NPF uncl∑
i=1

~pT,i. (4.20)

By the propagation of the jet energy calibration to jets, the corresponding correction factor
~C Type−I for the MET arises as

~C Type−I =

Njets∑
i=1

(
~p corr

T,i − ~pT,i

)
, (4.21)

where the sum is running over jets with pT > 15 GeV, within the CMS Collaboration
very often referred as Type-I correction. Then the ”jet-energy-corrected” MET, the most
popular and widely used, is given as

~pmiss, Type−I
T = ~pmiss

T − ~C Type−I. (4.22)

The propagation of additional corrections like JER SF is possible, but their importance is
more analysis-dependent.
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5
Determination of relative residual
jet energy corrections

Precisely calibrated jets are one of the key ingredients for the most analyses including
hadronic final state. In a previous chapter, the factorized approach of the jet energy
calibration was discussed and the main idea of each step was explained. Here we will show
in more detail the determination of relative residual jet energy corrections. After applying
the pileup and simulated response corrections, the jets in the MC simulations are fully
corrected. If the MC simulation fully describes the data, no additional corrections for
data is needed. However, the observed differences in the jet responses lead to the need of
residual jet energy corrections. They are typically time dependent in order to take into
account changes in response caused by the detector degradation and different detector
performance over the data-taking period. As already discussed, various topologies like
dijet, Z/γ+jets, multijet events are utilized for the data-driven estimation of the residual
jet energy corrections. The dijet topology is used for the measurement of η dependent
relative residual jet energy corrections. The work presented in this chapter was done by
the author of this thesis.

5.1 Methodology and jet response definition

The ideal dijet topology consists of two jets with balanced transverse momenta thanks to
the momentum conservation principle. The azimuthal separation between jets is given by

∆φdijet = min (|φ1 − φ2| , 2π − |φ1 − φ2|) . (5.1)

Here φ1 and φ2 are the azimuthal angles of the first and second jet, respectively. At the
LHC energies, the ideal dijet topology is modified due to ISR and FSR. The high energetic
incoming or outgoing partons typically radiate partons which carry part of energy and
introduce an imbalance between the two highest jets. The extra jet is typically softer. An
illustration of the dijet topology with one additional soft jets is shown in Figure 5.1.

The determination of the relative residual jet energy corrections in a dijet topology is
based on the tag-and-probe method. The leading and subleading jets ordered according
the jet transverse momenta are selected as tag and probe. The tag jet is required to be in
the barrel region, i.e. |η| < 1.3, while the pseudorapidity of the probe jet is unconstrained.
If both jets are in the barrel region, then the choice of the tag and probe jets is done
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Figure 5.1 – Sketch of the dijet topology in back-to-back configuration with one
extra soft jet [122].

randomly. The relative residual jet response is measured by the probe jets with respect
to the tag jets lying in the central region.

The average transverse momentum of the dijet system, i.e. tag and probe jets, is

pT = pave
T =

pprobe
T + ptag

T
2

. (5.2)

The extra jet activity is quantified as

α =
p3rd jet

T
pT

(5.3)

A smaller value of α indicates a configuration more similar to the ideal dijet topology, while
α closer to unity corresponds more to the trijet topology as the transverse momenta of all
three jets are similar. The jet response is explored by the pT-balance and MPF method.
The dedicated correction is then derived from the ratio of data and MC simulation.

5.1.1 Dijet pT-balance method

This method is based on the momentum conservation. The pT-balance between the tag
and probe jets is quantified by the asymmetry A defined as

A =
pprobe

T − ptag
T

pprobe
T + ptag

T
=
pprobe

T − ptag
T

2pT
. (5.4)

The asymmetry distribution A is studied in the bins of pT, ηprobe, and the extra jet activity
α. The relative response RpT

rel with respect to the tag jet is then given as

RpT
rel

(
pT, η

probe, α
)
=

1 + 〈A〉
1− 〈A〉

, (5.5)
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where the symbol 〈A〉 denotes the average value of the distribution A. For the fine binning
in pT, this equation can be rewritten as

RpT
rel

(
pT, η

probe, α
)
=

〈
pprobe

T

〉
〈
ptag

T

〉 . (5.6)

Here one can see similarity with the absolute residual jet energy correction studied in
Z/γ+jets topologies, where the jet response is measured with the respect to the transverse
momentum of the reference objects.

5.1.2 Missing transverse energy projection fraction method

The alternative technique which allows to determine the jet response is the MPF method.
This method utilizes the fact that the topologies used for the determination of the residual
jet energy corrections do not contain the genuine missing transverse momentum. The dijet
system is balanced in the transverse plane. Formally written

~p tag
T, true + ~p recoil

T, true = 0, (5.7)

where ~p recoil
T, true stands for the vectorial sum of the transverse momenta of the probe jet and

additional softer jets coming mainly from ISR and FSR and other event activities like the
UE activity, OOC showering and so on. The presence of ~pmiss

T in the dijet topology can
be explained only by jet energy miscalibration. Thus, Eq. 5.7 can be rewritten as

Rtag ~p
tag
T, true +Rrecoil ~p

recoil
T, true = −~pmiss

T , (5.8)

where Rtag and Rrecoil stand for the relative response for the tag jet and the recoil system.
TEquation 5.8 and 5.7 can be solved to express Rrecoil as

Rrecoil = Rtag +
~pmiss

T · ~p tag
T, true(

~p tag
T, true

)2 . (5.9)

In order to extract the probe jet response from the MPF method, additional steps are
required. First, as we are interested in the measurement of the relative correction, the
response Rtag for the tag jet is set as unity. Thus, ~p tag

T, true = ~p tag
T . To set Rrecoil as RMPF,

the recoil system needs to be identified as the probe jet. That means, that additional
event activity is required to be reduced as much as possible. This is achieved by applying
cuts on the extra jet activity α and the jet response for MPF method reads as

Rprobe ≈ RMPF = 1 +
~pmiss

T · ~p tag
T(

~p tag
T

)2 . (5.10)

In case of dijet events, the asymmetry distribution B is then defined as

B =
~pmiss

T ·
(
~p tag

T /p tag
T

)
.

2pT
(5.11)
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Identically to the pT-balance method, the relative response measured by the MPF method
in the bins of pT, ηprobe and α is expressed as

RMPF
rel

(
pT, η

probe, α
)
=

1 + 〈B〉
1− 〈B〉

. (5.12)

The pT-balance and MPF method are two complementary techniques which can be utilized
to measure the relative jet response. The former one is well known and an established
technique since the SPS era [124], however it has a certain disadvantage. As the jet pT
spectrum is steeply falling, the measurement is sensitive to the jet energy resolution and
a possible bias related to the jet energy resolution can arises. Despite of the choice of the
pT as binning variable in order to minimize the bias, the resolution bias is not completely
eliminated. The accurate determination of the relative residual correction requires to have
the same jet energy resolution in data and MC simulation. On the other hand, utilizing
~pmiss

T in the MPF method in a way as is done, the sensitivity of this method to ISR and
FSR is reduced. In addition, the resolution bias is believed to have a reduced impact.

5.2 Dijet event selection and reconstructions

5.2.1 Data and MC simulations

The determination of the relative residual jet energy corrections is performed by using
proton-proton collisions at a centre-of-mass energy of

√
s = 13TeV recorded by the CMS

experiment in 2018, corresponding to the integrated luminosity of 59.8 fb−1. The recorded
data sample is split in four run periods. Within one run period the data-taking conditions
are assumed to be stable. The first three run periods of 2018 data have been repro-
cessed and more precise detector calibrations were used while the last run period, namely
Run2018D, uses the so-called prompt reconstruction, which is usually less accurate. The
data samples with the information about the run numbers and the integrated luminosity
are listed in Table 5.1.

Sample Run Period Reconstruction version Run ranges Int. lumi. / fb−1

JetHT Run2018A 17Sep2018-v1/MINIAOD 315252 – 316995 14.02
JetHT Run2018B 17Sep2018-v1/MINIAOD 317080 – 319310 7.06
JetHT Run2018C 17Sep2018-v1/MINIAOD 319337 – 320065 6.89
JetHT Run2018D PromptReco-v*/MINIAOD 320673 – 325175 31.74

total: 59.7

Table 5.1 – Sample, Run period, reconstruction version, run ranges together with
corresponding integrated luminosity of data set used for the determination of the
relative residual jet energy corrections.

The MC samples of QCD events used in this study are simulated by Pythia8 using
CP5 tune [125] to model the UE activity. The MC simulation is produced in bins of the
transferred momentum of the primary interaction p̂T in order to achieve good statistical
precision over the jet pT spectrum. The MEs include only 2 → 2 processes, therefore the
additional jets are coming from ISR and FSR. The used MC samples with the correspond-
ing cross section are listed in Table 5.2.
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Dataset/channel/phase space MC generator Cross-section/pb

QCD

30 < p̂T ≤ 50

Pythia8 + CP5 tune

1.069 · 108
50 < p̂T ≤ 80 1.576 · 107
80 < p̂T ≤ 120 2.341 · 106
120 < p̂T ≤ 170 4.071 · 105
170 < p̂T ≤ 300 1.033 · 105
300 < p̂T ≤ 470 6.826 · 103
470 < p̂T ≤ 600 5.526 · 102
600 < p̂T ≤ 800 1.566 · 102
800 < p̂T ≤ 1000 2.632 · 101
1000 < p̂T ≤ 1400 7.500
1400 < p̂T ≤ 1800 6.479 · 10−1

1800 < p̂T ≤ 2400 8.715 · 10−2

2400 < p̂T ≤ 3200 5.242 · 10−3

3200 < p̂T 1.349 · 10−4

Table 5.2 – MC simulatations with cross section used for the determination of the
relative residual jet energy corrections. The transferred momentum of the primary
interaction p̂T is quoted in GeV.

5.2.2 Trigger selection

The events are collected online by dedicated HLT dijet triggers with different requirements
on the minimal pT. The measurement of the relative residual jet energy corrections em-
ployed two sets of triggers. The first group, the so-called central triggers, requires the
dijet events without any constrain on the pseudarapidity of the jets. As the jet spectrum
steeply falls not only with the increasing pT but also with the increasing |η|, dedicated
triggers are required for the forward region in order to collect a sufficient amount of events
with the jets in the forward direction. The forward dijet triggers require one jet to be
located in the forward region, while the other jet is in the central direction.

As the trigger decision needs to be done relatively fast, the online reconstruction is usually
less precise. Thus, the jet pT is typically underestimated. The physics analyses are
performed with the objects reconstructed offline. In order to properly select events, the
measurement of the trigger efficiency as the function of offline pT is required. The trigger
is considered as fully efficiency if it reaches 99% efficiency. This measurement is performed
by the tag-and-probe method and it will be discussed in more detail later. The measured
offline thresholds for the central and forward dijet triggers are summarized in the Table 7.5.

5.2.3 Dijet event selection

The determination of the residual JEC is done by default for the AK4 PF+CHS jets. In
our case, the jets have to be corrected by the pileup offset and MC simulated response
corrections. Then, the dijet events are selected in the following steps:

• Candidate dijet events are required to be triggered by one of the dijet triggers and
the offline pT needs to be above the offline threshold of the given triggers.

• Reconstructed jets need to pass certain quality criteria, known as Jet ID.
• To ensure the proper dijet topology, two leading jets are required to be in a back-to-

back configuration, i.e. ∆φ > 2.7. In addition, for the determination of the relative
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Central trigger Offline
threshold / GeV

HLT_DiPFJetAve40 67
HLT_DiPFJetAve60 93
HLT_DiPFJetAve80 118
HLT_DiPFJetAve140 189
HLT_DiPFJetAve200 257
HLT_DiPFJetAve260 325
HLT_DiPFJetAve320 391
HLT_DiPFJetAve400 478
HLT_DiPFJetAve500 585

Forward trigger Offline
threshold / GeV

HLT_DiPFJetAve60_HFJEC 93
HLT_DiPFJetAve80_HFJEC 118
HLT_DiPFJetAve100_HFJEC 143
HLT_DiPFJetAve160_HFJEC 210
HLT_DiPFJetAve220_HFJEC 279
HLT_DiPFJetAve300_HFJEC 379

Table 5.3 – Offline thresholds of the central and forward dijet triggers.

residual correction one jet must be reconstructed in the barrel region, |η| < 1.3.
• Events with pT-balance asymmetry |A| > 0.7 are rejected as a large asymmetry can

indicate not properly reconstructed jets.

In order to remove suspicious events, an additional event rejection is done by applying
the MET filters, hot-zone maps etc. Simulated QCD sample require dedicated selection
criteria to remove possible bias arising from mismodelling of the PU contribution. Namely,
the events containing the reconstructed leading jet with the pT larger than 1.5 of the pT
of the leading particle-level jet are removed. In this case, the large fraction of the PU
contribution is clustered into the jet. Furthermore, the pT of the leading particle-level jets
or the reconstructed jet is required to be smaller than 1.5 of the transferred momentum
of the primary interaction, p̂T.

The analysis is performed in the bins of pT,
∣∣ηprobe∣∣, and α. The bin edges for binning in

pT is given by the offline trigger threshold in such way that only one trigger contributes
to one specific bin. The used η binning, in total 18 bins, is listed in Table 5.4. The bin
edges correspond to the physical boundaries of the various HCAL and ECAL sectors of
the CMS detector.

bin No |η| range
1 0.000 - 0.261
2 0.261 - 0.522
3 0.522 - 0.783
4 0.783 - 1.044
5 1.044 - 1.305
6 1.305 - 1.479
7 1.479 - 1.653
8 1.653 - 1.930
9 1.930 - 2.172

bin No |η| range
10 2.172 - 2.322
11 2.322 - 2.500
12 2.500 - 2.650
13 2.650 - 2.853
14 2.853 - 2.964
15 2.964 - 3.139
16 3.139 - 3.489
17 3.489 - 3.839
18 3.839 - 5.191

Table 5.4 – Bins of |η| used in the measurement.

The binning in α is following: 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, and 0.45 .
Finally, event reweighting of the MC simulation is done in such way that the simulated
PU profile and pT distribution match the observed distributions in data.

The reconstructed jets in data have worse jet energy resolution than in simulation and
as discussed earlier the methods for the determination of the relative residual jet energy
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correction are sensitive to this difference. Hence, jets in MC simulations need to be
smeared. This is done by the hybrid smearing method. If a matched particle-level jet is
found, the scaling method is preferred, otherwise the stochastic smearing is applied. The
scaling method is based on particle-level jet matching with the reconstructed jet. The
requirements for particle jet - reconstructed jet matching are following:

∆R < Rcone/2,
∣∣∣pT − pptcl

T

∣∣∣ < 3σJERpT, (5.13)

where Rcone stands for the jet cone size and σJER is the relative pT resolution measured
in simulation. If those criteria are satisfied, then the reconstructed jet is smeared with a
factor

cJER = 1 + (sJER − 1)
pT − pptcl

T
pT

, (5.14)

where sJER is the jet energy resolution scale factor. If a particle-level jet is not found, the
stochastic smearing has to be used. In such case, the jet four-momentum is rescaled with
a factor

cJER = 1 +N (0,σJER)
√

max
(
s2JER − 1,0

)
, (5.15)

where N (0,σJER) stands for a random number from a normal distribution with a mean
equal to zero and variance σ2. In both cases (scaling method and stochastic smearing),
the scaling factor cJER is truncated at zero, i.e. if it is negative, it is set to zero.

The effect of the JER smearing needs to be also propagated into the ~pmiss
T . In this analysis,

the PF+CHS ~pmiss
T with the modified Type-1 correction is employed.

5.3 Residual correction determination

The determination of the relative residual correction relies on the measurement of the
relative response RpT

rel and RMPF
rel via asymmetry distributions of A and B, respectively,

in data and MC simulations. The residual correction, that mitigates the difference in jet
response in data and MC simulations, is given as a response ratio. Using the ideal dijet
topology, i.e. without any additional jets, would be statistically limited, therefore the
response ratio is evaluated for a given α and then an additional correction is applied for
the interpolation to the ideal dijet configuration. The nominal working point for the Run
2 is α < 0.3. Formally written, the relative residual correction is given as

C
(
ηprobe

)
=

〈
RMC

RData

〉
α<0.3

· kFSR, (5.16)

where R stands for RpT
rel or RMPF

rel . Here kFSR is the radiation correction defined as

kFSR = lim
α′→0

〈
RMC

RData

〉
α<α′〈

RMC

RData

〉
α<0.3

. (5.17)
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It removes the remaining bias related to the extra jet radiation and transforms the relative
correction

〈
RMC

RData

〉
α<0.3

from the working point α < 0.3 to a ideal dijet configuration
without any additional jet (α = 0). This is the general strategy of the derivation of the
residual correction. In the following two subsections, the step-by-step derivation with the
exemplary distribution will be shown.

5.3.1 Relative response and interpolation

The asymmetry distribution of A and B is measured triple-differentially in bins of pT,η
probe

and α. Examples of the asymmetry distributions measured by the pT-balance and MPF
method are shown in Figure 5.2.
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Figure 5.2 – The asymmetry distribution for pT-balance and MPF method for jets
with pT in range from 93 to 118 GeV in 6th η-bin.

The arithmetic mean of the distribution is then calculated. Apart from the arithmetic
mean, the mean of the Gaussian fits can be used, but the difference is negligible. The
former method is preferable because of practical purpose. In Figure 5.3, the arithmetic
means of the pT-balance and MPF method as a function of pT are shown. For illustration
purpose, the distributions from two detector regions, namely the barrel and endcap, are
given. The jet responses measured in data and MC simulations agree in the central
region. It implies relatively small residual corrections. The larger disagreement is typically
observed in the endcap region, namely for 2.5 < |η| < 3.2. There are various reasons for
that. First, this region is out of the tracker coverage, therefore the CHS PU subtraction
method is not applicable here. In addition, the degradation of the crystal in the endcap
ECAL detector (cf. Subsection 3.5.3) together with the modelling of the transition region
makes this region quite challenging for the jet energy calibration.

The relative residual corrections are assumed to be η-dependent, however a certain pT
dependence is observed. This is especially true for the measurement in Run 2. In order
to estimate the possible bias arising from the pT dependence, the response ratio is fitted
with a constant function or a function which depends on pT as

f (pT) = a+ b log (pT) . (5.18)
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Figure 5.3 – The arithmetic means of the pT-balance (upper) and MPF method
(bottom) as a function of pT in the barrel (left) and endcap (right) regions.
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Figure 5.4 – The ratio of the relative responses measured in MC simulation and
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ratio is represented by red (constant function) and green (log-linear function) lines.
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Here a and b are the free parameters of the fit. Figure 5.4 shows the ratio of the jet
responses in data and MC simulations. While the ratio in the central region is rather
flat with negligible pT dependence, the forward region features a stronger pT dependence.
For illustration, the results of the constant and log-linear function are displayed. The
difference between fitting these functions will be taken as a systematic uncertainty.

5.3.2 Radiation correction of the methods

The last step in the derivation of the relative residual correction is the determination of
the radiation corrections of the methods. The main objective of them is to remove possible
bias related to soft radiation of jets by ISR and FSR, that can introduce some imbalance of
the dijet system. By applying radiation corrections, the so called kFSR factor, the relative
correction

〈
RMC/RData〉

α<0.3
is projected from the working point α < 0.3 to the ideal

dijet configuration without any additional jet (α = 0).

The radiation corrections are extracted from the measurement of the double response ratio,
i.e.

〈
RMC/RData〉

α<α′ /
〈
RMC/RData〉

α<0.3
for various α′. By construction, all detector

effects cancel and the double ratio manifests mainly the sensitivity of each method to ISR
and FSR. Examples of the double ratios as a function of α for various pT bins are shown
in Figure 5.5.
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Figure 5.5 – Double ratio of the relative response of the pT-balance and MPF
method as a function of extra jet activity α for different pT-bins.

The kFSR factor is obtained by the linear extrapolation of α → 0. For the extrapolation
only events with α in range of 0.15 and 0.35 are used, while all pT bins are considered. The
obtained values as a function of

∣∣ηprobe∣∣ for both methods are shown in Figure 5.6. The
kFSR factor for the MPF method is found to be close to unity. It confirms that this method
is less sensitive to ISR and FSR. On the other hand, the kFSR factor for the pT-balance
varies with increasing ηprobe. In the central region, it is close to unity and then gradually
increases with larger ηprobe. For both methods, the kFSR factor is parametrized by

f
(∣∣∣ηprobe

∣∣∣) = a+
b · cosh

(∣∣ηprobe∣∣)
1 + c · cosh (|ηprobe|)

, (5.19)

where a, b, and c are free parameters of the fit.
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Figure 5.6 – The radiation correction factor kFSR for pT-balance and MPF method
as a function of jet |η|. Fits to the correction factor are shown by blue and red lines.

5.4 Results
The results on the determination of the relative residual jet energy corrections using
proton-proton collisions at a centre-of-mass energy of 13 TeV recorded by the CMS ex-
periment in 2018, corresponding to the integrated luminosity of 59.8 fb−1 are shown in
Figure 5.7. The relative corrections, measured by the pT-balance and MPF method, are
shown as a function of

∣∣ηprobe∣∣. In addition, for a comparison, the results obtained by the
constant and log-linear functions are provided. Within the barrel region, the relative cor-
rections are of order 1-2%. One can see, that the corrections exhibit a different behaviour
for the run period RunABC and RunD. In the endcap region, the corrections for Run-
ABCD are above unity. The η bin where the maximum of the corrections (∼ 20%) is hit,
corresponds to the transition endcap-forward region. Opposite to these run periods, the
corrections for RunD reach the minimum in this region. The contrasting behaviour in this
region arises from the different version of the data reconstruction. Finally, the example
of the pT dependence of the determined residual corrections is shown in Figure 5.8. The
corrections exhibit the large pT dependence in the endcap region, while it is negligible in
the barrel region. The results obtained by the MPF method and log-linear fits are used
as a central results.

5.5 Contribution to the jet energy scale uncertainty
The derivation of the relative residual correction is sensitive to various effects, that can
introduce a possible bias on the final results. The most important ones that are also
included in the total jet energy scale uncertainty are described in the next subsections.

5.5.1 Method of derivation

Two methods have been used to determine the relative residual jet energy corrections.
Both methods should lead to the same corrections, therefore the difference is counted into
the systematic uncertainties. Moreover, in order to incorporate a possible bias related to
the observed pT dependence, the difference between the results obtained by the constant
and log-linear fits is assigned as the uncertainty.
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Figure 5.7 – The relative residual jet energy corrections as a fuction of jet |η| for
various data-taking period. The red and blue markers indicate the results obtained
by the pT-balance and MPF method, respectively.
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5.5.2 Time stability

To take into account the changes of the jet response due to the detector degradation or
different detector performance caused by varying conditions during the data-taking, the
residual corrections are derived as run period dependent. Then the uncertainty related to
the time stability of the corrections is assigned as the difference between the luminosity-
weighted average of the residual corrections for data and the full dataset corrections.

5.5.3 Jet energy resolution scale factor uncertainty

As the jet energy resolution differs between the data and MC simulations, the jets momenta
in the MC simulations need to be smeared. The JER SF arrives with a certain uncertainty,
which must be propagated into the measurement. The JER in the MC simulation is varied
within ±1 standard deviation and its impact is evaluated by comparing the derived relative
corrections. The largest impact of the JER SF is typically observed in the endcap region.

5.5.4 Modelling of the PS

The impact of the modelling of the PS can be evaluated by comparing the relative correc-
tions using MC samples with the various PS, for example Pythia8 and Herwig++/Her-
wig7. Because of the missing MC simulations based on Herwig++/Herwig7, this un-
certainty is not updated.

5.6 Summary
In this chapter, the derivation of the relative residual corrections for data recorded by the
CMS experiment in 2018 was presented. The relative residual corrections are part of the
jet energy corrections and aim to mitigate the residual difference of the jet response in
the data and the MC simulation. The obtained results are included in the official JEC for
2018 data used by CMS collaboration in all analyses using the jets.

As an outlook of this study, let us mention the expected improvement and the reduction of
the systematic uncertainties by the so-called Legacy reprocessing of Run 2 data set during
the long shutdown between LHC Run 2 and Run 3. More accurate detector calibration and
simulation lead to more precise jet reconstruction. The final Run 2 Legacy jet calibration
is still advancing, but the first results exhibit a better time stability and a reduce pT
dependence. The comparison of the relative residual jet energy correction for the current
data sample and Legacy data sample is shown in Figure 5.9.

In addition, the Run 2 Legacy 2018 data sets were utilized to study the relative correc-
tions for various jet cone sizes and the pileup subtraction methods. Namely, the residual
corrections were derived for AK4 PF+CHS, AK8 PF+CHS, AK4 PF+PUPPI, and AK8
PF+PUPPI. The results are shown in Figure 5.10. Such studies have been done for the
first time in Run 2 and in future can help to assign more accurate uncertainties for various
jet collections. Last, but not least, the study with the PF+PUPPI jets is of particular
interest as it will be new default jet collection for LHC Run 3.
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6
Analysis strategy

The main objective of the analysis presented in this thesis is the measurement cross section
of hadronically decaying W and Z bosons in the high transverse momentum region in
proton-proton collisions. In this kinematic region, the decay product of W and Z bosons
are collimated and boosted in the direction of the mother particles. Thus, the vector
bosons are reconstructed as large cone-size jets with characteristic substructure. The
analysis is aiming for the differential measurement in bins of the jet pT. Formally written,
the differential cross section in bins of the transverse momenta pT is given as:

dσ
dpT

=
NV−tagged jets
εAL∆pT

, (6.1)

where NV−tagged jets stands for the number of V-tagged jets. The detector effects are cor-
rected by the acceptance A and the efficiencies ε. The size of the used dataset corresponds
to the collected luminosity L. Finally, ∆pT stands for bin width.

6.1 Physical conditions
Several experimental challenges have to be addressed in order to perform this measure-
ment. The nominal final state consists of two or more large cone-size jets with the high
transverse momenta. One of them can be identified as W and Z bosons, while the other
ones are the recoiling jets produced in order to balance the system in the transverse plane.
These jets are typically initialized by light-flavour quarks.

Despite the total inclusive vector bosons production cross section is rather large compared
to other processes as illustrated in Figure 1.9, the main challenge of this analysis arise
from using the hadronic decay channels. A similar final state is typical for jet production
described by QCD. The measurement of the inclusive jet cross-section with jet pT >
100GeV and |y| < 3.0 has been recently performed [126] and the fiducial production cross
section was found to be σ = 1845 ± 4 (stat)+119

−120 (syst) nb [126]. In contrast, the fiducial
cross section corrected for branching fraction of the associated production of Z bosons and
jets, namely Z+ ≥ 1jets measured with lepton pairs in the final state, have been found to
be σ = 116 ± 0.3 (stat) ± 10 (syst) pb [127]. Such large difference between cross-sections
makes the inclusive jets the dominant background processes for this analysis. Hence, a
detailed study of jet substructure is needed for background reduction. In addition, the
proper modelling of the jet mass distribution is required for the signal extraction. The
physical measurement conditions can be summarized in following aspects:
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• W and Z boson tagging: The jet mass and substructure seem to be suitable variables
for the tagging of jets originating from the hadronic decay of W and Z bosons. In
particular, the two-body decay of the bosons leads to the two-prong structure. This
can be utilized to discriminate the signal from the background. As discussed earlier,
special efforts need to be made during the tagging in order to avoid possible mass
sculpting.

• QCD modelling: The associated production of vector bosons and jets has an identical
final state as the multijets and dijets events. Thanks to high production cross-section
of the inclusive jets, the QCD jets are the dominant contribution. By utilizing jet
substructure, the QCD jets that are typically initiated by light-flavour quarks and
gluon can be partially suppressed as outlined above.

• Irreducible background: Apart from the QCD jets, the contribution of the tt̄, tW
and single top needs to be considered as it results in similar final states. That
means that the boosted W bosons can also originate from the decay of a t quark
or associated production with a single t. This contribution will be referred as an
irreducible background. Currently, the only possible way for its subtraction relies
on the MC simulations.

• Jet mass resolution: Regrettably, the jet exhibits a relatively bad mass resolution.
The typical mass resolution measured in the semileptonic tt̄ events is around ∼
10GeV. Therefore, without any dedicated heavy flavour tagging, the jets originating
from the hadronic decay of W and Z bosons cannot be separated.

6.2 Measurement strategy
These physical conditions have a direct impact on the measurement strategy of the pre-
sented analysis. The measurement strategy can be divided into three parts, namely event
selection & corrections, vector boson tagging, and signal extraction. All parts of the anal-
ysis are briefly discussed in the following subsections. A more detailed description is then
given in the corresponding sections.

6.2.1 Event Selection & Corrections

Events selections include all essential steps to properly identify proton-proton collisions
of interest that will be further analysed. Chapter 7 summarises the cuts used for the
event selections applied in data and MC simulations. Then the physics objects selection
criteria are described. The selection criteria on the physics objects follow the central rec-
ommendations provided by the corresponding Physics Object Groups (POG) of the CMS
experiment. It enables us to use the centrally measured and derived scale factors which
aim to mitigate the residual disagreement between the reconstruction and identification
inefficiencies observed in data and MC simulations.

6.2.2 Vector boson tagging

For the purpose of this analysis, a dedicated mass decorrelated vector boson tagger was
constructed. The tagger is based on the N1

2 variable that is well suited for tagging objects
with two-prong structure like jets originating from W and Z bosons decay. The mass
decorrelation is achieved by fixed efficiency regressions. Before using the tagger in the
analysis, the validation of the tagger together with the measurement of the scale factor
to correct for the difference in the performance in data and MC simulations is performed.
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This is possible by using tag-and-probe in the semileptonic tt̄ events. In more detail, the
vector boson tagging is described in Chapter 8.

6.2.3 Signal extraction

Chapter 9 describes the background subtraction and signal extraction, respectively. First,
the MC simulations used for the subtraction of the irreducible background is validated
in the dedicated control region. The signal extraction relies on a data-driven method
which utilizes the control region dominated by the background contribution and a trans-
fer function to predict the background contribution in the signal region. The measured
distributions are simultaneously fitted in order to extract the differential cross section.
Several checks of the fit model are given to validate the fitting technique. The impact of
all relevant systematic uncertainties is also discussed. Finally, the unfolded cross sections
to the so-called stable particle level is given in Section 10. In this section, the discussion
on results and its comparison to the MC simulation predictions is given.

The given measurement strategy is adopted from an analyses aiming to search for sig-
natures beyond the SM in boosted topologies. In recent years, advanced experimental
techniques were developed and successfully employed in searches in order to maximize the
discovery potential. Newly, these techniques have been started to be utilized for more SM-
like measurements. In contrast to the searches, the signal and its properties like mass and
branching ratio are known for the SM measurement. This allows us to further optimize
the selection criteria and cuts.

As an example, the techniques used for search [63] for a narrow, low-mass, scalar and
pseudoscalar resonances decaying to bottom quark-antiquarks pairs can be easily modified
and optimized for the search for a boosted Higgs [128]. In such a topology, the Higgs is
assumed to be reconstructed as large cone-size jet with two prong structure. In addition,
both subjets originate from the bottom quarks. Figure 6.1 shows the results on the
measurement of boosted Higgs decaying to bottom quark-antiquarks pairs. In the signal
region, i.e. passing double-b tagging, the contribution from Z boson exhibits.

 (GeV)PUPPI
SDm

E
ve

nt
s 

/ 7
 G

eV

0

100

200

300

400

500

310×

W
Z
tt

Multijet
Total background

)bH(b
Data

 (13 TeV)-135.9 fb

CMS  < 1000 GeV
T

450 < p

double-b tagger

failing region

 (GeV)SD m
40 60 80 100 120 140 160 180 200

D
at

a
σ

t t−
 m

ul
tij

et
 

−
D

at
a 

 

0

20

40

60

 (GeV)PUPPI
SDm

E
ve

nt
s 

/ 7
 G

eV

0

1000

2000

3000

4000

5000

6000

7000

8000
W
Z
tt

Multijet
Total background

)bH(b
Data

 (13 TeV)-135.9 fb

CMS  < 1000 GeV
T

450 < p

double-b tagger

passing region

 (GeV)SD m
40 60 80 100 120 140 160 180 200

D
at

a
σ

t t−
 m

ul
tij

et
 

−
D

at
a 

 

5−

0

5

10

Figure 6.1 – Distribution of the soft drop jet mass in data for the failing (left) and
passing (right) double-b tagger selection [128]. The background contribution from
W and Z bosons is visible.
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7
Event samples and physics objects
selection

Event and physics object selection are the essential first steps of each analysis. For the
presented measurement two different topologies, namely dijet and single muon+jet, will
be utilized. While the dijet topology will be used for the differential cross-section mea-
surement of the W and Z bosons in the hadronic channel, the single muon+jet topology
will be utilized as a control region. The proper event and object selection in this topology
opens the door to the phase-space of a clean sample of events enriched of hadronically
decaying W boson and one leptonically decaying W boson, both of them coming from
the decay of tt̄. This control region will be used for the validation of the custom tagger
of boosted W and Z bosons. In the following chapter, we discuss the used datasets and
simulated samples together with the physics object selection. The corrections applied to
simulations are reviewed.

7.1 Recorded data event samples

The analysis presented in this thesis is performed by using proton-proton collisions at a
centre-of-mass energy of 13TeV recorded by the CMS experiment in years 2016, 2017, and
2018, corresponding to an integrated luminosity of 35.9, 41.5, and 59.7 fb−1, respectively.
The total recorded integrated luminosity is 137 fb−1. The data sets are divided into run
periods due to technical stops of the LHC and changing the configuration of the CMS
detector. Only runs passing certain selection criteria and marked as good events for
physics analysis are included in these datasets, that are stored in the so-called MiniAOD
data format. The latest reconstructions of the data sets containing well redefined detector
calibrations are used. It ensures the usage of the latest and up-to-date physics object
reconstructions in the analysis. Table 7.1 summarizes the information about the used
data sample together with corresponding information about the run period, reconstruction
version, run ranges, and integrated luminosity.

Physics objects which are expected to be present in events of interest have an impact on
the type of dataset employed in the analysis. The dijet topology consisting of at least two
jets is studied by using the JetHT datasets. For the background studies with leptonically
decaying W, the SingleMuon dataset is more appropriate for this topology than the JetHT
datasets, mainly because these events are better to trigger and record by the single muon
triggers.
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Dataset name Run Period Reconstruction version Run ranges Int. lumi / fb−1

JetHT, SingleMuon Run2016B 17Jul2018-v*/MINIAOD 272007-275376 5.75
JetHT, SingleMuon Run2016C 17Jul2018-v1/MINIAOD 275657-276283 2.57
JetHT, SingleMuon Run2016D 17Jul2018-v1/MINIAOD 276315-276811 4.24
JetHT, SingleMuon Run2016E 17Jul2018-v1/MINIAOD 276831-277420 4.03
JetHT, SingleMuon Run2016F 17Jul2018-v1/MINIAOD 277772-278808 3.10
JetHT, SingleMuon Run2016G 17Jul2018-v1/MINIAOD 278820-280385 7.58
JetHT, SingleMuon Run2016H 17Jul2018-v1/MINIAOD 280919-284044 8.65

Run2016 total: 35.9
JetHT, SingleMuon Run2017B 31Mar2018-v1/MINIAOD 297046 – 299329 4.79
JetHT, SingleMuon Run2017C 31Mar2018-v1/MINIAOD 299368 – 302029 9.63
JetHT, SingleMuon Run2017D 31Mar2018-v1/MINIAOD 302030 – 303434 4.25
JetHT, SingleMuon Run2017E 31Mar2018-v1/MINIAOD 303824 – 304797 9.31
JetHT, SingleMuon Run2017F 31Mar2018-v1/MINIAOD 305040 – 306462 13.54

Run2017 total: 41.5
JetHT, SingleMuon Run2018A 17Sep2018-v1/MINIAOD 315252 – 316995 14.02
JetHT, SingleMuon Run2018B 17Sep2018-v1/MINIAOD 317080 – 319310 7.06
JetHT, SingleMuon Run2018C 17Sep2018-v1/MINIAOD 319337 – 320065 6.89

JetHT Run2018D PromptReco-v*/MINIAOD 320673 – 325175 31.74
SingleMuon Run2018D 22Jan2019-v*/MINIAOD 320673 – 325175 31.74

Run2018 total: 59.7

Table 7.1 – Summary of data samples used in the analysis. The information about
the run period, reconstruction version, run ranges, and integrated luminosity is
given.

7.2 Simulated event samples

Each measurement relies on the comparison with the simulated event samples to shed lights
on the physics of the studied processes. Last, but not least, the simulated samples are used
to develop and optimize the analysis technique. Simulated samples for each year of data
taking used in this work are centrally produced by the CMS Collaboration and include
full detector simulation done by Geant4. For appropriate comparison with the data,
the simulated events need to be reconstructed by using exactly the same reconstruction
algorithms and detector calibration as used for the data.

Events containing W and Z bosons in association with jets are generated by Mad-
Graph5_aMC@NLO at QCD LO accuracy. The hadronic decay of the vector boson
is then performed within the MadSpin framework. While the ME calculation for Z boson
production is performed for up to 4 noncollinear high pT partons, the ME for the produc-
tion of W bosons includes only up to 3 partons. Different jet multiplicities are matched
by the MLM method with the matching scale qcut = 19 GeV. The dominant background
of QCD multijet is simulated by Pythia8. The other processes containing hadronically
decaying W bosons in the final state are tt̄ and single-t production simulated by Powheg
and Powheg v2.0, respectively. In addition, the events containing diboson production
were explored, but because of the rather low cross-section, their contribution is consid-
ered to be negligible. Looser selection criteria in the single muon+jet topologies result in
possible contributions from the leptonic decay of W and Z bosons. These processes are
generated by MadGraph5_aMC@NLO.
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Dataset/channel/phase space MC generator Cross section / pb Label

W+jets
W→ qq′

400 < HT ≤ 600 MadGraph5_aMC@NLO
+MLM matching

1.456 · 102
W(qq) +jets600 < HT ≤ 800 3.388 · 101

800 < HT 1.864 · 101

Z+jets
Z→ qq′

400 < HT ≤ 600 MadGraph5_aMC@NLO
+MLM matching

3.143 · 102
Z(qq) +jets600 < HT ≤ 800 6.885 · 101

800 < HT 3.472 · 101

tt̄ + jets
hadronic

Powheg
3.139 · 102

tt̄ +jetssemileptonic 3.009 · 102
leptonic 72.1

Single t/t̄
inclusive

t-channel Powheg v2.0 + MadSpin 1.8121 · 102 single-ttW-channel Powheg v2.0 6.988 · 101

QCD

120 < p̂T ≤ 170

Pythia8

4.071 · 105

QCD

170 < p̂T ≤ 300 1.033 · 105
300 < p̂T ≤ 470 6.826 · 103
470 < p̂T ≤ 600 5.526 · 102
600 < p̂T ≤ 800 1.566 · 102
800 < p̂T ≤ 1000 2.632 · 101
1000 < p̂T ≤ 1400 7.500
1400 < p̂T ≤ 1800 6.479 · 10−1

1800 < p̂T ≤ 2400 8.715 · 10−2

2400 < p̂T ≤ 3200 45.242 · 10−3

3200 < p̂T 1.349 · 10−4

W+jets
W→ lν

+1 jet
MadGraph5_aMC@NLO

+MLM matching

8.140 · 103

W(lν) + jets+ 2 jets 2.789 · 103
+ 3 jets 9.904 · 102
+ 4 jets 5.488 · 102

Z+jets
Z/γ∗ → ll

mll > 50 GeV

100 < HT ≤ 200

MadGraph5_aMC@NLO
+MLM matching

1.612 · 102

Z(ll) + jets

200 < HT ≤ 400 4.826 · 101
400 < HT ≤ 600 7.030
600 < HT ≤ 800 1.742
800 < HT ≤ 1200 8.057 · 10−1

1200 < HT ≤ 2500 1.916 · 10−1

2500 < HT 3.481 · 10−3

WW
WZ
ZZ

hadronic
Pythia8

7.565 · 101
VVinclusive 2.758 · 101

inclusive 1.215 · 101

Table 7.2 – Summary of simulated MC samples used in the analysis. The informa-
tion about the dataset, phase space cuts, decay channels decay, and the correspond-
ing cross section is given. The transferred momentum of the primary interaction p̂T
ans the scalar sum of transverse jet momenta HT are quoted in GeV.



The Pythia8 event generator is used for parton shower, hadronization and the underly-
ing event simulation. The NNPDF3.0 (NNPDF3.1) set of parton distribution functions
together with the CUETP8M1 (CP5) underlying event tune is used for the MC sample
for the 2016 (2017 and 2018) data sets. For the modelling the top quark production for
2016 data sets the dedicated tune (CUETP8M2T4) that was developed to optimize the
colour reconnection used in Pythia8. A comprehensive summary of simulated processes
considered in this analysis together the phase space cuts and decay channels is given in
Table 7.2.

The generated samples need to be normalized to their expected contributions in order to
accurately describe the data. The event weight for a simulated sample with N processed
events of the physics process with the cross section σ is defined as

ω =
L · σ
N

. (7.1)

Here L corresponds to the integrated luminosity of the collected datasets with which these
simulated samples are compared.

7.3 Event and physics objects selection

The event and physics objects selection defines the phase-space of the measurement. The
appropriate selection helps to suppress the background contribution, while at the same
time it should maximize the signal contribution. By following the central recommen-
dations for the physics objects selection by various POGs of the CMS experiment, the
simulated events should reasonable well describe the data. In the following subsections,
the event selections along with the physics objects selections with cuts applied on the
physics quantities are presented. The selection criteria are applied in recorded data as
well as in simulated events, if not stated otherwise.

7.3.1 Vertex selection and MET filters

Only events with the reconstructed PV as defined in Section 4.2 are considered for further
analysis steps. In addition, the events need to pass selection criteria related to pmiss

T . The
large value of pmiss

T can indicate the presence of undetectable objects like neutrino in the
events or it could be considered as a sign of the BSM. On the other hand, the origin of
abnormally large pmiss

T can be simply just the electronic and detector noise, cosmic rays,
detector miscallibration, beam halo and so on. These kind of events should be rather rare
and dedicated algorithms with binary decision have been developed to reject them. They
are known as MET filters. As an example, the main objective of Flag_HBHENoiseFilter
is to reject events with the anomalous signals within the calorimeters, that most likely
arise from noise in the read-out electronics. The Flag_BadPFMuonFilter aims to reject
events, where the high pT tracks are not used for muon tracking as they are identified as
low quality muons. But they still enter in the calculation of pmiss

T and typically result in
a large pmiss

T . The MET filters applied in data and simulations are listed in Table 7.3.

7.3.2 Jet selection

Two types of the jet collections are considered in this work. The boosted vector bosons
are identified with AK8 PF+PUPPI jets. As grooming technique, by default CMS uses
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Applied in data Applied in MC
MET filter name 2016/2017/2018 2016/2017/2018
Flag_goodVertices X/X/X X/X/X
Flag_globalSuperTightHalo2016Filter X/X/X X/X/X
Flag_HBHENoiseFilter X/X/X X/X/X
Flag_HBHENoiseIsoFilter X/X/X X/X/X
Flag_EcalDeadCellTriggerPrimitiveFilter X/X/X X/X/X
Flag_BadPFMuonFilter X/X/X X/X/X
Flag_eeBadScFilter X/X/X - / - / -
Flag_ecalBadCalibReducedMINIAODFilter - /X/X - /X/X

Table 7.3 – MET filters used in the analysis.

the soft drop algorithm with parameters zcut = 0.1 and β = 0. The soft drop jet mass
is then corrected by dedicated corrections supplied by JME POG. Those corrections are
derived in the context of measurements with boosted W bosons (in Bulk Graviton signal
sample) and are needed to have a pT and η independent W-jet soft drop mass with a mean
around the real W mass. The derivation of this correction is done in two steps. First,
the pT-dependent correction accounts for the shift at generator level. Then the difference
between the reconstructed and the generated soft drop jet mass is corrected by a pT and
η-dependent factor. The two corrections are applied to the uncorrected soft drop jet mass
both in data and in simulation as

MSD =MSD,uncorr · wGEN · wRECO, (7.2)

where wGEN and wRECO stand for the generator and reconstruction corrections, respec-
tively and MSD,uncorr is the uncorrected soft drop jet mass.

In addition to the large cone-size jets, we use also AK4 PF+CHS jets in the single
muon+jet topology. They are utilized to identify jets initialized by the b quark, so called
b jets. The identification of them is based on the characteristic properties of b hadrons
like long lifetime(cτ = 450µm), large mass (∼ 5 GeV), high track multiplicity, and large
semileptonic branching fraction. The b tagging technique takes advantage of these char-
acteristic properties and is based on the track information, secondary vertex information,
and the presence of non-prompt leptons can assign to each jet a probability whether it
comes from b quark or not. In this work, the DeepCSV [129] algorithm for b tagging is
used. This algorithm is based on the CSVv2 [129] algorithms, it uses the same jet fea-
tures but extends the range of the maximum of tracks per jets and exploits modern deep
neutral network architecture. As working point, we use the medium working point which
correspond to ∼ 1% mistagging rate of light-flavour (udsg) jets in tt̄ events as measured
by BTV POG.

Jets are required to have |η| < 2.4 and the cut on the transverse momenta varies with
the topology. The cross section measurement is performed with highly boosted W and Z
bosons, therefore the jets are required to have pT > 500GeV. On the other hand, the single
muon+jet topology is probed in a slightly different phase-space. This topology makes use
of the AK8 PF+PUPPI and AK4 PF+CHS jets with pT > 200 GeV and pT > 30 GeV,
respectively.

All jets are required to pass a basic selection related to the constituents of the jets and
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energy fraction carried by each type of hadrons. These selection criteria are called as
JetID and ensure that noise jets and fake jets, for example if muons or electrons are
reconstructed as jets, are rejected. The cuts are η dependent with an average efficiency
close to 99%. The selection criteria for jets within the central region, i.e. |η| < 2.4, are
listed in Table 7.4.

Variable Cut
Neutral hadron fraction < 0.90
Neutral EM fraction < 0.90
Number of constituents > 0
Muon fraction < 0.80
Charged hadron fraction > 0
Charged Multiplicity > 0

Charged EM fraction < 0.90 for 2016
< 0.80 for 2017, 2018

Table 7.4 – Criteria for the JetID definition.

The four-momenta of both AK8 PF+PUPPI and AK4 PF+CHS jets are corrected by
JECs that are centrally supplied by JME POG. As discussed earlier, as consequence of
the jet energy resolution being better in MC simulation than in data, the jets’ energy in
MC simulation needs to be smeared. This is done by the hybrid method, explained in
Subsection 5.2.3. It is important to stress that even after the jet energy is fully corrected,
additional corrections namely the jet mass scale and resolution for AK8 PF+PUPPI jets
will be necessary. Historically, the jet mass corrections are derived independently after
the calibrating the jet energy. In contrast to that, the ATLAS Collaboration has recently
started to explore the possibility to calibrate jet energy and mass for large cone-size jets
simultaneously [130].

7.3.3 Missing transverse momentum selection

In this work, the PF+PUPPI ~pmiss
T with Type-1 correction is used. The final state of

boosted vector bosons and recoiling jets is expected not to include genuine ~pmiss
T , hence

the cut on pmiss
T can be utilized to suppress the background contribution with neutrinos

in the final state. Examples of such background contributions are the tt̄, and single-t
productions as well as W+jets production, where W boson is decaying leptonically.

7.3.4 Lepton selection

Electrons and muons are identified via selection criteria provided by the EGamma and
Muon POG, respectively. Only lepton candidates with pT > 20 and |η| < 2.4 are consid-
ered. While the muons are required to pass identification and PF isolation criteria, the
electrons have to fulfil only a cut-based identification which already includes the informa-
tion about the PF isolation. The PF isolation is calculated as

Riso =

 ∑
charged
hadrons

pT + max(0,
∑

neutral
hadrons

pT +
∑

photons

pT − pPU
T )

 /plT, (7.3)

where the sums run over the photons, charged and neutral hadrons in a cone defined by
∆R = 0.4 and 0.3 around the muon and electron trajectory, respectively. The pPU

T denotes
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the contribution of neutral particles from pile-up. The isolation criterium in the lepton
selection is used for identifying events with prompt leptons. As non-prompt leptons we
denote leptons originating from heavy flavour decays (e.g. from b quark decay).

For electron candidates, the PF isolation criterium depends also on the electron η. As
an example we can mention loose cut-based electron identification (cutBasedElectronID-
Fall17-94X-V2-loose). For this specific cut-based identification, only electron candidates
with Riso < 0.112+0.506/pT and Riso < 0.108+0.963/pT in the ECAL barrel (|η| < 1.479)
and ECAL endcap (|η| > 1.479) region, respectively, are considered as isolated.

For the measurement of boosted W and Z boson cross section, the presence of a loose
lepton works as event veto. It helps us to eliminate the background contribution as our
final state is believed to be without leptons. As loose electron and muon, the physics
object need to pass following selection:

• pT > 20 GeV and |η| < 2.4,
• for electron, identification known as cutBasedElectronID-Fall17-94X-V2-loose need

to be passed,
• for muon, identification known as LooseMuonID and Riso < 0.25 need to be passed.

In contrast, a tighter muon selection is used in the single muon+jet topology to achieve
lower background contamination. Muons in this topology are required to have pT > 55GeV
and |η| < 2.1. Futhermore they have to pass tight identification criteria, i.e. TightMuonID
and Riso < 0.15.

7.3.5 Trigger selection

This work makes use of the single jet triggers, defined only by the minimum transverse
momentum of the leading AK8 jet as events of interest are assumed to contain only jets.
The trigger decision needs to be done quite fast, therefore the trigger system has a very
fast reconstruction algorithm, but not so precise as offline reconstruction. The energy of
online reconstructed (HLT) jets are typically underestimated. Thus, the trigger efficiency
must be measured and the region where the triggers become fully efficient needs to be
determined in terms of the offline jets pT. As fully efficient, we consider a trigger with
efficiency larger than 99% and the value of pT, where the 99% is reached, is called as a
turn-on point.

In the presented work, the trigger efficiency was measured by the tag-and-probe method.
The main principles of this technique are the following. First, we select events with the
dijet final state and we require a back-to-back topology, i.e. ∆φ12 > 2.7. In order to
suppress additional jet activity, all other jets are required to have pT < 0.3 · p1T+p2T

2 . The
leading and subleading HLT jets are matched with the selected jets if ∆R (HLT, jets) <
0.4. Second, the leading and subleading jets are randomly assigned as the tag and probe
jets. If the HLT jets matched with the tag jet has pT > X, where the X is the online
trigger threshold, we can use the probe jet to measure the trigger efficiency as

ε (pT) =
N

(
Probe jet pT with pHLT

T,probe > X
)

N (Probe jet pT)
. (7.4)

The measured distribution is then fitted by
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Trigger name
2016 2017 2018

Offline
threshold/GeV

Integrated
lumi./fb

Offline
threshold/GeV

Integrated
lumi./fb

Offline
threshold/GeV

Integrated
lumi./fb

HLT_AK8PFJet200 258 0.085 263 0.189 271 0.202
HLT_AK8PFJet260 314 0.513 339 0.470 343 0.465
HLT_AK8PFJet320 383 1.510 410 1.228 412 1.237
HLT_AK8PFJet400 484 4.545 492 9.660 513 3.711
HLT_AK8PFJet450 550 33.182 564 9.660 578 7.373
HLT_AK8PFJet500 632 33.182 613 41.527 621 59.684

Table 7.5 – Summary of single AK8 jet triggers together with offline thresholds
and recoreded integrated luminosity.

ε (pT) = a+ 0.5 · (1− a) ·
(
1 + Erf

(
pT − µ

σ

))
, (7.5)

where Erf stands for the error function defined as

Erf (x) = 2√
π

∫ x

0
e−t2dt. (7.6)

The free parameters of fit are following ones: a, µ, and σ. The trigger turn-on point will
be used as offline trigger threshold for given trigger and the given trigger can be used
from this value to the turn-on point of the next trigger. The offline thresholds of various
single AK8 jet triggers are extracted for each year of data-taking separately and given in
Table 7.5. As QCD processes are very abundant in proton-proton collisions, these triggers
are pre-scaled. Only the trigger with the highest online threshold is without any pre-scale.
The integrated luminosity collected by each trigger needs to be taken into account to
reweight data to obtain a proper physical behaviour of corresponding observables.

7.4 Corrections to MC simulations

When comparing data to MC simulations, a possible disagreement can be observed. The
source of this disagreement can be various. From modelling of proton-proton collisions
by MC event generators and the simulation of the detector response and algorithm per-
formance to a hint of new physics. While the modelling of the underlying physics of
proton-proton collisions can be improved by MC tuning, the difference in the detector
response and algorithm performance between data and MC simulations is mimicked by
multiplicative corrections applied as additional event weight factors. The latter are usu-
ally referred to as scale factors and depend on various event variables or the properties of
the physics objects in a given event. When deriving scale factors, events containing well
known physics processes are explored by a data-driven technique. The scale factors then
act as multiplicative factors to the nominal event weight given by Eq. 7.1. The resulting
event weight is then given as

ω = ωnominal
∏

i∈corrections
ωi (7.7)

In the following Subsections, the corrections to MC simulations that are relevant for the
presented work are discussed.
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7.4.1 Number of pileup interactions

The MC simulations are generated with a reasonable estimation of the pileup profile that
is expected in data. As MC simulation are typically produced before the whole data are
available, the modelling of the pileup can differ from the one observed in data. The pileup
profile in data depends on the luminosity, beam condition etc. In order to correct the
difference in pileup profile, pileup reweighting is used and applied to the MC simulation.
The pileup µ, in other words said the total number of proton-proton interactions per bunch
crossing can be calculated as

µ = Linst
σinel
frev

, (7.8)

where Linst stands for an instantaneous luminosity of a given single bunch, σinel is the total
proton-proton inelastic cross section and frev is the orbit frequency. In case of the LHC
collider, the orbit frequency is equal to 11246 Hz. As the lumi section is the fundamental
unit of the CMS luminosity calculation, the pileup can be calculated on a per-lumi section
basis. The lumi section is 23.3 seconds long. The pileup which is calculated from the
instantaneous luminosity is the average pileup during a single lumi section. Such obtained
distribution of pileup for individual events will follow a Poisson distribution.

The nominal data pileup is estimated by the Brilcalc tool [131] and a value of 69.2 mb is
used for the total inelastic cross-section in calculation. The variation of 4.6% uncertainty in
the total inelastic cross-section is used to calculate the variation of ±1 standard deviation
for pileup reweighting. Figure 7.1 shows the pileup profile in data and MC simulation
before any corrections. In case of data, the pileup profile is shown for the nominal value
of the total inelastic cross-section as well as for ±4.6% variations of the nominal value.
The ratio of the pileup profile for data and MC simulation is used to reweight the pileup
distribution in MC simulation. After pileup reweighting, the pileup profile in data and
MC simulation will match.
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Figure 7.1 – Distributions of the number of pileup interactions in data and simu-
lation for 2016 (left), 2017 (middle), and 2018 (right) data-taking periods.
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7.4.2 Triggers

Single jet triggers

As single jet triggers reach the pT region where they are more than 99% efficient, trigger
emulation is not required in the MC simulation. Thus, no scale factor is needed.

Single muon triggers

For single muon + jet topology, events must contain a high pT muon. Such events are
rather rare, therefore they can be collected by unprescaled trigger. In this work, the trigger
HLT_Mu50 are used and the reconstructed muons are required to have pT > 53 GeV. As
the muon triggers do not reach a region, where they are fully efficient and in addition
the trigger efficiency depends on the muon η, we need to apply the trigger emulation also
in the MC simulation. The trigger efficiency in data and MC is measured by the Muon
POG by the tag-and-probe method. The different trigger performance in data and MC is
corrected by centrally provided scale factors. As Figure 7.2 shows, the scale factors are
pT and |η| dependent.

For 2016 data the scale factor SFs were measured separately for the beginning (Run-
BCDEF) and the end (RunGH) of data-taking period. The final scale factor for 2016 is
estimated as weighted sum of the two scale factors using the integrated luminosities L
corresponding to the RunBCDEF and RunGH periods. Formally written as

SF =
SF (RunBCDEF) · L (RunBCDEF) + SF (RunGH) · L (RunGH)

L (RunBCDEFGH)
. (7.9)
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Figure 7.2 – Scale factor for the trigger efficiency measured for HLT_Mu50 trigger
as a function of muon pT and |η| for 2017 (left) and 2018 (right) data-taking periods.
Reproduced from [132].

Prefiring issue

The Level-1 prefiring issue refers to the timing shift of ECAL with respect to the Level-1
trigger primitives. As a consequence a significant fraction of high η trigger primitives
are mistakenly associated to the previous bunch crossing. Since the Level-1 trigger rules
forbid two consecutive bunch crossing to fire, the event can veto itself if a large ECAL
energy is found in the region 2 < |η| < 3. This effect is present in 2016 and 2017 data set
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Figure 7.3 – Number of events as a function of jet pT for signal samples and impact
of correction on the Level-1 prefiring issue.

and is not modelled in the MC simulation. Thus, the MC simulation has to be corrected.
The recipe delivered by JME POG was implemented in the analysis and the event weight
is calculated as the product of the non prefiring probability of all jets in events. Formally
written as

ω = 1− P (prefiring) =
∏

i=jets

(
1− εprefi (η,pT)

)
, (7.10)

where εprefi (η,pT) stands for the prefiring probability of jets in an event. The prefiring
probability maps are centrally provided by JME POG. As an example of the impact of the
Level-1 prefiring issue, Figure 7.3 shows the number of events as a function of jet pT for
signal samples with and without the Level-1 prefiring correction. Around 1.5% of events
for jets with pT ∼ 500 GeV are lost due to prefiring issue. The impact of prefiring issue is
smaller for jets with higher jet pT ∼ 1 TeV, since these jets are produced more likely closer
to the central region, i.e. with smaller |η|. As an uncertainty for the Level-1 prefiring issue
the maximum between 20% of the probability of prefiring and the statistical uncertainty
of the probability of prefiring is taken. The resulting uncertainties related to the Level-1
prefiring issue are of the order of few per-mill.

7.4.3 Muon efficiency

The identification and PF isolation criteria of lepton reconstruction are monitored by
the corresponding POG. The measured efficiency of a given procedure in data and MC
simulation is used to compute the scale factors which mitigate the different performance.
The scale factors for muon and electron are centrally provided by Muon and EGamma
POG, respectively. The resulting scale factor ω used in the analysis is obtained as a
product of the individual scale factors and reads

ω = ωID
µ · ωiso

µ . (7.11)
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For illustration purpouse, the scale factors for loose muon identification and isolation
criterium are shown in Figure 7.4. The scale factors are close to unity.
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Figure 7.4 – Scale factor for the muon isolation (left) and identification (right) for
loose selection criteria shown as function of muon pT and |η|. Reproduced from [132].

7.4.4 b tagging efficiency

The performance of the b tagging in data and MC simulation is studied and dedicated
scale factors are then derived. In general, the scale factors depend on the jet flavour,
the jet pT and η. The SF for the b tagging efficiency of b jets and light-flavour jets are
centrally measured by the BTV POG. In the presented analysis, we will use the scale
factors measured by the ”QCD method” [129] which makes use of the fact that b jets can
a contain non-isolated muon from the semileptonic decay of b quark.

There is variety of different methods for applying the scale factors to MC simulation.
In this work, the method based on the event reweighting using scale factors and MC b
tagging efficiencies is employed. This method is trying to predict the correct event yields
by changing the weight of the selected MC events. The probability of given configuration
of b, c, and light-flavour jets in data and MC simulation being b−tagged or non b−tagged
is given by

P (MC) =
∏

i=tagged
εi

∏
j=not tagged

(1− εj) , (7.12)

P (Data) =
∏

i=tagged
SFiεi

∏
j=not tagged

(1− SFjεj) , (7.13)

where εi is b tagging efficiency measured in MC simulations. The products run over all
b−tagged and non b−tagged jets in the event. The event weight ω is then given as

ω =
P (Data)
P (MC)

=
∏

i=tagged
SFi

∏
j=not tagged

(1− SFjεj)

(1− εj)
. (7.14)

This method requires the knowledge of the scale factor SF and the tagging efficiency ε.
While the scale factors are centrally provided by the BTV POG and are applicable for all
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analyses, the tagging efficiency measured in MC simulation can differ from one analysis to
another as it depends on the cut selections and the phase-space. The b tagging efficiency
in MC samples is defined as

εf (pT,η) =
N b-tagged

f (pT,η)

NTotal
f (pT,η)

, (7.15)

where N b-tagged
f (pT,η) and NTotal

f (pT,η) are the total number of b−tagged and the total
number of jets, respectively of flavour f in the given pT and η bins. The jet flavour is
based on the hadron flavour definition and we can distinguish between b, c, and light-
flavour jets. While εb (pT,η) corresponds to the b tagging efficiency, i.e. percentage of
truth b jets that are b−tagged, εc (pT,η) and εudsg (pT,η) provides us with the informa-
tion about the mistagging rate. In other words, εc (pT,η) and εudsg (pT,η) corresponds to
the contamination coming from events, when c jets or light-flavour jets are mistakenly
b−tagged.

7.4.5 Higher order corrections

The last type of corrections, that is discussed are the higher order corrections. Since the
generation of MC events together with the full detector simulation are costly in time and
resources, a certain compromise between the number of generated events and the accuracy
in the calculation of ME are needed. Less frequently used samples are typically produced
with LO accuracy. To improve modelling, additional corrections knows as k-factors are
applied. They are derived as a ratio of given observables modelled by MC simulations
with NLO and LO accuracy. In this work, the correction will depend on the pT of the
given particle at the generator level before any decay.

NLO QCD and NLO EW corrections

The MC simulations for signal processes are generated by MadGraph5_aMC@NLO at
LO QCD accuracy. As our measurement aims to probe the production of W and Z bosons
in the high transverse region, higher order corrections as demonstrated in Ref. [53] will
have significant impact on the measured cross section. In contrast to MC simulation with
LO accuracy, the transverse momenta spectra of vector bosons are significantly softer.

The NLO QCD K-factor was derived by using centrally produced MC simulation in NLO
QCD accuracy. Samples are listed in Table 7.6.

Dataset/channel/phase space MC generator Cross-section/pb

W+jets
W→ lν

+ 0 jet MadGraph5_aMC@NLO
+FxFx matching

5333.4
+ 1 jet 984.2
+ 2 jets 362.5

Z+jets
Z/γ∗ → ll

mll > 50 GeV

+ 0 jet MadGraph5_aMC@NLO
+FxFx matching

54549.4
+ 1 jet 9104.8
+ 2 jets 3376.8

Table 7.6 – Simulated NLO QCD sample used to derive NLO QCD correction.

As those samples contain different decay channels of vector bosons, the cross sections are
multiplied by the B (Z → qq′) /B (Z → ll) and B (W → qq′) /B (W → lνl), respectively.
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These factors correct the different cross-section for different decay channels. Figure 7.5
shows the extracted k-factor. The ratio is parametrized by

f (pT) = a · e−b·pT + c, (7.16)

where a, b, and c are free parameters of fit. The red line in Figure 7.5 stands for the
best fit, while the light red band represents the 68% confident interval. The larger NLO
k-factors than those reported in Ref. [53], correct also for the issue in the central CMS
MC production. Several MC simulations for the associated production of vector boson
with jets generated by MadGraph5_aMC@NLO v2.6.2 in LO are affected by a wrong
setting of pdfwgt parameter [133].
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Figure 7.5 – Extracted NLO QCD k-factor as function of the generated W (left)
and Z (right) bosons pT. The red lines stands for the best fits.

The NLO EW corrections are extracted from [53]. As Figure 7.6 shows, NLO EW correc-
tions at TeV scale play important role and make the pT spectrum softer.
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Figure 7.6 – NLO EW correction as function of boson pT. Reproduced from [53].
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Top pT reweighting

A significantly softer top pT spectrum in data compared to various MC predictions has
been observed by many analyses during the LHC Run 1 and Run 2. Since many analyses
rely on a reasonable description of the top pT spectrum in data by MC simulation, the
TOP PAG provides a recipe for the top pT spectrum reweighting. The reweighing function
is based on the parton level results of the top pT spectrum measured in the dilepton and
lepton+jet channel. The mismodelling of data by MC simulation is parametrized by

SF (pT) = e0.0615−0.0005·pT . (7.17)

The event weight will be given as w =
√
SF (t)SF (t̄). Since the top pT reweighting is

based on results from the dilepton channel, this method is validated up to pT (t) < 800 GeV.
In our case, we have applied the top pT reweighting on tt̄ MC simulation without any pT
restriction. As discussed later, an additional validation will be performed for the high pT
region.

7.5 Summary of event and physics objects selection
Events are considered for the measurement of differential cross section of W and Z boson
if they pass the following cuts:

• At least one of the single AK8 jets trigger fired and leading jet pT is above the offline
threshold.

• The presence of loose muon or electron reconstructed in the tracker region is imposed
as event veto to suppress the contribution from tt̄ and single-t production. The
leptonic decay of W and Z bosons is also eliminated.

• Events are rejected if PF+PUPPI pmiss
T > 150GeV. Such large value of pmiss

T indicate
the presence of neutrinos in the event.

The leading and subleading jets reconstructed in the tracker region |η| < 2.4 are considered
as candidates for jets originating from the hadronic decay of W or Z bosons, if their
transverse momenta are larger than 500 GeV.

Figure 7.7 shows jet quantities like jet pT, η, φ, and soft drop jet mass. All relevant
corrections to MC simulations are applied. A reasonable agreement between data and MC
simulations is found. The soft drop jet mass distribution shown in Figure 7.7 (4th row)
exhibits a peak structure for MC simulations of various processes around ∼ 80 GeV as
they contain hadronically decaying W bosons. Because of the dominant contribution from
QCD multijet production, no peak structure is observed in data yet.

The identification of jets coming from the hadronic decay of W and Z boson will utilize
the information about the jet structure. Figure 7.8 shows the following jet substructure
variable: N1

2 , τ2/τ1, and ρ defined as 2 log(mSD/pT). Noticeable difference in the compari-
son of MC simulation to data is visible for various years of data-taking periods. Despite of
performing the measurement in the high pT region, the impact of modelling the underlying
physics encoded in the UE tune is observed. The jet substructure variables are sensitive
to modelling of PS. The MC simulations compared with data from 2016 use CUETP8M1
tune based on the Monash [134] tune, while the samples for 2017 and 2018 utilize CP5
tune.
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Figure 7.7 – Distributions of the jet pT (upper), η (2nd row), φ (3rd row), and soft
drop jet mass (4th row) in data and MC simulations for 2016 (left), 2017 (middle),
and 2018 (right) data-taking periods.
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Figure 7.8 – Distributions of the jet substracture variables, namely N1
2 (upper),

τ2/τ1 (2nd row), jet ρ (3rd row) in data and MC simulations for 2016 (left), 2017
(middle), and 2018 (right) data-taking periods.





8
Vector boson identification

In order to identify jets originating from the hadronic decay of W and Z bosons, the soft
drop jet mass and jet substructure variables are explored. For this purpose the tagger
based on two-prong substructure information will be constructed. The main objective of
this tagger is to preserve the steeply falling soft drop jet mass distribution of the dominant
background process, the QCD multijet production. Such properties of the tagger are
achieved by the mass decorrelation approach. The construction is based fully on MC
simulation, therefore its validation is needed. The commissioning of the custom tagger
will be done in the single muon + jet topology. As discussed in Subsection 2.3.1, using
only τ21 or N1

2 would introduce the mass sculpting.

8.1 Construction of mass decorrelated tagger

As the QCD multijet production is the dominant background process with much higher
cross-sections than the associated vector boson production with jets, the presented mea-
surement can be seen like a search for a bump in the jet mass distribution. In contrast to
searches, where the mass of a new hypothetical heavy resonances is unknown, in our case
the peak structure is expected to be around actual masses of W and Z bosons.

As main variables for vector boson tagging, N1
2 and soft drop jet mass will be used.

In contrast to τ21, the definition of N1
2 is axis free. It makes this two-prong variable

more stable against the soft drop jet mass and transverse momentum. Hence, it is more
suitable for a mass decorrelated tagger. In this work, the tagger is based on N1

2 and the
mass decorrelation is gained from the fixed efficiency regression (cf Subsection 2.3.1) in
2D phase-space. The decorrelation is done against the jet transverse momenta pT and jet
ρ. The jet ρ is a dimensionless variable defined as

ρ = 2 log (mSD/pT) . (8.1)

Here mSD stands for the soft drop jet mass. Since the jet mass scales with pT for QCD
jets, a decorrelation of a given substructure variable against pT and ρ is a well-bounded
procedure. The decorrelation is performed for fixed QCD multijet efficiency. In our
particular case, εQCD = 15% is chosen as a working point. It means that only 15% of
QCD multijet events in a given bin of phase-space will pass V tagging selection according
to the MC simulation. This procedure results in a 2D distribution in the phase-space of
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Figure 8.1 – 2D decorrelation maps as a function of jet pT and ρ for V tagging
with the working point εQCD = 15%.

the jet pT and ρ. For a given point of this phase-space N1
2

(
pT, ρ; εQCD = 15%

)
is known

as is demonstrated in Figure 8.1.

Finally, the tagger is constructed as

N1,DDT
2 (pT, ρ) = N1

2 −N1
2

(
pT, ρ; εQCD = 15%

)
. (8.2)

Only jets with N1,DDT
2 (pT, ρ) < 0 are considered as V−tagged jets, that means as jets

possibly originating from the hadronic decay of W and Z bosons.

Furthermore, the cut on jet ρ is imposed and jets are required to have ρ in a range from
-6.2 to -1.9 . The lower boundary corresponds to the non-perturbative regime of the soft
drop jet mass calculation, while the upper boundary is related to the so-called finite cone-
size effects. According to Eq. 2.5, the opening angle between quarks from the W boson
decay is equal to 0.8, only if the transverse momentum of boson is at least 200GeV. This
condition is equivalent with ρ ≈ −1.83. A lower transverse momentum of the boson will
result in a larger opening angle and the decay products will be no longer reconstructed as
one jet with the radius R = 0.8.
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Figure 8.2 – Comparison of soft drop jet mass distribution for QCD multijets
events in pass and fail region after applying V tagging.

8.1.1 Closure test

The construction of the mass decorrelated tagger relies fully on MC simulation of QCD
multijet production. As a closure test of the construction, the tagger is applied to the
jets from this MC simulation. Figure 8.2 shows the comparison of the soft drop jet mass
distribution for the pass

(
N1,DDT

2 (pT, ρ) < 0
)

and fail
(
N1,DDT

2 (pT, ρ) > 0
)

region for
four various pT bins. The measured distribution are normalized to unity. As is shown, the
shapes of the distribution in the pass and fail region agree and no artificial peak structure
is observed.

8.2 Commissioning of the tagger

The construction of the mass decorrelated tagger relies only on MC simulation. The
observed discrepancy of modelling the jet substructure shown in Figure 7.8 could possible
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bias the measurement.

8.2.1 Methodology

In order to validate the tagger, its performance needs to be measured in a region enriched
by hadronically decaying W bosons. Furthermore the phase-space used for the tagger
performance study needs to be orthogonal to the phase-space where the cross-sections of
hadronically decaying W and Z bosons is measured.

This can be achieved by utilizing a topology containing semileptonic decays of a tt̄ system.
There are several reasons for using this topology. First, at LHC energies a good number
of tt̄ events are produced. In addition, the complex topology leads to a relatively low
background contamination. The signature of this topology is a lepton, a neutrino measured
as ~pmiss

T , two AK4 b jets, and one AK8 jet. A schematic sketch of this topology is shown
in Figure 8.3.

t

νν

l+

W 
+

b

tW 
–

b

q

q'

Figure 8.3 – Sketch of semileptonic decay of tt̄ events.

The tag-and-probe method is utilized for the measurement of the V tagging efficiency.
More precisely said, in this topology only the W tagging efficiency is probed. Nevertheless,
no significant difference is believed to be expected for W and Z tagging efficiency, since
both bosons create jets with very similar properties. The leptonic decay of the W is used
as a tag, while the AK8 jets possibly coming from the hadronic decay of W bosons are
considered as a probe for the examination of the custom tagger.

8.2.2 Event topology and selection

The measurement is performed with the SingleMuon datasets listed in Table 7.1. Events
are collected by a dedicated high pT muon trigger, so-called HLT_Mu50 trigger, and are
considered for further processing if they fullfill the following selection criteria:

• Exactly one muon with pT > 53 GeV passing tight ID selection.
• Events are rejected if they contain additional leptons passing the loose ID selection.
• pmiss

T needs to be larger than 40 GeV.
• The presence of at least one b jet with pT > 30 GeV and |η| < 2.4 is required.
• AK8 PF+PUPPI jet with the highest pT is considered as a candidate for W tagging.

The only condition imposed on the jet is a cut on |η| < 2.4.

W bosons decaying leptonically are reconstructed from the selected muon and ~pmiss
T . In

order to reach the boosted topology, the reconstructed W bosons are required to have
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pT > 200 GeV. Furthermore, the following criteria related to the angular separation of
the reconstructed objects are required:

• ∆R (lepton,AK8 jet) > π/2,
• ∆φ

(
~pmiss

T ,AK8 jet
)
> 2,

• ∆φ (leptonic W,AK8 jet) > 2.

After the event and physics object selection, the corresponding scale factors are applied
to the MC simulations. As discussed in the previous chapter, the b tagging efficiency as
well as the mistagging rate of c and light-flavour jets for our phase-space has to be known
for applying b tagging SF. The measurement of flavour tagging efficiency is done in bins
of jet pT and |η| as shown in Figure 8.4. The binning scheme follows the same binning
as the provided scale factor. The medium working point of b tagging corresponds to 1%
mistagging rate of light-flavour jet as defined by BTV POG. A similar mistagging rate is
also observed in our topology as shown in Figure 8.4(right).
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Figure 8.4 – Measured b−tagging efficiency(left), c−(middle) and udsg−(right)
mistagging rate for 2018 data as a function of jet pT and |η|.

Variables related to the jets are shown in Figure 8.5. A fairly good agreement between data
and MC simulation is found. In contrast to the QCD multijet topology, where an enriched
sample of gluon jets is being expected, jets in tt̄ events are most likely initiated by quarks.
Thus a better modelling of jet substructure variables is observed. As previously discussed,
a different UE tune was used for the 2016 MC simulation (CUETP8M1) and 2017, 2018
MC simulation (CP5). The distributions for 2016 data exhibit very good agreement with
the MC simulation, while some discrepancies are observed for 2017 and 2018 data.

Figure 8.6 shows the distribution of the soft drop jet mass after physics objects selection
and applying the custom tagger. The main contribution comes from the signal process,
semileptonic decay of tt̄, as expected. The minor background contributions of the leptonic
decay of tt̄, inclusive sample of single top+W as well as the associated production of
W boson with jets are observed. The peak structure around actual mass of W boson is
observed.

To understand which part of the soft drop jet mass distribution of tt̄ events contain real
W jets and which are just combinatorial background, fake W jets, a matching between
the reconstructed jets and quarks qi from the hadronic decay of W bosons is done. As
the real W jets those for which ∆R (jet, qi) < 0.6 are considered. Moreover, the condition
∆R (jet, b) > 0.6 where b stands for a b quark from top decay, is required to reject fully
merged jets which should be rather considered as top-jet. As illustrated in Figure 8.6(bot-
tom), the soft drop jet mass distribution consists of real W jets and the combinatorial
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Figure 8.5 – Distribution of the reconstructed jet pT (upper), soft drop jet mass
(middle), and substructure variable N1

2 (bottom) for 2016 (left), 2017 (middle), and
2018(right) data.

background. The real W jets follow a Gaussian distribution with a mean value around
actual mass of W boson.

8.2.3 Fitting procedure and extraction of W tagging efficiency

The determination of the W tagging efficiency makes use of the leading large cone size
jets in the events. Firstly, the tagger is applied to these jets and they are grouped into
two categories: pass

(
N1,DDT

2 < 0
)

and fail
(
N1,DDT

2 > 0
)

regions. Then the W tagging
efficiency is extracted by the simultaneous fit of the soft drop jet mass distribution in these
two regions. The fitting is done iteratively in the following three steps.
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Figure 8.6 – Distribution of the reconstructed soft drop jet mass in single-µ +
jet topology after physics objects selection and applying V-tagger for 2016 (left),
2017 (middle), and 2018(right) data. While the contribution of different processes
is shown on the upper panel, the contribution of real W-jets and the combinatorial
background is shown in the bottom panel.

8.2.4 Fits to signal processes

First, the jets in MC simulation for the signal sample are categorized as real and fake W jets
according to the matching criteria described in the previous subsection. The distribution
of the soft drop jet mass distribution of real W-jets is fitted by the double-sided Crystal
ball function defined as

f sig (x) = fDSCB (x) =



AL (BL − z)−n+1 for z < −αL,

e−
z2

2 for − αL ≤ z ≤ αR,

AR (BR − z)−n+1 for z > αR,

(8.3)

where z, Ai, and Bi can be expressed as

z = x−µ
σ ,

Ai =
(

ni
|αi|

)n
exp −|αi|2

2 ,

Bi =
ni
|α| − |αi| .

(8.4)
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While the core of the double-sided Crystal ball function is a Gaussian distribution e−
(x−µ)2

2σ2

with mean µ and width σ, the left and right tails are parametrized by Ai (Bi − z)−n+1

with 4 free parameters. The combinatorial, unmatched or fake W-jets, background shape
in the pass and fail categories is parametrized by

f bkg (x) = fErfExp (x) =
1 + Erf ((x− a) /b)

2
ecx, (8.5)

where a, b, and c are free parameters of the fit and Erf (x) stands for the error function.
As an example, Figure 8.7 shows the fits to the soft drop jet mass distribution for MC
simulation used for 2017 data. The distributions are fairly well described by the fits.
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Figure 8.7 – Fits to the soft drop jet mass distributions for tt̄ sample: matched to
W (right) and background contribution (left) in the pass (upper) and fail (bottom)
categories.

8.2.5 Fits to background processes

Second, the background contribution according to MC simulation is fitted. In our case the
background processes single top+W, W+multijets and diboson productions are consid-
ered. The following fit functions have been found to properly parametrize the background
contributions:

f single-Top+W (x) = fErfExpGaus (x) =
1 + Erf ((x− a) /b)

2
e−

(x−µ)2

2σ2 , (8.6)

f VV (x) = fExpGaus (x) = eaxe−
(x−µ)2

2σ2 , (8.7)
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f W+jets (x) = fErfExp (x) =
1 + Erf ((x− a) /b)

2
ecx (8.8)

with a, b, c, µ, and σ being free parameters of the fits. Figure 8.8 shows the fits to the
background processes (single top, W+jets, VV) for the pass and fail categories.
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Figure 8.8 – Fits to the soft drop jet mass distributions of the background contri-
butions (single top, VV, W+jets) in the pass (left) and fail (right) categories.

8.2.6 Simultaneous fits

The procedure described in the previous two subsections enables us to choose the fit func-
tion to model the soft drop jet mass distribution in the pass and fail categories for various
processes. As already mentioned, the W tagging efficiency in data and MC simulations
is extracted from a simultaneous fit to the distribution in pass and fail regions. The fit
functions are defined as a sum of functions which have been found to be suitable to model
signal and background processes by MC simulations. Formally written, fit functions are
given as
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fPass (x) = NW ε f sig
Pass (x) +N2 f bkg

Pass (x) +N single-Top+W
Pass f single-Top+W

Pass (x)

+N VV
Passf

VV
Pass (x) +N W+jets

Pass f W+jets
Pass (x) ,

(8.9)

fFail (x) = NW (1− ε) f sig
Fail (x) +N3 f bkg

Fail (x) +N single-Top+W
Fail f single-Top+W

Fail (x)

+N VV
Fail f VV

Fail (x) +N W+jets
Fail f W+jets

Fail (x) .

(8.10)

ε stands for the W tagging efficiency and NW is the total number of the real W-jets in the
pass and fail region. These two parameters tie the fit functions for the pass and fail regions.
The total number of combinatorial background in the pass and fail categories is given by
N2 and N3, respectively. The free parameters of fits are the parameters of functions
f sig
Pass (x) , f

bkg
Pass, f

sig
Fail (x), and f bkg

Fail of Eq. 8.3-8.8 together with NW, N2, and N3. The initial
value of these parameters correspond to the value extracted from the individual fits to
the MC simulation and they can float within one standard deviation of the uncertainties
extracted from the individual fits to the MC samples. The shape and normalization of the
minor backgrounds is fixed to the value which are extracted from fits to individual MC
simulations. Simultaneous fits to the soft drop jet mass distribution in the pass and fail
categories for data and MC simulations are shown in Figure 8.9.

8.2.7 W tagging scale factor

Finally, the W tagging scale factor defined as

SF =
ε (Data)
ε (MC)

, (8.11)

can be determined. Here ε (Data) and ε (MC) are the extracted W tagging efficiencies
in data and MC simulation, respectively. In the main analysis, this scale factor will be
applied to the jets in MC simulations and it will correct the difference between measured
W tagging efficiency in data and MC.

8.2.8 Jet mass scale and resolution

Furthermore, the width and mean value of the Gaussian function can be utilized to deter-
mine the jet mass scale and resolution. In particular, the ratio of means of the double-sided
Crystal ball functions fitted to data and MC simulation corresponds to the jet mass scale
correction, while the jet mass resolution is defined as a ratio of the widths of the double-
sided Crystal ball functions.

The extracted parameters for all three years are summarized in Table 8.1. Only the
statistical uncertainties are reported. The W tagging scale factors are close to unity, they
vary from 0.96 to 0.99. The jet mass scale is found to be below unity. The values of the
jet mass resolution which range from 1.001 to 1.093 indicate better mass resolution in the
MC simulation compare to the data.
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Figure 8.9 – Simultaneous fits to the soft drop jet mass distributions in the pass
(left) and fail (right) categories for data (upper) and MC simulation(bottom).

8.2.9 Systematic uncertainties

The derivation of the W tagging scale factor can be sensitive to various effects, that can
have a possible impact on the final results. A detailed study of the systematic uncertainties
is reported in Ref. [135] and a small impact uncertainties related to JES, JER, PU, b
tagging, lepton reconstruction, and ~pmiss

T has been found. The most important ones that
are also examined in our measurement are the following:

MC simulation

The impact of the ME generator was studied. By default, the ME for tt̄ production
is calculated by Powheg. To evaluate the uncertainty, the alternative MC simulation
generated by MadGraph5_aMC@NLO+FxFx matching is used. This also allows us
to estimate the impact of various methods for matching ME with PS. The matching in
MadGraph5_aMC@NLO is performed by the FxFx method, while Powheg uses the
so-called Powheg method.
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YEAR N1,DDT
2 < 0 m/GeV σ/GeV W tagging eff.
Data 83.872 ± 0.268 7.827 ± 0.291 0.549 ± 0.025

2016 Simulation 83.530 ± 0.242 7.817 ± 0.258 0.560 ± 0.023
Data/simulation 1.004 ± 0.004 1.001 ± 0.050 0.980 ± 0.061

Data 82.473 ± 0.470 8.508 ± 0.607 0.573 ± 0.030
2017 Simulation 83.435 ± 0.214 7.923 ± 0.209 0.594 ± 0.015

Data/simulation 0.988 ± 0.006 1.074 ± 0.082 0.964 ± 0.056
Data 82.440 ± 0.282 8.951 ± 0.297 0.553 ± 0.032

2018 Simulation 83.997 ± 0.234 8.189 ± 0.239 0.555 ± 0.030
Data/simulation 0.981 ± 0.004 1.093 ± 0.048 0.997 ± 0.079

Table 8.1 – Summary of the extracted jet mass scale, resolution and W tagging
efficiency as measured in data and MC samples for 2016, 2017, and 2018 datasets
and corresponding data/MC scale factors.

Top pT spectrum

To take into account the discrepancy of the modelling of the top quark pT spectrum, the
measurement was repeated without applying top pT reweighting (cf Subsection 7.4.5) to
MC simulations.

Modelling of the PS

The impact of the modelling of the PS can be evaluated by comparing the results obtained
by using MC simulations with different PS, for example Pythia8 and Herwig++/Her-
wig7. Different modelling of PS and UE tunes can have impact on the modelling of jet
substructure and the performance of the tagger. To evaluate the impact of modelling of
the PS, the measurement was repeated with an MC simulation where the parton shower
is performed by Herwig++/Herwig7.

8.2.10 Results

In summary, the W tagging scale factors together with the jet mass scale and resolution
are listed in Table 8.2 and shown in Figure 8.10. Apart from the statistical uncertainties,
the systematic ones are also reported. Overall, the size of the systematic uncertainties is
similar to the statistical uncertainty. The dominant systematic uncertainty is related to
modelling of PS.

For completeness, let us mention that the scale factor determination was performed in-
clusively in jet pT. The possibility of performing the measurement differentially in bins of
jet pT has been investigated. However such a treatment would be statistically limited. In
addition, in the higher pT region typically starting from pT ≈ 600GeV all decay products
from the top decay are fully merged into one large cone-size and create top-jet.
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Variable YEAR Nominal
value stat. pT-rew. generator PS stat. ± syst.

2016 0.98 0.06 0.001 0.01 0.07 0.06 ± 0.07
W tag. SF 2017 0.96 0.05 0.008 0.05 0.05 0.05 ± 0.07

2018 0.99 0.07 0.02 0.03 0.004 0.07 ± 0.04
2016 1.004 0.004 0.001 0.002 0.012 0.004 ± 0.012

JMS 2017 0.988 0.006 0.001 0.004 0.013 0.006 ± 0.013
2018 0.981 0.004 0.001 0.002 0.011 0.004 ± 0.011
2016 1.001 0.050 0.001 0.02 0.06 0.05 ± 0.06

JMR 2017 1.074 0.082 0.007 0.02 0.10 0.08 ± 0.11
2018 1.093 0.048 0.005 0.007 0.04 0.05 ± 0.05

Table 8.2 – Summary of the extracted data/MC scale factors for jet mass scale,
resolution, and W tagging efficiency measured for 2016, 2017, and 2018 dataset with
corresponding systematics uncertainties.
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Figure 8.10 – The distribution of soft drop jet mass distribution for 300 < pT <
1200 in the pass (left) and fail (right) region for 2016(upper row), 2017(2nd row),
and 2018(3rd row) data. Results of the fits to data and simulation are shown by the
blue and red lines, respectively. The components of the fit function for background
modelling is shown by the dotted line.



9
Physics processes modelling and
estimation

In the following section, the modelling of physics processes relevant for the measurement
of the cross section of hadronically decaying W and Z bosons will be discussed. Apart
from the signal process, the boosted W bosons can also originate from the decay of top
quark or from associated production with the single t. This contribution is treated as an
irreducible background. The validation of the MC simulation in enriched tt̄ topology is
essential for the proper subtraction from the measurement. Finally, a data driven method
for the estimation of QCD multijet contribution will be introduced. This method utilizes
the signal depleted region to predict the shape of the QCD contribution.

9.1 Modelling of tt̄ +jets background

The subtraction of the contribution related to tt̄ + jets production relies fully on MC
simulation. In Subsection 7.4.5, a dedicated correction acting on the modelling of the
top quark pT was discussed. As already stated, this reweighting procedure is derived
from the results of the measurement of the tt̄ cross section in the dilepton and lepton+jet
channel and is valid up to 800 GeV. Here, the extension of this procedure to higher
pT region will be tested. Similarly to the determination of V tagging scale factors, the
measurement explores the single muon + jet topology that is enriched by tt̄ events to
refine the reweighting procedure.

9.1.1 Event topology and selection

This study is performed with the SingleMuon datasets and MC simulations listed in
Table 7.1 and 7.2, respectively. Only events collected by unprescaled HLT_Mu50 trigger
are further analysed. In contrast to the determination of the V tagging scale factor,
looser selection criteria are applied to increase the statistics in the higher pT regions. The
events are required to contain at least one muon with pT > 53 GeV within the tracker
acceptance. The presence of an additional electron works as event veto. The final state of
this topology consists of two b-jets. Thus, at least one b jet reconstructed in the tracker
region with pT > 30 GeV is required. The b tagging is done by the DeepCSV tagger
and a jet is considered as b-tagged if passing the medium working point. Finally, only
AK8 PF+PUPPI jets with pT > 500 GeV in the tracker region are further considered.
The jet is required to be in a back-to-back configuration with the leading muon, i.e.
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∆φ (µ, jet) > 2. Following the POG recommendations, all corresponding scale factors are
applied to the MC simulation. Figure 9.1 shows control distributions of the basic physics
objects kinematics like muon pT, η, and jet pT. Looser selection criteria accompany
better statistical precisions. On the other hand, more background processes passed these
cuts. The contribution from QCD multijets, Z(l l)+jets, W(lν)+jets, and single top+W
production is observed in Figure 9.1, but the main contribution is related to the signal
process - the semileptonic decay of tt̄ + jets production.
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Figure 9.1 – Distributions of the reconstructed muon pT, η and jet pT in single-
muon + jet topology after applying selection criteria for 2016 (upper row), 2017
(2nd row), and 2018 (3rd row) data.

The leading large cone-size jets are used to derive the scale factor for tt̄ normalization.
Applying the vector boson tagger the jets are grouped into pass (N1,DDT

2 < 0) and fail
(N1,DDT

2 > 0) categories. In the ideal case, the data yield is equal to the MC prediction.
Formally written as
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#data = #MC (tt̄) + #MC
(
SMbkgrd

)
, (9.1)

where #data is the observed data yield, #MC (tt̄) is the predicted contribution from tt̄
production and #MC

(
SMbkgrd) stands for the expected background contributions coming

from SM.
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Figure 9.2 – Distributions of soft drop jet mass in single muon + jet topology after
applying looser selection criteria. Left: inclusive in N1,DDT

2 ; Middle: N1,DDT
2 < 0;

Right: N1,DDT
2 > 0.

Since the dominant contribution is from tt̄ production, a possible discrepancy between
data and MC simulation will be interpreted as a mismodelling of tt̄ normalization. A
possible pT dependence is studied in four pT-bins. For each category, the scale factor for
tt̄ normalization is derived as

SF t̄t
norm =

#data− #MC
(
SMbkgrd)

#MC (tt̄)
. (9.2)
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The event yield is counted in the mass window in range from 40 to 200 GeV. The soft
drop jet mass distributions are shown in Figure 9.2 inclusively in pT for three categories:
inclusive distribution forN1,DDT

2 as well as for the pass (N1,DDT
2 < 0) and fail (N1,DDT

2 > 0)
regions.

9.1.2 Summary

The determined scale factors are summarized in Table 9.1 and the statistical uncertainties
are reported. The scale factors exhibit a weak pT dependence. A larger difference between
the data and MC simulations is observed for higher pT region, however this region is also
limited by the statistical precision. In order to have better handle on the pT dependence,
the linear fit to the scale factors is performed. The nominal value of the fit function in a
given bin is then used as scale factor for tt̄ normalization.

YEAR pT-range / GeV Pass region Fail region
500 - 1200 0.89 ± 0.07 (stat) 0.86 ± 0.03 (stat)
500 - 575 0.94 ± 0.10 (stat) 0.90 ± 0.05 (stat)

2016 575 - 650 0.88 ± 0.16 (stat) 0.89 ± 0.06 (stat)
650 - 800 0.73 ± 0.13 (stat) 0.80 ± 0.07 (stat)
800 - 1200 0.97 ± 0.31 (stat) 0.62 ± 0.13 (stat)
500 - 1200 0.95 ± 0.06 (stat) 0.96 ± 0.03 (stat)
500 - 575 0.96 ± 0.09 (stat) 0.93 ± 0.05 (stat)

2017 575 - 650 0.94 ± 0.11 (stat) 0.97 ± 0.06 (stat)
650 - 800 0.88 ± 0.15 (stat) 1.01 ± 0.08 (stat)
800 - 1200 0.82 ± 0.25 (stat) 1.05 ± 0.15 (stat)
500 - 1200 0.93 ± 0.06 (stat) 1.09 ± 0.03 (stat)
500 - 575 0.96 ± 0.08 (stat) 1.09 ± 0.04 (stat)

2018 575 - 650 0.94 ± 0.11 (stat) 1.11 ± 0.07 (stat)
650 - 800 0.87 ± 0.13 (stat) 1.06 ± 0.07 (stat)
800 - 1200 0.73 ± 0.21 (stat) 1.11 ± 0.13 (stat)

Table 9.1 – Summary of the extracted scale factors for tt̄ in the pass and fail region
measured for 2016, 2017, and 2018 datasets.

9.2 Modelling of V+jets process
The sample of jets in MC simulation of signal processes is a mixture of jets coming from
the hadronic decay of W and Z bosons and jets initiated by quarks and gluons. Those
jets are produced as a recoil object against the vector boson to balance the system in
the transverse plane. Thus, the jets are further categorized by imposing a ∆R matching
requirement. The jets for which ∆R between them and the generated vector boson is
smaller than 0.4 (half of jet cone size) are labelled as V-matched and grouped in the first
category. The other group contains non-V-matched jets. In case that more than one jet in
an event is found to be V-matched, then only the jet with lower ∆R is kept as V-matched.
This condition guarantees the presence of at most one V-matched jet at the reconstructed
level. As an example of this procedure in Figure 9.4 the soft drop jet mass distributions for
V-tagged and non-V-tagged jets are shown. The V-matched jets have a clear peak around
the actual mass of the W and Z bosons, while the soft drop jet mass for non-V-matched
jets is a falling distribution without any peak structure. Only V-matched jets will be
used to construct the MC template in order to extract the cross section from data. The
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Figure 9.3 – Linear fits to the measured scale factors for tt̄ in pass (upper row)
and fail region (bottom row) measured for 2016, 2017, and 2018 datasets.

contribution from non-V-matched jets will be included into the fit of the QCD multijet
contribution.

9.3 Estimation of QCD multijet contribution

9.3.1 Methodology

Because of the very large cross-section, the QCD multijet is the dominant background
contribution. In contrast to the irreducible background, the subtraction of this background
processes will rely on a data driven method. Its objective is to predict the shape and the
event yield from the signal depleted region. From a wide variety of data driven methods,
the alphabet method with a 2D transfer function is most suitable for the measurement. It
makes use of the control and side band regions to predict the contribution of QCD multijet
in the signal region. The control region, called the pass region, is obtained by inverting
the V tagging condition. It means all jets for which N1,DDT

2 > 0 make up this region.
It is expected that the main contribution in this region is from QCD multijet processes.
Since the V-tagger is mass decorrelated, the shape of soft drop jet mass distribution in the
fail and pass region should agree. A possible difference is then mimicked by the transfer
function. A schematic sketch of background subtraction is shown in Figure 9.5.

In the fail region, the distribution of the soft drop jet mass does not rely on the MC
simulation, but is predicted by the data driven technique. The QCD multijet contribution
in given mSD and pT bins is defined as

QCDfail (mSD,pT) = Datafail (mSD,pT)−MCfail
signal (mSD,pT) , (9.3)
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Figure 9.4 – The composition of soft drop jet mass distribution for signal MC
simulation.

where Datafail (mSD,pT) is the observed data yield, and MCfail
signal (mSD,pT) is the pre-

dicted yield for the contribution coming from MC simulation of the signal processes and
tt̄ production in these given bins. Then, the QCD multijet contribution in the signal
region can be predicted as

QCDpass (mSD,pT) = QCDfail (mSD,pT) · TF (mSD,pT) , (9.4)

where TF (mSD,pT) stands for a 2D transfer function. In the ideal case when MC simula-
tions are perfect TF (mSD,pT) is the constant function equal to α = εpass(QCD)/εfail(QCD).
Since we tuned the V-tagger to have constant background rejection (85%) and accept only
15% of QCD multijet, we should expect α = 0.15/0.85 = 0.1765. The difference in mod-
elling of jet pT, soft drop jet mass, and N1,DDT

2 results in a non-constant transfer function.

9.3.2 Transfer function

The 2D transfer function depending on the jet pT and dimensionless scaling variables ρ is
defined by Bernstein polynomials. The n+ 1 Bernstein basis polynomials of degree n are
defined as

bν,n (x) =

(
n

ν

)
xν (1− x)n−ν , (9.5)

for ν = 0, . . . ,n, and
(
n
ν

)
is a binomial coefficient. As example, b1,2 (x) =

(
2
1

)
x1(1−x)2−1 =

2!
1!(2−1)!x(1 − x) = 2x(1 − x). The Bernstein basis polynomials of degree n form a basis
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Figure 9.5 – Sketch of background subtraction.

for the vector space of polynomials of degree of at most n with real coefficients. Formally
written, a Bernstein polynomial of degree n is defined as a linear combination of Bernstein
basis polynomials

Bn (x) =

n∑
ν=0

βνbν,n (x) =

n∑
ν=0

βν

(
n

ν

)
xν (1− x)n−ν , (9.6)

where βν are real coefficients, usually called as Bernstein or Bézier coefficients [136, 137].

Then we can define the transfer function as

TF (pT,ρ) = α

nρ∑
i=0

npT∑
j=0

Bi (ρ)Bj (pT) = α

nρ∑
i=0

npT∑
j=0

βiβjbi,nρ (ρ) bj,npT
(pT) . (9.7)

In addition, let define real numbers aij = βiβj with condition a00 = 1. With this condition,
the transfer function reads

TF (pT,ρ) = α

nρ∑
i=0

npT∑
j=0

aijbi,nρ (ρ) bj,npT
(pT) , (9.8)

where α is a free parameter. In case, that data will prefer the constant transfer function
TF (pT,ρ), then the free parameter of the transfer function will be only α. The main
advantage of the Bernstein polynomials is the fact that the fitted parameters aij will have
a value of similar order of magnitude. Since the Bernstein polynomials are restricted to
the interval 〈0,1〉, we need to perform a linear transformation 1 of jet pT and ρ in the
〈0,1〉 interval, when we want to evaluate the transfer function. The implementation of this
procedure is done within the Combine tool [138] and the distribution of soft drop jet mass
for QCD multijet is stored in RooParametricHist [139]. The transfer function ties the pass
and fail regions. The QCD yield is determined when performing a maximum likelihood
fit to data to determine the signal contribution. Its initial value is given by Eq. 9.3 and is
freely floating in the fit.

1. Let x ∈ 〈xmin, xmax〉 where xmin < xmax, then the linear transformation in the 〈0,1〉 interval is
given by (x− xmin)/(xmax − xmin).
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9.3.3 Likelihood function

The parameters of interest are determined by means of a maximum likelihood fit to the
differential distribution of the soft drop jet mass in bins of jet pT for the pass and fail
regions, where systematic uncertainties are treated as nuisance parameters. The expected
number of events νi in the ith bin can be written as

νi =
∑
k

ski

(
σk,~λ

)
+
∑
j

bi,j

(
ωj , ~λ

)
, (9.9)

where ski is the expected number of signal events from the kth generator level bin, and
depends on the cross section σk of this bin, and the nuisance parameters ~λ. The bi,j is
the amount of expected events coming from the background process j and depends on the
nuisance parameters and on the background normalization parameters ωj . The number
of signal events can be related as

sk = εkAkLσk, (9.10)

where εk is the reconstruction and V tagging efficiency, A stands for the acceptance, and
L is the integrated luminosity. The acceptance Ak is defined as the fraction of V-tagged
jets in the kth generator level bin, that enter the measured phase space. The Ak and εk

are determined from the signal MC simulation and in the maximum likelihood fit they
can vary according to the parameters ~λ. In order to construct the likelihood function, the
observed number of events in each bin of any observable is assumed to follow a Poisson
distribution, i.e. Poisson (x|y) = yxe−y

x! . Then the likelihood function is written as a
product of two likelihood functions, one for the pass region and the other one for the fail
region. In our particular case the likelihood function is written as

L
(
data|~r,~λ,~ω

)
=

∏
i,j

e−νPass,i,jν
nPass,i,j
Pass,i,j

nPass,i,j !

∏
i,j

e−νFail,i,jν
nFail,i,j
Fail,i,j

nFail,i,j !

∏
m

πm (λm)
∏
n

πn (ωn) ,

(9.11)

where nPass,i,j and nFail,i,j are the observed number of events in the ith bins of the soft
drop jet mass distribution and in the jth bins of the jet pT distribution for the pass and fail
regions, respectively. The πm (λm) and πn (ωn) are the Gaussian priors for the nuisance
and normalization parameters, respectively. The width of the Gaussian prior is equal to
the size of the input uncertainty. The parameters of interest in our measurement are the
signal strength parameters defined as

ri =
σMeas
i

σPred
i

, (9.12)

where σMeas
i stands for the measured cross section, while the predicted cross section given

by MC prediction is represented by σPred
i . The likelihood function L is maximized (in

practice, we minimize −2 lnL) with respect to the ~r,~λ, and ~ω. This allows to constrain
systematic uncertainties in the fit and reduce the resulting uncertainty in ~r. Then the
measured cross section in the ith bin is reported as σMeas

i = ri · σPred
i .
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9.3.4 Polynomial order of transfer function

In the previous two subsections, the parametrization of the transfer function and construc-
tion of the likelihood function was discussed in general. With the likelihood function at
hand, the remaining open question about the order of the polynomials for the background
subtraction can be solved. The number of parameters of the function is decided through
a Fisher’s F-test [140]. The F-test is a statistical test in which the test statistic has an
F-distribution [141] under the null hypothesis. For two given probability distribution func-
tions (pdf), pdf1 and pdf2, let pdf1 be ”nested” within pdf2. Moreover, pdf2 must have
N + 1 free parameters of the fit, while pdf1 has N free parameters of the fit. Hence it is
obvious, that ndf1 > ndf2, where ndf is the number of degrees of freedom for pdf1 and
pdf2, respectively. In addition, pdf2 can always fit the data at least as well as pdf1. The
F-test determines, whether the pdf2 gives a significantly better description or not and is
calculated as

F =

χ2
1−χ2

2
ndf1−ndf2

χ2
2

ndf2

. (9.13)

The function F follows an F-distribution [141] with (ndf1 − ndf2, ndf2) degrees of freedom.
As null hypothesis, it is considered that pdf2 does not provide a significantly better fit than
pdf1. Then the null hypothesis is rejected if F calculated from the data is greater than the
critical value of the F-distribution for a false-rejection probability, commonly p-value <
0.05 is used. Since in case of maximum-likelihood fit, we cannot use χ2 as goodness-of-fit,
in Ref. [142], the saturated model goodness-of-fit was introduced and the following relation
has been found:

χ2 = −2 lnλ, (9.14)

where λ stands for

λ =
∏
i

exp
(
(di − fi)

2 /2σ2i

)
. (9.15)

Here di ± σi is the data with ±1 standard deviation measured in the ith bin, and fi is the
model prediction for the ith bin. This relation allows us to use Eq. 9.13 for the maximum-
likelihood fit. The saturated model goodness-of-fit will be also used to test the quality of
fits.

In the following, as example of this method, the polynomial order of the transfer function
for 2017 data will be discussed in greater detail. As default parametrization of the transfer
function, a linear dependence on ρ, and pT, i.e. (nρ = 1, npT = 1), is assumed. Alternative
parametrizations have at least one more parameter than the default one. It means, the
model with (nρ = 2, npT = 1), (nρ = 1, npT = 2), and (nρ = 2, npT = 2) have been tested
against the default parametrization. Data have been fitted by all these four functions to
calculate the observed value of the F-distribution. Then the best fits by the alternative
models are used to generate pseudo-experiment background distributions. These toy data
are utilzed to perform the F-test. The red line in Figures 9.6, 9.7, and 9.8 stands for the
expected F-distribution with the corresponding degrees of freedom. One can see that the
F-test measured with the pseudo-data follow the theoretical expectations.
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In case of 2017 data, the calculated p-value for the F-test with (nρ = 2, npT = 2) and (nρ =
2, npT = 1) is smaller than 5% as shown in Figure 9.6. As new default parametrization,
the transfer function with (nρ = 2, npT = 1) is choosen because of the larger value of
the observed F. As shown in Figure 9.7, 9.8, and 9.9, the F-test was repeated until the
parametrization with n+1 parameters does not significantly fit better (p-value < 5%) the
toy data than the default parametrization with n parameters. The general strategy was
always following: for default parametrization (nρ = X,npT = Y ), the alternative models
with one extra parameter, i.e. (nρ = X + 1, npT = Y ) and (nρ = X,npT = Y + 1), are
examined. It enables to systematically proceed and test alternative models with more
parameters.

The F-tests had to be performed for each year separately. According to the results from the
F-tests, the parametrization of the transfer function with (nρ = 2, npT = 1) is preferred
for 2016, (nρ = 5, npT = 2) for 2017, and (nρ = 4, npT = 2) for 2018. The possible
explanation of different polynomial order of the transfern fuction for 2016 in contrast to
2017 and 2018 can be related to the choice of UE tune for MC simulations. It was observed
that CUETP8M1 tune used for 2016 MC simulation describes data better than newer CP5
tune.
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Figure 9.6 – F-test for 2017 data, where the default parametrization (nρ = 1, npT =
1) of transfer function is tested against (nρ = 1, npT = 2) (left), (nρ = 2, npT = 1)
(middle), and (nρ = 2, npT = 2)(right).
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Figure 9.7 – F-test for 2017 data, where the default parametrization (nρ = 2, npT =
2) of transfer function is tested against (nρ = 3, npT = 2) (left), and (nρ = 2, npT = 3)
(middle). F-test for (nρ = 3, npT = 2) against (nρ = 3, npT = 3) is shown on the
right.
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Figure 9.8 – F-test for 2017 data for (nρ = 3, npT = 2) against (nρ = 4, npT = 2)
(left), (nρ = 4, npT = 2) against (nρ = 4, npT = 3) (middle), and (nρ = 4, npT = 2)
against (nρ = 5, npT = 2) (right).
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Figure 9.9 – F-test for 2017 data for (nρ = 5, npT = 2) against (nρ = 5, npT = 3)
(left), and (nρ = 6, npT = 2) (right).

9.3.5 Fit validation

Several tests have been performed to understand the impact of the choice of the parametri-
sation and the QCD multijet subtraction method on the measurement. The aim of these
checks is to evaluate a possible bias arising from the parametrization of the QCD multijet.
All these tests need to be performed for each dataset separately.

9.3.5.1 Closure test

First, the closure test of the fitting procedure was examined. Pseudo-experiment data
have been generated with known injected signal strength. Each toy data can be expressed
as

toy data = µ · S +B, (9.16)

where S and B are the signal and background models, respectively. The signal strength is
µ. For an unbiased measurement, by performing a fit to the pseudo-experiment data the
extracted signal strength (µ̂ ± σ̂) should be equal to the injected signal strength within
the uncertainties. This can be quantified by the pull defined as

pull =
µ̂− µ

σ̂
. (9.17)
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The pull is expected to follow a Gaussian distribution with mean µ′ = 0 and width σ′ = 1.
In our case, the closure test of the fitting procedure was performed for three scenarios.
The first one is background only measurement corresponding to µ = 0. Two other tests
have been performed for µ = 1 and µ = 2.

Figure 9.10, 9.11, and 9.12 show the results on the closure test of the fitting procedure.
The pulls follow the Gaussian distribution with µ′ ≈ 0 and σ′ ≈ 1. The results indicate
no statistically significant bias on the extracted parameters from the fits related to the
background subtraction.
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Figure 9.10 – The validation of background subtraction method by the bias test
for 2016 data. The measured pulls for three scenario of the injected signal strength:
µ = 0 (left), µ = 1 (middle), and µ = 2 (right).
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Figure 9.11 – The validation of background subtraction method by the bias test
for 2017 data. The measured pulls for three scenario of the injected signal strength:
µ = 0 (left), µ = 1 (middle), and µ = 2 (right).

9.3.5.2 Alternative polynomial basis for fit parametrization

In addition, the bias test related to the choice of the family of functions to parametrize
the transfer function was investigated. The motivation for the Bernstein polynomials as
a default parametrization of the transfer function is rather practical. Since the fitted
parameters have a value of similar order of magnitude, the best fit function is being
typically found faster. The alternative family of functions to parametrize the transfer
function should lead to the same results. Namely, the monomial polynomials and the
exponential function with Bernstein polynomials have been considered as an alternative
function. The general prescriptions of the transfer function in these basis are the following:
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Figure 9.12 – The validation of background subtraction method by the bias test
for 2018 data. The measured pulls for three scenario of the injected signal strength:
µ = 0 (left), µ = 1 (middle), and µ = 2 (right).

TF (pT,ρ) = α

nρ∑
i=0

npT∑
j=0

aijρ
ipjT, (9.18)

TF (pT,ρ) = α

nρ∑
i=0

npT∑
j=0

exp
(
aijbi,nρ (ρ) bj,npT

(pT)
)
. (9.19)

The main idea behind this test is to estimate possible bias arising from using a different
family of functions. This study requires to repeat the F-test for the alternative family of
functions and then to generate pseudo-experiment data by this transfer function and after-
ward use the default transfer function to fit them. If the measurement is independent from
the choice of the transfer function, the extracted signal strength from pseudo-experiments
are equal to the injected one.

As an example of this study, the results for 2018 data sets are shown. Similarly to the
closure test of the fitting procedure, three scenarios has been considered. Namely back-
ground only (µ=0) and the scenario with the injected signal strength µ=1 and µ=2.
Figure 9.13 shows the results for the case, when the pseudo-experiment data are gener-
ated by the transfer function parametrized by the exponential function with the Bernstein
polynomials and Figure 9.14 shows the pseudo-experiment data generated by the mono-
mial function. The possible bias of order of 0.1σ and 0.2σ is seen in the first case for the
injected signal strength µ = 1 and µ = 2, respectively. No significant bias is observed
in latter case as shown in Figure 9.14. As the bias seems to be negligible, no additional
uncertainty was assigned. Similar conclusions is true also 2016 and 2017 data sets.
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Figure 9.13 – The bias test for 2018 data. The pseudo-experiment data are gen-
erated by the transfer function parametrized by the exponential function with the
Bernstein polynomials and afterwards fitted by the default transfer function. The
measured pulls for three scenario of the injected signal strength: µ = 0 (left), µ = 1
(middle), and µ = 2 (right).
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Figure 9.14 – The bias test for 2018 data. The pseudo-experiment data are gener-
ated by the transfer function parametrized by the monomial polynomials and after-
wards fitted by the default transfer function. The measured pulls for three scenario
of the injected signal strength: µ = 0 (left), µ = 1 (middle), and µ = 2 (right).



10
Measurement

The measurement of the cross section of W and Z bosons in the hadronic final state is
presented in this chapter. The summary of systematic uncertainties is given and their
impact on the measurement are discussed. First, the results from the measurement at
the detector level are presented. An additional study has been performed to investigate
compatibility of results obtained from a subpart of the full Run 2 datasets. As detector
effects like the finite momentum resolution and reconstruction inefficiencies have an im-
pact on observables, data unfolding is necessary for a proper comparison with theoretical
predictions. The unfolding procedure removes a bias caused by the detector effects and
corrects for detector inefficiencies and acceptance. In the last part of the chapter, the
likelihood-based unfolding is applied to the measurement. Finally, the unfolded results
are compared with the theoretical predictions.

10.1 Systematic uncertainties
In following subsections, all systematic uncertainties which could be relevant for the pre-
sented measurement are discussed. The ones which will be found to be relevant for the mea-
surement are then included as nuisance parameters into the likelihood function (Eq. 9.11).
There are essentially two types of systematic uncertainties. The first category of system-
atic uncertainties affect the overall rate of a given physics process. A typical example
of this kind of systematic uncertainties is the uncertainty related to the luminosity. The
other group of systematic uncertainties have a shape-changing impact. As it will be shown
in next subsections, examples of this kind of the uncertainties are the jet mass scale and
resolution as they change the shape of measured distribution.

10.1.1 Jet mass scale and resolution & V tagging scale factor

In order to mitigate the measured disagreement in the jet mass scale and resolution be-
tween data and MC simulation, the soft drop jet mass in the simulated events needs to
be scaled and smeared by JMS and JMR, respectively. By applying JMS and JMR, the
position and the width of the peak in the soft drop jet mass distribution should match
with the data. Independently, JMS and JMR are varied within the total uncertainty and
the impact on the measurement is studied. As one naively expects, by varying JMS within
one standard deviation of the total uncertainties, the mean value of the peak is shifted
to the higher, or lower region of the soft drop jet mass distribution. The width of the
peak is controlled by the JMR and changing of the JMR will lead to a wider or narrower
peak. As an example, Figure 10.1 shows the distribution of the soft drop jet mass in MC
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simulation. The distributions of the soft drop jet mass in the pass region are shown for
different up/down variation of JMS and JMR in 3 different pT bins. As discussed and now
demonstrated, these variations have an impact on the shape of the measured distributions.

Different V tagging performance in data and MC simulation are mimicked by the V tag-
ging scale factor. This factor acts as an additional event weight and changes the overall
normalization of the distribution.

In order to perform a combination of RunII data sets, a proper treatment of the correlation
of uncertainties is needed. The statistical uncertainty for JMS, JMR, and V tagging
efficiency are treated as uncorrelated (0%) across the years as the datasets are statistically
independent. The systematic uncertainty for JMS, JMR, and V tagging efficiency were
derived by same method, so one can expect that the systematic uncertainties can be fully
(100%) correlated.
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Figure 10.1 – The impact of uncertainties related to the jet mass resolution (upper
row) and the jet mass scale (bottom row) on the shape of the soft drop jet mass
distribution in the pass region for signal MC simulations for 3 different jet pT bins:
575 < pT < 650 GeV, 725 < pT < 800 GeV, and 900 < pT < 1000 GeV.

10.1.2 Jet energy scale and resolution

The uncertainty related to the jet energy scale is centrally provided by the JME POG. A
reduced set of uncertainty sources is used. The common subsources for all three years are:
FlavourQCD, RelativeBal, HF, BBEC1, EC2, Absolute. These uncertainties are treated as
fully (100%) correlated across the years. Apart from the fully correlated uncertainties, each
year has some extra sub-sources which are considered as uncorrelated (0%). The name of
these sub-sources are BBEC1_YEAR, EC2_YEAR, Absolute_YEAR, HF_YEAR, Rela-
tiveSample_YEAR, where the prefix YEAR stands for 2016, 2017, and 2018 respectively.
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Figure 10.2 – The impact of uncertainties related to the jet energy correction for
2016 (left), 2017 (middle), and 2018 (right) datasets. While the individual sub-
sources are represented by the line, the gray band stands for the total uncertainty.
The orange band represents uncertainty related to JER SF. The upper row shows
the impact of JES in the pass region, the bottom row shows the impact of JES in
the fail region. Statistical uncertainties are not shown.

The BB/EC1/EC2/HF in the name of sub-sources of JEC uncertainties is referring to
the detector regions, BB stands for the barrel region, i.e. |η| < 1.3, EC1 corresponds to
1.3 < |η| < 2.5, and EC2 2.5 < |η| < 3.0. The forward region (3.0 < |η|) is represented
by HF. In order to determine the impact of the jet energy scale uncertainties, for each
sub-source we varied the jet pT and repeated the measurement. Figure 10.2 shows the
impact of individual sub-sources of jet energy correction uncertainties for the signal MC
simulation. Since the uncertainties for jet energy correction in the central region for high
pT jet are well under control, the typical impact of individual sub-sources is rather small
and around 1-3%. As already mentioned, our measurement is performed within the tracker
acceptance, i.e. |η| < 2.4, hence the impact of EC2 and HF sub-sources are equal to 0.

Consistent jet energy resolution between data and MC simulation is achieved by the smear-
ing procedure with JER SF. In order to estimate the impact of JER SF, the measurement
needs to be repeated for the up/down variation of the uncertainty for JER SF. The impact
of JER SF is represented by the orange band in Figure 10.2.

10.1.3 The tt̄ scale factor

The MC simulations of tt̄ production are corrected by a scale factor to mitigate the
difference between data and MC simulation observed in the modelling of the shape of tt̄
spectrum. The measured scale factor with uncertainties for tt̄ reweighting in the pass
and fail regions are summarized in Table 9.1. The variation of the scale factor within its
statistical uncertainties changes the normalization of the tt̄ MC simulation.
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10.1.4 Pileup reweighting

The total inelastic cross section σinel is needed for the pileup reweighting. The measured
value of the inelastic cross section is known with a precision of 4.6%. The variation
of the total inelastic cross section within its uncertainty is used to calculate up/down
variation of the pileup profile as shown in Figure 7.1. Finally, the pileup reweighting
procedure is repeated with these variations in order to propagate the uncertainties into
the measurement. The jet mass distributions for different pileup reweighting procedures
differ in the normalization and the impact of the pileup reweighting was found to be overall
around 1.2%.

10.1.5 Luminosity

The luminosity uncertainty changes overall the normalization of the observed distributions.
These uncertainties with corresponding subsources and their correlation across different
years are centrally provided by the Luminosity POG and are summarized in Table 10.1.

YEAR Uncorr. Uncorr. Uncorr. X-Y factor. Corr.17-18 Corr.16-17
2016 2.2 0.0 0.0 0.9 0.0 0.8
2017 0.0 2.0 0.0 0.8 0.4 0.6
2018 0.0 0.0 1.5 2.0 0.3 0.0

Table 10.1 – Summary of the luminosity uncertainties and their correlation for
different data-taking period as provided by Lumi POG [143].

10.1.6 Level-1 prefiring issue

The Level-1 prefiring correction is applied to MC simulation for the 2016 and 2017 samples.
In greater detail, this correction has been discussed in Subsection 7.4.2 where Figure 7.3
shows their impact on the measurement. Following the centrally provided recipe to esti-
mate its uncertainties, a negligible impact is found.

10.1.7 Parton shower

One of the input parameters for the parton shower is the strong coupling αS at a scale
Q2. By varying the value of αS within its uncertainties, we can estimate the uncertainty
related to the renormalization scale for QCD emissions in ISR and FSR. Three sets of
variations separately for ISR and FSR are included in MC simulation for 2016 and 2018
datasets. The differences between those sets are the factors which are used for the vari-
ations, namely ”reduced” variations with factors

√
2 and 1/

√
2, ”default” variations with

factor 2 and 0.5, and finally the ”conservative” variations with factor 4 and 0.25. The
presented measurement uses the default variations with factors 2 and 0.5. The impact of
the parton shower weights is evaluated via per-event weights. The variations of FSR and
ISR result in slightly different shapes of the soft drop jet mass distribution with different
normalization.

10.1.8 Lepton veto

In order to suppress contributions from the leptonic decay of W and Z bosons or tt̄
production, the presence of at least one muon or electron with loose identification criteria
in the event is utilized as an event veto. The event was rejected if it includes at least one
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lepton. This cut will be referred as a hard lepton veto. Due to the different performance
of the lepton identification and isolation in the data and MC simulations, an alternative
approach to veto events with the leptons is explored in order to assign possible bias. To
each event, an extra event weight given by

ω =
∏

i ∈leptons
(1− SFi) , (10.1)

is applied. The product runs over the number of leptons in the event and SF is the lepton
scale factor. In case of muons, SF is the product of the scale factor for the isolation and
identification, while for electrons, SF is equal to the scale factor for the cut based ID. It is
easy to see, that ω = 1 for events with no leptons. As discussed earlier, the scale factors
for leptons are close to unity, so ω → 0 for events with at least one lepton. It has been
found that both methods give consistent results and the observed uncertainty seems to be
negligible. The same conclusion is true for the muons.

10.1.9 PDF

To evaluate the impact of PDF uncertainties, the simulated events have been reweighted
by the stored 100 variations of the nominal PDF set. The impact have been found to be
below 0.5% level and is omitted.

10.2 Measurement at detector level

The signal strengths are extracted from a binned maximum likelihood fit to data, simulta-
neously over all pT bins in the pass and fail categories. The parameter of interests (POI)
are allow to float freely in the fit. The systematic uncertainties included as nuisance
parameters are assumed to vary within one standard deviation of inputs a-priori.

As an example, Figure 10.3 shows the fit to data for jets with pT in range from 650 to
725 GeV. Each dataset is shown separately. The shape of soft drop jet mass distribution
of QCD multijet production is derived from the fail region (Figure 10.3(left)) and then
projected to the signal region by the transfer function. The pass region exhibits a peak
structure around 80 GeV corresponding to the contribution coming from the hadronic
decay of W and Z bosons. Fits for other pT bins together with the extracted transfer
functions are included in Appendixes A, B, C, and D.

The signal strengths σMEAS/σMC measured in bins of jet pT are shown in Figure 10.4.
Here σMC stands for the predicted cross section by MadGraph5_aMC@NLO generated
at LO QCD accuracy but corrected by the NLO QCD and NLO EW k-factors. The
results are reported for each dataset separately as well as for a simultaneous fit to all
three data set. No significant tension between results obtained from different dataset is
observed. The presented measurement covers a wide range of kinematic region of the
transverse momentum from 500 to 1200 GeV. The last two bins close to the TeV scale
benefit from the available statistics from full Run 2 combination. The measured signal
strengths have been found to be consistent with unity within the total uncertainties in
region up to pT = 900GeV. Despite of using full Run 2 dataset, the last two bins are still
statistically challenging and the observed signal yields seems to be underestimated.
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Figure 10.3 – Fits to the soft drop jet mass distribution for pT bin 650 - 725 GeV
measured with 2016(upper), 2017(middle), and 2018(bottom) data sets. The fail
region is shown on the left and pass region is shown on the right.
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Figure 10.4 – The signal strength σMEAS/σMC for different pT bins. Results are
shown for each dataset separately as well as for full Run2 data set.

10.3 Data unfolding

The reconstructed distributions are affected by various detector effects. For example, the
measured distribution are smeared because of the finite detector resolution and the number
of observed reconstructed jets is reduced by the reconstruction efficiency and the detector
acceptance. Thus, the results cannot be directly compared to the theoretical prediction
without a full detector simulation. For appropriate comparison, an unfolding procedure is
needed in order to correct these effects. During the unfolding procedure, the reconstructed
distributions are corrected for detector effects and unfolded to stable particle level. Two
essential steps are required before the data unfolding can be performed. First, a particle
level definition of the jet originating from the hadronic decay of W and Z bosons is needed.
Then the migration effects have to be encoded into the response matrix.

10.3.1 Particle level definition

Only stable (decay length cτ > 1 cm) and visible final state particles can be used for the
particle level definition of jets coming from the fully hadronic decay of vector bosons. This
condition immediately excludes all information about the vector bosons as they are not
stable as well as they have very short life-time.

As a proxy for the V-tagged jet, i.e. a jet originating from the hadronic decay of W and Z
bosons, we will consider the particle-level jets with the same kinematic properties as the
reconstructed jets, i.e. jet pT > 500 GeV and |η| < 2.4 . The V-tagged jet is expected
to have a soft drop jet mass in range from 65 to 105 GeV. Furthermore, the requirement
on the substructure variable N1

2 < 0.28 needs to be met. As already stated, the high
pT vector bosons are produced together with a recoil QCD jet, typically in back-to-back
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topology in order to balance the system in the transverse plane and our particle level
definition should give us no more than one generator-level V-tagged jet tagged per event.
To handle the situation, when two generator-level jets fulfil the conditions listed above,
one extra condition is imposed: if two generator-level jets fulfil the conditions listed above,
as the V-tagged jet, the generator-level jet with the smaller value of N1

2 is considered. This
particle level definition should lead to a model independent definition.

10.3.2 Response matrix & Migration effects

There are several sources of migration affecting the measured distribution. The migration
effects can be grouped into the following two categories.

• M1 - Signal migration inside the phase space: Due to the finite detector resolution,
the reconstructed and generated jet can belong to a different kinematic bin. The
variables to quantify this kind of migration are purity and stability. The stability of
the ith bin at generator level is defined as

si =
N (∃ reco jet : reco jet ∈ xrecoi ∧ ∃ gen jet : gen jet ∈ xgeni )

N (∃ gen jet : gen jet ∈ xgeni )
. (10.2)

The purity of the ith reconstructed bin is defined as

pi =
N (∃ reco jet : reco jet ∈ xrecoi ∧ ∃ gen jet : gen jet ∈ xgeni )

N (∃ reco jet : reco jet ∈ xrecoi )
. (10.3)

• M2 - Migration into the phase space from background & outside the phase space:
The cut on the reconstructed jet pT as well as the generated jet pT, and the soft
drop jet mass can lead to the situation, when a jet is selected on generator level,
but not on reconstructed level and vice versa. In addition, the V tagging efficiency
is affecting the migration into/outside the phase space. The acceptance defined as

ai = 1−
N (∃ gen jet : gen jet ∈ xgeni ∧ ∃ reco jet)

N (∃ gen jet : gen jet ∈ xgeni )
(10.4)

quantifies how many jets are identified at reconstructed level, if they are selected
at generator level. The selected generated jets without corresponding jets at recon-
structed level are sometimes labelled as misses.
The background in ith reconstructed bin is defined as

bi = 1− N (∃ reco jet : reco jet ∈ xrecoi ∧ @ gen jet)
N (∃ reco jet : reco jet ∈ xrecoi )

(10.5)

and illustrates the migration of reconstructed jets without any generated jet into the
measured phase space. These jets are sometimes called as fakes.

The migration effects can be represented by a 2D response matrix R, with one dimension
corresponding to each level - reconstructed level (x-axis), and generated level(y-axis).
The migration effect of type M2 are also included in the response matrix. While the
underflow bins are filled by the fakes, the misses contribute to the overflow bins. The
probability matrix P is then obtained from the response matrix by normalising every row
of the response matrix to the total number of the generated events in the corresponding
generated bin. Formally written, the probability matrix P is defined as
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Pi,j = Ri,j

 n∑
j=0

Ri,j

−1

, (10.6)

where Ri,j is i,j-element of the response matrix R and n stands for the total number of
columns of the response matrix R. Since the index j starts at 0, the probability matrix P
carries information about the efficiency and acceptance. The probability matrix P can be
further decomposed into:

Pi,j = εjP′
i,j , (10.7)

where the efficiency εj describes the probability for an event to be reconstructed and
selected at all, and the normalised resolution matrix P′

i,j describes only the bin-to-bin
migrations for selected events.

The unfolding procedure relies on the inversion of the probability matrix. The recom-
mended choice of the unfolding method depends on how ill-conditioned the problem is
and can be inferred from the condition number of the probability matrix [144]. The
condition number κ (A) of matrix A is defined [145] as

κ (A) =
σmax (A)
σmin (A)

, (10.8)

where σmax (A) and σmin (A) are the maximal and minimal eigenvalues of matrix A. A
condition number closer to unity indicates a more stable matrix inversion [144].

The probability matrices and the migration effects for MC simulations for 2016, 2017,
2018 datasets are shown in Figure 10.5. As confirmed by the condition numbers, the
probability matrices for 2017 and 2018 look very similar and the current binning provides
us with the stability and purity around 50-80% for 2017, and 2018. A bit lower stability and
acceptance observed for MC simulation for 2016 dataset can be related to the different
UE tune (CUETP8M1) and the strong coupling αS used for this simulation. The ∆R
matching condition between the generator and reconstructed level slightly increased the
background and decreased the acceptance.

10.3.3 Likelihood-based data unfolding

Analysis strategy

The main method for signal extraction and the unfolding used in the analysis is the
likelihood-based unfolding [146] using the Combine tool [138, 147]. It means that the
signal extraction and the unfolding is done simultaneously. The fit can constrain system-
atic uncertainties which are profiled in the likelihood. Therefore, the final uncertainties
estimated in this way are not only smaller but also well defined since they are derived
directly from the maximum likelihood. In addition, the correlation of systematics un-
certainties across different years can be done straightforward and properly within the
Combine framework.

In order to perform the likelihood based unfolding, the signal MC templates need to be
splitted into sub-templates according to the generator level distributions. As an example,
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Figure 10.5 – The probability matrices as measured in MC simulation (upper row)
for 2016(left), 2017(middle), 2018(right) dataset. The migration and detector effects
(stability, purity, acceptance, background) as a function of jet pT measured in MC
simulation(bottom row) for 2016(left), 2017(middle), 2018(right) dataset).

Figure 10.5 shows three set of sub-templates for the three reconstructed level. As one can
promptly see, these sub-templates include the same information as the response matrices
shown in Figure 10.6 - information about the migration effects from one bin to another bin
and the background/fakes. Therefore the information about the response (or probability)
matrix is directly included in the likelihood function.

Determination of the regularization strength

Figure 10.5 shows that the migration effects are different from the beginning to the end
of the measured pT spectrum. This can hint for the need of regularization. The simplest
way to introduce regularization in the likelihood based unfolding approach is to apply a
penalty term in the likelihood function which depends on the values of the truth bins,
formally written as

−2 lnL = −2 lnL+ P (~x) , (10.9)

where P is the linear operator. In this measurement, the SVD approach [148] is used for
the regularization. In such case, the linear operator P can be written as

P = τ |A~µ|2 , (10.10)
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Figure 10.6 – The signal MC template divided into individual subtemplates ac-
cording the generator level distributions.

where A is discrete curvature matrix, with

A =


1 −1 0 . . .
1 −2 1 0 . . .
0 1 −2 1 0 . . .
. . .

 . (10.11)

Then the regularization strength δ is defined as

δ =
1√
τ
. (10.12)

There are two approaches to determine the regularization strength - the L-curve scan or
by the minimisation of the global correlation coefficients. The latter one is utilized as
the main method to determine the regularization strength in the presented analysis. The
global correlation coefficients are calculated point by point from the Hessian matrix. For
the ith POI, the global correlation coefficient is expressed as

ρi =

√
1− 1

VjjV−1
jj

, (10.13)

where the Vjj are the diagonal elements from the Hessian matrix for the ith POI. Then
the mean global correlation coefficient can be defined as

ρave =
1

N

N∑
j=1

ρj , (10.14)

whereN is the total number of POI and ρj stands for the global correlation coefficient. The
global minimum of the mean global correlation coefficient as a function of the regularization
strength δ corresponds to the best choice of the regularization strength. Figure 10.7 shows
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a scan over the mean global correlation coefficient as a function of the regularization
strength δ and the optimal regularization strength was found to be δ = 0.23.
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Figure 10.7 – Scan of the mean global correlation coefficient as a function of the
regularization strength δ with full Run2 dataset.

10.4 Cross section of W and Z bosons in the hadronic final
state

Figure 10.8 shows the results of the first differential measurement of cross section of hadron-
ically decaying W and Z bosons as function of boson pT. The measurement covers wide
range of the kinematic region of the transverse momentum pT from 500 to 1200 GeV.
The cross section varies by two order of magnitude. The results are compared with the
predictions of MadGraph5_aMC@NLO for associated production of W and Z bosons
with 1, 2 noncollinear high pT partons supplemented by parton shower and merged with
the FxFx procedure. Predictions are obtained with two different different tunes, namely
CP5 and CUETP8M1. Overall, the prediction with CP5 UE tune describes data better
than the one with CUETP8M1 tune. The former one gives a reasonable agreement with
data for pT < 700GeV. Both predictions predict a harder spectra in the higher pT region
compared to data. This observation can be explained by the missing NLO EW corrections,
which play an important role at the TeV scale. The typical size of NLO EW corrections
have been shown in Figure 7.6.

A summary of the systematic uncertainties affecting the measured cross section of W and
Z bosons is given in Table 10.2. The dominant systematic uncertainties are related to the
N1,DDT

2 selection efficiency and the jet mass resolution.
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Figure 10.8 – The measured cross section of hadronically decaying vector boson
as a function of pT compared with several theoretical predictions.

Uncertainty source Impact
QCD subtraction 2-17%
N1,DDT

2 selection efficiency 8%
Jet mass scale 1%
Jet mass resolution 3%
Jet energy scale 2-5%
Jet energy resolution 1-2%
tt̄ normalization 1-8%
Integrated luminosity 2%
Pileup 1%

Table 10.2 – Summary of the systematic uncertainties affecting the measured cross
section of W and Z bosons.
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11
Summary, conclusions, and
perspectives

11.1 Summary and conclusions

In this doctoral thesis, the first differential measurement of the cross section of hadron-
ically decaying W and Z bosons with high transverse momentum pT is presented. The
measurement is based on data sample from proton-proton collisions at the centre-of-mass
energy of 13 TeV collected with the CMS detector at the CERN LHC in the years 2016,
2017, and 2018, corresponding to an integrated luminosity of 134 fb−1. As the vector
bosons have very high transverse momentum pT, decay products are collimated in the
momentum direction of the mother particle and are merged into a large cone-size jet with
a characteristic inner structure. However, jets are also produced by processes in strong
interaction described by QCD with a very high rate and the heavy SM resonances sit
on top of a huge contribution from QCD. In order to suppress the QCD contribution,
advanced analysis techniques are needed for heavy SM resonance identification. For this
measurement, a mass decorrelated tagger based on two-prong substructure variable N1

2

has been developed. The commissioning of the tagger has been performed by utilizing
a topology containing semileptonc decays of a tt̄ system. One of the signatures of this
complex topology is a large cone-size jets originating from the hadronic decay of W boson.

The main challenge for the measurement of cross section of hadronically decaying W and
Z bosons is the background contribution mainly coming from QCD multijet production.
Its modelling and subtraction relies on a data-driven technique. Particularly, the alpha-
bet method with a 2D transfer function which makes use of the control region and side
band regions to predict the contribution of QCD multijet in the signal region is imple-
mented. A possible bias introduced by the background modelling has been investigated.
Finally, using likelihood based unfolding, the cross section is extracted and unfolded to
the particle level simultaneously. Thanks to using the full Run 2 data sets collected by
the CMS detector, the measurement is able to explore a wide range of kinematic region of
the transverse momentum from 500 to 1200 GeV where higher order corrections, namely
NLO QCD and NLO EW, in the perturbative calculations play an important role. This
measurement studies the SM in the extreme kinematic region, which is hardly studied
by the measurement of W and Z bosons in leptonic decay channel. The measured cross
section of hadronically decaying W and Z bosons is presented with a full set of systematics
uncertainties and the results are compared with the theoretical prediction at NLO QCD
accuracy.
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11.2 Perspectives

The study of heavy Standard Model particles, namely W, Z, and Higgs bosons and top
quarks, with a high Lorentz boost is one of the most popular topics nowadays. It nicely
combines advanced analysis methods together with machine learning techniques. The mea-
surement presented in this thesis demonstrated how advanced analysis techniques devel-
oped for searches for physics beyond the Standard model can be modified and successfully
applied for the classical Standard Model measurement like the cross section measurement
of the vector bosons.

Already in Run 3, LHC is believed to delivery three times more luminosity than in Run
2 which will enable us to go beyond the differential cross section measurement. In the
following paragraphs, some perspectives and prospects of new measurement within the
Standard Model physics which may be of interest are discussed.

Heavy-flavour tagging

The natural next step in the measurement of hadronically decaying W and Z bosons is the
cross section measurement only one of those bosons. Experimentally, the separation of W
and Z bosons can be achieved by applying heavy flavour tagging as only Z bosons can decay
into bottom or charm quark-antiquark pairs, respectively. The dominant background is
still the QCD multijet production, but now especially the gluon splitting into two heavy
flavour quarks. Apart from the QCD multijet production, the contribution related to the
production of a W boson decaying into charm and strange quark will have to be considered.

Such studies can be of particular interest for the Higgs measurements with hadronic final
states. Thanks to the high statistics data set collected in Run 2, most of the Higss
measurement with all-hadronic final states include a boosted category. An example is
the measurement of VH(bb̄) or VH(cc̄) [149] where the boosted Z bosons are used as
a standard candle of the Standard Model to constrain systematic uncertainties. A main
challenge for measurements with boosted vector bosons decaying into heavy flavour quarks
will be the determination of the tagging efficiency.

Colour flow and correlation measurement

The associated production of boosted vector bosons and jets results in similar final states
like QCD dijet or multijet productions, two high pT jets in back-to-back configuration.
However, there is one essential difference. The jets are produced by the strong interaction.
As quarks and gluons carry colour charge that is conserved, there is colour-connection
between the initial and final state partons. Figure 11.1 shows Feynman diagrams of
quark-gluon vertices together the colour charge flow.

Figure 11.1 – QCD quark-gluon vertices: Feynman diagram are represented by
black lines, while the coloured lines illustrate colour charge flow [150].

In contrast, vector bosons are colourless objects and therefore there is no colour-connection
between vector boson and the associated jets. Since the colour connection influences
the radiation pattern, one may naively expect different correlation in events with dijet
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production and associated production of vector boson with jets. Thus, the correlation
measurements can serve as a probe to explore the colour-flow in these events.

Even much more data are expected to be collected during High-Luminosity LHC [151,
152]. In total, data sample from proton-proton collisions at centre-of-mass energy of 14
TeV, corresponding to an integrated luminosity of 3,000 fb−1 is being expected. Then, the
hadronic decay of W and Z bosons will serve as great experimental laboratory for QCD
studies.
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size jets as a function of jet pT as being expected for HL-LHC. The cross section of
W production does not include statistical uncertainties corrected for efficiencies and
background subtraction. Published in Ref. [152].
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A

Fits to 2016 dataset

In this appendix, fits to the soft drop jet mass distribution for 2016 data set are shown.
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Figure A.1 – Fits to the soft drop jet mass distribution for pT bin 500 - 575 GeV
(upper row) and 575 - 650 GeV (bottom row) measured with 2016 data set. The fail
region is shown on the left and pass region is shown on the right.
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Figure A.2 – Fits to the soft drop jet mass distribution for pT bin 650 - 725 GeV
(upper row), 725 - 800 GeV (middle row), and 800 - 900 GeV (bottom row) measured
with 2016 data set. The fail region is shown on the left and pass region is shown on
the right.
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Figure A.3 – Fits to the soft drop jet mass distribution for pT bin 900 - 1000 GeV
(upper row) and 1000 - 1200 GeV (bottom row) measured with 2016 data set. The
fail region is shown on the left and pass region is shown on the right.





B
Fits to 2017 dataset

In this appendix, fits to the soft drop jet mass distribution for 2017 data set are shown.
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Figure B.1 – Fits to the soft drop jet mass distribution for pT bin 500 - 575 GeV
(upper row) and 575 - 650 GeV (bottom row) measured with 2017 data set. The fail
region is shown on the left and pass region is shown on the right.
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Figure B.2 – Fits to the soft drop jet mass distribution for pT bin 650 - 725 GeV
(upper row), 725 - 800 GeV (middle row), and 800 - 900 GeV (bottom row) measured
with 2017 data set. The fail region is shown on the left and pass region is shown on
the right.
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Figure B.3 – Fits to the soft drop jet mass distribution for pT bin 900 - 1000 GeV
(upper row) and 1000 - 1200 GeV (bottom row) measured with 2017 data set. The
fail region is shown on the left and pass region is shown on the right.





C
Fits to 2018 dataset

In this appendix, fits to the soft drop jet mass distribution for 2018 data set are shown.
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Figure C.1 – Fits to the soft drop jet mass distribution for pT bin 500 - 575 GeV
(upper row) and 575 - 650 GeV (bottom row) measured with 2018 data set. The fail
region is shown on the left and pass region is shown on the right.
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Figure C.2 – Fits to the soft drop jet mass distribution for pT bin 650 - 725 GeV
(upper row), 725 - 800 GeV (middle row), and 800 - 900 GeV (bottom row) measured
with 2018 data set. The fail region is shown on the left and pass region is shown on
the right.
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Figure C.3 – Fits to the soft drop jet mass distribution for pT bin 900 - 1000 GeV
(upper row) and 1000 - 1200 GeV (bottom row) measured with 2018 data set. The
fail region is shown on the left and pass region is shown on the right.





D

Transfer functions

In this appendix, the measured transfer function from maximum likelihood fits to data
are shown. The transfer function are shown as a function of jet pT and ρ.
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Figure D.1 – The measured transfer function as a function of jet pT and ρ for 2016
(upper left), 2017 (upper right), and 2018 (bottom) data sets.
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