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Abstract

The metaverse is commonly described as a plethora of multi-user mixed reality (MR) applications, in which users can interact with the virtual environment and each other through shared MR spaces. However, several aspects of the metaverse are still unclear, and fundamental research in human collaboration and interaction in MR hybrid setups is required. We use "hybrid setups" as umbrella term for the stark variance between individual users with regard to their technical setup, used interaction forms and virtual representations. This includes aspects such as different hardware devices, sitting and standing configurations, appearance of avatars, as well as locomotion and its visualization. This dissertation examines these components from both technical and user experience perspectives, including metrics such as usability, sense of presence and cybersickness.

First, we present techniques that enable effective hybrid collaborations between a variety of devices. More specifically, two types of MR devices require further research in terms of integration into shared MR spaces: (i) mobile devices and (ii) video see-through head-mounted displays. To integrate mobile devices, video streaming and camera-based tracking technologies are combined in a smartphone application called VR Invite, that acts as a handheld viewport to a local or remote shared MR space. The results of the accompanying experiment indicate that the opportunity for direct interaction positively influences the sense of presence of co-located mobile users. For video see-through head-mounted displays, an image reprojection algorithm named Camera Time Warp is introduced, that stabilizes virtual objects and virtual human representations in the real world reference frame. This technique addresses one of the major drawbacks of video see-through devices, the perceptual registration error caused by the inherent camera-to-photon latency. The user study demonstrates a positive effect of the Camera Time Warp technique on the participants’ spatial orientation and subjective levels of cybersickness.

Second, we investigate visualization techniques within shared MR spaces to support spatial awareness as well as the sense of spatial presence and co-presence. In the context of human-to-human interactions, techniques to visualize a user’s gaze direction and their points of interest are compared. The experiment shows that visualizations which are coupled to virtual human representations invoked the highest grade of co-presence, while task performance was highest when additional viewports were provided. In another user study, we contrasted virtual human representations, as well as the visualization of their locomotion from first- and third-person perspective. The results emphasize the importance of natural-looking human gait animations to increase the observer’s spatial awareness and co-presence.

Third, we introduce novel techniques for locomotion and its visualization as implementations of embodied interactions. Based on findings of our prior experiments, the focus for these locomotion user interfaces was the visualization of human gait from first- and third-person perspectives. A locomotion user interfaces for seated MR experiences called VR Strider is presented, which maps cycling biomechanics of the user’s legs to virtual walking movements. An experiment revealed a significant positive effect on the participants’ angular and distance estimation, sense of presence and feeling of comfort compared to other established locomotion techniques. A second confirmatory study indicates the necessity of synchronized avatar animations for virtual locomotion.

Lastly, we present a toolkit for continuous and noncontinuous locomotion with matching human representations based on intelligent virtual agents. This toolkit includes two techniques each for avatar visualizations, i.e., Smart Avatars and Puppeteer, as well as locomotion, i.e., PushPull and Stuttered Locomotion. Smart Avatars deliver continuous full-body human representations for noncontinuous locomotion in shared VR spaces. They can smoothly visualize Stuttered Locomotion, a technique which transforms continuous user movement into a series of short-distance teleport steps. Stuttered Locomotion is also applicable to our motion-based PushPull technique, which employs a dynamic velocity multiplier based on the user’s hand pose. An experiment indicates that Smart Avatars were preferred over regular virtual human representations, while remote controlling one’s
own virtual body through *Puppeteer* produced body ownership close to first-person interactions. The experiment evaluation shows that both *PushPull* and *Stuttered Locomotion* significantly reduce the occurrence of cybersickness. In summary, this work offers novel techniques and insight for the implementation of hybrid MR setups with respect to virtual interactions and their visualization.
Zusammenfassung


Zusammenfassend bietet diese Arbeit neuartige Techniken und Erkenntnisse für die Implementierung von hybriden MR-Setups im Hinblick auf virtuelle Interaktionen und deren Visualisierung.
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1. Introduction

1.1 Motivation

Mixed reality (MR) is an emerging technology with enormous potential to enrich many areas of our society, ranging from work to education and leisure [39, 175, 183]. In MR, the real world and virtual world overlap, such that physical and virtual objects can co-exist and interact with each other in real time [28]. The real world can be augmented with computer-generated visualizations that become visible through head-mounted displays (HMDs). These visualizations can be shared between devices, which enable users to perform collaborative activities with virtual objects or even within virtual environments (VEs). MR has several practical applications, including collaborative design in 3D space, gaming and entertainment, remote training, as well as novel forms of working. One use case has received enormous media attention recently, which is referred to as the "metaverse" [77, 126]. This term does not refer to a specific application or product, but describes an abstract concept for a futuristic vision of a globally shared virtual world.

The metaverse is a contemporary subject of interest and debate amongst both consumers and developers of MR platforms, as well as in business-to-business and business-to-consumer markets. This surge in interest was likely caused by the recently announced rebranding of Facebook, Inc., who will continue business as "Meta". Mark Zuckerberg, Meta’s CEO, motivated this transition by the potential of the metaverse [126]. According to Zuckerberg, the metaverse will be the successor of the mobile internet. To enter these platforms, users simply put on a virtual reality (VR) headset, and dive into a globally connected virtual world. While current implementations of this concept are limited by available technology, the metaverse is envisioned to be comparable to fictional pieces such as Steven Spielberg’s 2018 "Ready Player One" [285], a film based on Ernest Cline’s novel from 2011 [68], where users live a second life in an artificial world, including a functional global society, social interactions, but also the ability to influence the real world through online purchases or services. Associated virtual stores offer virtual and real products, while integrated services allow sharing of messages between users similar to social media. User can pursue virtual job opportunities, or have leisure time with their social circle of friends and family, regardless of their physical location.

The metaverse is an ambitious concept, whose technical definition, as of today, remains rather vague. Despite this ambiguity, companies like Meta and HTC use the term in marketing campaigns for their products [72, 195], which lead to several media outlets labeling the metaverse as contemporary marketing buzzword [77]. The term "metaverse" has originally been coined in Neal Stephenson’s 1992 science fiction novel "Snow Crash" as a portmanteau of the Greek
word "meta" (engl.: beyond), denoting a distinction from the conventional and concrete world, and "universe", the all-encompassing [208]. In this novel, people enter an alternative world and interact in a three-dimensional virtual space with each other and with intelligent virtual agents (IVAs) [293]. Depending on interpretation of the term, a social platform could thus be described as a metaverse. In fact, several software manufacturers like Epic Games and Meta already made claims that their multi-user applications are metaverses [141, 150]. While not all of those companies utilize immersive technology, their products provide social platforms with 3D visualizations of virtual worlds and forms of interactivity between users. For example, Epic Games, the developer of Unreal Engine, offers virtual concerts that can be accessed through a shared VE [150]. Epic Games, Inc. CEO Time Sweeney gave statements regarding the future of their gaming platforms and metaverse, denoting that the metaverse will be defined by whoever acquires one billion users on their platform first [167]. Contenders are companies such as Epic Games, Microsoft and Meta, which all aim to be the de facto leader in setting the standards. However, he emphasizes his belief that the concept of the metaverse is similar to the internet, in that no single entity can own it.

On the other hand, Meta portrays the metaverse as a platform for social multi-user MR applications, which is in line with the aforementioned vision of an immersive virtual world to live in [126]. Meta’s concept sets itself apart from other social platforms and app stores through a unified centralized access point. Here, each user only has one account, one appearance and one centralized payment processor to access all the services and subplatforms across all providers. Regardless of the infrastructure of the metaverse, it is clear that companies strive to create metaverse platforms, and first steps in their creation have already been taken.

![Figure 1.1: The media richness theory (illustration based on [75]).](image-url)

It is yet unclear if immersive technology such as VR HMDs will be a criterion in the definition of a true metaverse. According to the media richness theory [74], depending on the complexity of the information to be conveyed, there is a suitable medium that can be used to communicate the content effectively (cf. Figure 1.1). In the original model, face-to-face meetings are seen as the pinnacle of human communication and information exchange [74]. However, In the context of social interactions, immersive technology has one key advantage over conventional two-dimensional mediums: it can provide a high degree of remote human-to-human information transmission, which may be on par or even exceed face-to-face meetings thanks to additional layers of information visualization.
This designation mainly stems from limitations in conventional remote synchronous interactions, as the possibility to convey information depends on the available human communication channels such as speech, body language, facial expressions and touch [132]. Immersive mediums can provide additional communication channels or increase the fidelity of existing ones through depth perception, body tracking capabilities and intricate haptic feedback. This technological immersion will allow users to experience the above illustrated futuristic vision of an alternative reality.

The prospect of a new era of human-to-human connection through digital worlds is an enticing concept. However, at the time writing this may be a distant future, and yet, the individual building blocks are already being developed. Devices for virtual, augmented and mixed reality such as Meta Quest [194] and Microsoft Hololens [209] represent the current state-of-the-art for immersive technology, and enable their users to virtually meet and interact in shared MR spaces. Connected through a sophisticated infrastructure through hubs or the metaverse, these spaces are at the center of each individual application that is provided to the user. Regardless of the success of the metaverse concept, multi-user MR applications offer a wide range of additional use cases to individuals, businesses and public institutions [39, 175, 183]. Their qualities in information transmission make them excellent tools for the "new work" approach, which stresses the importance of remote collaboration and distributed teams in the age of digitization [284]. For instance, remote mentoring could transform collaborative work as we know it. Through shared MR spaces, an expert could supervise remotely on a surgery procedure by providing guidance based on shared visual information. Mechanics of airplane engines, or general knowledge transfer in the educational and cultural area could benefit from this technology in a similar way. This is attractive from an economic standpoint, as the use of human resources can be optimized by minimizing personal travel. Less global travel is also ecological due to reduced CO2 emissions. If travel is required, MR could offer entertainment during transit in public transportation, in-flight or in autonomous cars. Evidently, people can experience a plethora of VEs and activities in shared MR spaces.

Their technical implementations have several components, which are shared amongst almost all of them. For instance, movement through the VE, known as locomotion, is an important activity [41]. Real walking is usually considered as the most intuitive way of locomotion in real and virtual worlds, and has been found to be more presence-enhancing compared to other forms of locomotion such as teleportation or joystick-based navigation [319]. However, there are limitations of using walking as locomotion user interface (LUI), for instance the limited size of the available walking space in the real world [331]. Due to this limitation, alternative interfaces and techniques such as the aforementioned teleportation and joystick-based navigation are often required. Their limitations, on the other hand, include a reduced sense of self-motion, limited sense of presence, inferior spatial cognition, or more frequent occurrences of cybersickness-related symptoms [54]. Therefore, one major contribution of this work is the introduction of novel LUIs that surmount those limitations for setups with limited available space.

Likewise, another major component is the visualization of connected users in the form of human representations, so-called avatars [98]. Their visual form can range from simple geometric shapes to highly detailed human 3D scans. Having an understanding of the spatial relation between users and points of interest in the VE is critical for effective collaboration [14], which includes anticipation of other users’ imminent movement. While previous studies reported that the appearance of an avatar has an effect on the sense of co-presence and spatial awareness of observers [58, 244], the visualization of locomotion through embodied avatars and its effect on observers remains a largely unexplored field of research. In this dissertation the main components for embodied interactions in shared MR spaces will be discussed and several advancements of the state-of-the-art will be proposed. The technical hurdles that need to be overcome in order to achieve truly immersive shared MR spaces motivated this work, which will have a focus on the aforementioned components from both first and third person points of view.
1.2 Research Questions

To summarize, a true metaverse would likely consist of seamlessly connected shared experiences through multi-user MR applications. These applications have several critical components in common, independently of their use cases. However, several aspects of the metaverse proposal are still unclear, as missing pieces remain in the fundamental research of human collaboration and interaction in MR hybrid setups. In the context of multi-user MR applications, "hybrid setups" is an umbrella term for the stark variance between individual users with regard to their technical setup, used interaction forms and virtual representation. This includes aspects such as different hardware device types, sitting and standing configurations, avatar appearance, locomotion types and different visualizations of said locomotion. Accounting for all of these factors is a technical challenge for developers, especially so as some of them have yet to be researched in detail. This dissertation will examine these components from both technical and user experience viewpoints, including metrics such as usability, sense of presence and cybersickness. The contributions are grouped into three parts: (i) enabling hybrid collaborations, (ii) shared experiences, and (iii) interactions through embodied avatars. In particular, the following topics will be discussed:

i) With regard to enabling hybrid collaborations, two types of devices require further research in terms of multi-user MR integration: mobile devices and video see-through (VST) HMDs. The first part is dedicated to integrating them with VR and optical see-through (OST) augmented reality (AR) devices in order to broaden the accessibility of shared MR experiences. The following research questions (RQs) will be addressed:

- **RQ1**: How can bystanders and users of mobile devices be integrated into shared MR experiences, and how should they be represented?

  Shared MR spaces are not necessarily occupied exclusively by HMD users. Such spaces can also be used for visualizations and interactions between co-located people, where one or multiple bystanders either observe an immersed HMD user or simply desire individual viewpoints within a VE and on its content. Conveying the content of shared MR spaces to observers and non-immersive users is challenging, as is providing direct participation.

- **RQ2**: Can the registration error in VST HMDs be decreased and will this have a positive effect on the emergence of cybersickness-related symptoms?

  Another common type of device that enables participation in shared MR spaces is the VST HMD. Compared to real humans within one’s field of view (FOV), virtual human representations are easy to identify in VST devices, even when using high resolution human 3D scans. Their position is not stable within the visible real world reference frame due to camera-to-photon latency, which is a detriment to both the technical immersion and psychological sense of presence.

ii) The second part will focus on visualization techniques with regard to shared spatial awareness as well as the sense of spatial and co-presence in shared MR spaces. The following questions are investigated:

- **RQ3**: How should the individual perspective of a user on different points of interest be communicated, independently of available avatar types and tracking capabilities, and what are the implications for an observer’s spatial awareness?

  Interactions with other people heavily rely on non-verbal communication. This is only possible to a lesser extent in shared MR spaces due to technical limitations, such as avatar
fidelity and accuracy of facial expression tracking, which may affect the expressiveness of body language. However, a shared understanding of spatial relations is important in many collaborative or competitive scenarios [14].

- **RQ4**: *Does the depiction of continuous locomotion induce a stronger sense of spatial and co-presence and spatial awareness than abrupt teleportation movements?*
  
The ability to induce a high sense of spatial and co-presence is a major benefit of shared MR spaces over traditional non-immersive online conferences. Previous studies reported that the appearance of an avatar has an effect on the sense of co-presence of observers [58, 244], but a yet mostly unexplored aspect of human representation is the effect of locomotion visualization on observers with regard to spatial awareness.

iii) The third part introduces novel techniques for locomotion and its visualization. In particular, the following questions will be answered:

- **RQ5**: *How can a locomotion interface for seated users provide the illusion of walking? What are the implications for the sense of spatial and co-presence, and how should it be portrayed to observers?*
  
  Convenience of usage is an important aspect of any form of end-user technology. Prolonged sessions of HMD’s quickly become tedious, as users typically have to stand stationary within their tracking space. Because of this, some experiences offer their users to remain seated. However, this has several implications, such as a lower point of view and potentially a reduced sense of presence or limitation of available locomotion types.

- **RQ6**: *Can continuous locomotion be modified to incorporate merits of teleportation such as a high usability and reduction of cybersickness, and how can noncontinuous movements be visualized as continuous movements to observers?*
  
  Teleportation is one of the most-often provided locomotion types, even in shared MR spaces. This is likely due to a high degree of usability and efficiency while typically inducing only few cybersickness-related symptoms. However, continuous movements have been shown to be superior to teleportation with regard to both the sense of presence of its user and the co-presence of observers [54]. This is likely due to the abrupt visual nature of teleportation from both first- and third-person perspectives.

- **RQ7**: *How can the user’s point of view be transitioned to an outside perspective of their own body in order to replace self-movement?*
  
  MR experiences are often limited by their users’ physical abilities. User interactions must be designed around the limitations of the human body, which prohibits intricate actions that can be found in non-immersive media, such as acrobatics performed by the protagonist in 3D games. However, remote controlling one’s virtual body allows for super-natural user interactions.

The scope of this thesis does not include aspects of the metaverse such as economic factors, theories of computer-supported collaborative work, datacenter infrastructure or ethics of alternative virtual worlds. Its focus lies on shared MR spaces and the technical implementation of the above described components.
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1.3 Outline

The descriptions of motivation and research questions above conclude Part I of this thesis. The remainder is structured as follows.

Part II describes fundamentals of this thesis as well as some generic tools developed for conducting user studies in MR. Chapter 2 describes relevant concepts such as avatars, locomotion, the sense of presence and cybersickness in VEs. Chapter 3 introduces the Cybersickness Susceptibility Questionnaire, which is followed by the description of the Remote Study Framework in Chapter 4.

Part III presents techniques that enable effective hybrid collaborations between a multitude of device types. Chapter 5 introduces a smartphone application that acts as a handheld window to a remotely connected VE. Chapter 6 describes an algorithm that improves image stabilization for VST devices to reduce the registration error.

Part IV explores shared experiences with a focus on visualization techniques. In Chapter 7 techniques to visualize the gaze direction of users are compared with regard to efficiency of information transmission. Chapter 8 evaluates different avatar and locomotion types and their impact on the sense of spatial and co-presence.

Part V reports insights on interactions through embodied avatars. Chapter 9 presents a novel LUI, which maps cycling motions of a sitting user to human gait animations. Chapter 10 introduces a toolkit for continuous and noncontinuous locomotion with matching human representations based on IVAs. Chapter 11 extends this toolkit with a technique to dynamically switch between first- and third-person perspectives.

Part VI discusses findings with respect to the research questions introduced above and concludes the thesis. Chapter 12 summarizes the main contributions of this work and presents a set of derived design guidelines. Chapter 13 presents opportunities for future research.

1.4 Publications

The main contributions of this dissertation have been published in peer-reviewed international journals and conferences, which are listed below:

1.4.1 Main Authorship

The following publications were mainly created by myself while co-authors contributed parts of the system implementation, writing of paper sections, or supervision.

1.4.1.1 Conference Papers


1.4 Publications


1.4.1.2 Under Review

Chapters 10 and 11 are largely based on the following work, which is currently under review:


1.4.2 Co-Authorship

I was further involved in the creation of the following publications, where I contributed parts of the system implementation and writing of paper sections.

1.4.2.1 Conference Papers
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2. Virtual, Augmented and Mixed Reality

In this part, fundamental terms, technologies and concepts are described that will be referenced throughout the thesis. In particular, we explain the terms of reality-virtuality continuum, immersion and presence, MR technology, collaborative virtual environments, avatar representations, locomotion and cybersickness.

2.1 Reality-Virtuality Continuum

Our understanding of human-to-human interaction is largely based on the consideration of physical entities. However, this paradigm might shift due to the principle of extended reality (XR) and the interactions it enables. Before technical details and high level concepts can be discussed, the distinct terms virtual, augmented and mixed reality have to be clarified. The reality-virtuality continuum introduced by Milgram et al. [210] offers a taxonomy for these terms, illustrated in Figure 2.1.

![Reality-Virtuality Continuum](image)

Figure 2.1: The reality-virtuality continuum (illustration by [275] based on [210]).

Milgram et al. portrayed these modalities as continuous spectrum, ranging from complete reality to complete virtuality. This continuum, therefore, encompasses all possible variations and compositions of real as well as virtual objects and environments. Four general segments are depicted on this scale, which blend into each other. These are:

- **Real environment**: the real world as we know it.
- **Augmented reality**: the addition of virtual information superimposed onto the real environment.
Chapter 2. Virtual, Augmented and Mixed Reality

- Augmented virtuality: a VE enriched by real information from the real environment.
- Virtual reality: a fully computer-generated environment.

MR encompasses all variations where real and virtual elements are present, covering the entire continuum except for the extremes. This designation has recently been challenged by Skarbez et al. [275], who place VR in its state-of-the-art form (referred to as external VE) under MR. In their interpretation, only the futuristic vision of a "Matrix-Like" reality is beyond the spectrum of MR, a reference to the Wachowski siblings’s 1999 film “The Matrix” and its computer-generated reality that is shared between all connected humans [327]. Their proposed taxonomy is illustrated in Figure 2.2. Both taxonomies focus on display technology; however, the reality-virtuality continuum is potentially also applicable to other modalities.

This work uses Skarbez et al.’s classification, and as such, shared MR spaces refers to multi-user applications with shared VEs that fall in the spectrum of AR, AV and VR. Additionally, the term “extended reality” refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables [69]. Thus, XR is a superset, which includes the entire continuum from complete reality to complete virtuality.

Figure 2.2: The reality-virtuality continuum revision [275].

2.2 Immersion and Presence

One major benefit of VR over traditional visualization media is the possibility for users to fully immerse themselves in an computer-generated environment, and be encapsulated in it. Hence, they can disconnect from the real world, and focus on the application. Through elaborate tracking and rendering techniques, spatial illusions are created, which may or may not operate by the same physical rule set as the real world. One major benefit of immersive technologies is the potential to invoke place and plausibility illusions for the users [278, 280]. This effect is achieved by employing devices that provide realistic and natural stimuli to the human sensory channels such as visual, auditory, haptic or even olfactory senses [55, 122, 164]. In this context, immersion denotes the technological capability of devices and VEs to establish the illusion of being physically present in an computer-generated space. Hence, immersion encompasses technical aspects such as image resolution, screen refresh rate, precision of 3D tracking or fidelity of haptic feedback. To a certain degree this applies to AR as well, where virtual objects are placed in the real world with ideally no visible distinction between real and virtual elements.

To which extent the provided place and plausibility illusions are accepted and interpreted as being part of the user’s perceived reality, however, can strongly vary between individuals. As such, another term was coined to describe the degree of subjectively "being there", the sense of presence [138, 278]. In this work, the sense of presence, also referred to as "spatial presence", is measured through questionnaires, such as the Igroup Presence Questionnaire (IPQ) [268] or the Slater-Usoh-Steed Presence Questionnaire (SUSP) [277]. In these questionnaires, the user’s
perceived experience within the VE is usually contrasted with previous real world experiences [333]. For instance, the SUSP employs 7-point Likert scales ranging from 0 to 6 for items such as:

- "Please rate your sense of being in the VE, where 6 represents your normal experience of being in a place."
- "Did you perceive the VE more as images (0) that you saw or more as somewhere that you visited (6)"

These questionnaires can be found in the appendix, Section 13. Presence can further be measured by employing physiological indices, behavioral feedback, or interviews [121]. According to Grassini and Laumann [121], physiological indices can be coarsely divided into brain-related and not brain-related. Among the brain-related measures, electroencephalography (EEG) is one of the most commonly used within the field of cognitive science and has found extensive use in relation to the sense of presence [306]. Non-brain-related indices include heart rate, galvanic skin response (GSR) and electromyography, which is a technique for recording the electrical activity produced by skeletal muscles. Furthermore, it is a sign of a higher level of presence when participants in a VE behave as if they are in a real environment. Examples of this behavioral feedback relate to conflicting multisensory cues that emanate from both real and simulated environments [276], postural sway [103], and responses to simulated stimuli [40]. Interviews are typically accompanied by questionnaires, which in tandem produce highly detailed data [142].

A number of perceptual factors have been reported to affect the perception of presence, ranging from sensory input to attentional, perceptual and other mental processes. Steuer et al. pointed out that presence has strong similarities with the phenomenon of distal attribution or externalization, which refers to the referencing of human perception to an external space beyond the limits of sensory organs themselves [294]. Similarly, Jerald et al. provided an analogous conclusion that presence is a subjective perception, which depends on external immersion and the user’s current psychological state [157]. Subsequently, presence is a result which assimilates sensory stimuli with the current mental state and past experiences.

As presence depends on sensory stimuli, and the fidelity of that stimuli depends on the technical immersion, it can be assumed that immersion may limit the sense of presence [25, 44]. A higher level of immersion, e.g., by employing 3D sound and stereoscopic displays, has greater potential to elicit a higher sense of presence, as the provided sensory stimuli are close to previous real world experiences with regard to the stimuli’s fidelity. A low level of immersion on the other hand might only offer abstractions or lower quality stimuli, causing a dissonance with previous experiences and therefore reducing the likelihood of the user accepting the presented place and plausibility illusions [6]. To summarize, immersion is an objective descriptor of a VE’s technological characteristics, while presence is a subjective measure of experience in the VE.

2.2.1 Co-Presence and Social Presence

Besides the sense of (spatial) presence, co-presence denotes the sense of sharing a virtual space with other people. This term was originally coined in the work of Goffman who researched the social organization of real world gatherings [95]. He defined co-presence as a phenomenon between people that is best described as actively perceiving others, while in turn having the feeling that others also actively perceive them back. A high level of co-presence makes people appear approachable, available and interdependent [95]. In this sense, co-presence refers exclusively to a psychological connection to another person [222]. Zhao additionally distinguishes co-presence from social presence [342]. While co-presence and social presence partially overlap, social presence includes other factors such as psychological involvement, mutual understanding, and behavioral engagement [33]. According to Biocca et al. [32, 33], social presence has three main components:

(i) co-presence: the degree to which the users feel as if they are together in the same space.
(ii) psycho-behavioral interaction: the user perception of attention, emotional contagion, and
mutual understanding with their partner or participant.

(iii) (inter-)subjective symmetry: the degree to which the user perceives their level of social presence to be symmetrical or correlated with that of their partner’s.

Therefore, social presence may refer to characteristics such as emotional perception and empathy, while co-presence is mostly limited to awareness of other people’s presence. Similar to the sense of presence, co-presence can be limited by the degree of immersion. Additionally, factors such as avatar representations and the visualization of actions such as locomotion can influence co-presence [105]. It is usually measured through questionnaires such as the Networked Minds Social Presence Inventory (NMSPI) [32, 33]. This questionnaire is split into the three main components as described above, each divided into the perception of one self and the perception of others. For example, it includes the following pair of co-presence items:

- I often felt as if (my partner) and I were in the same room together.
- I think (my partner) often felt as if we were in the same room together.

In this work, the term co-presence is used in analogy to the presence definition of Slater et al. as the subjective feeling of being with and interacting with another person in a shared VE [267, 278]. Due to the potentially limited expressiveness of avatars, we will focus on co-presence in our user studies. When real others are visible in AR scenarios, we extend the questionnaires to incorporate aspects of social presence as well.

### 2.2.2 Relationships between Immersion and (Co-)Presence

Presence and immersion are fundamental not only to this work, but to MR in general. As such, these characteristics have been explored extensively.

Bowman et al. [44] established the dependence of immersion on the technical setup. According to them, both display hardware and software are major factors in determining the level of immersion. Components that could influence immersion include the FOV, display size, display resolution, stereoscopy, head-based rendering, realism of lighting, frame rate and refresh rate. Brown et al. [49] further suggested a fine-grained division of immersion into three subscales: engagement, engrossment and total immersion. Schuchardt et al. [269] examined the link between immersion and spatial awareness in VEs. Their results demonstrate that for certain tasks, immersion could significantly improve the participants’ accuracy, task completion time, and spatial awareness.

McMahan et al. [206] argued that from a psychological viewpoint, the sensation of being immersed in an artificially generated VE is similar to being submerged in a large body of water. This experience takes over all attention and perceptual channels, and allows for exploration of new spaces, performing new actions and tasks, and being entertained by an interesting medium. The human brain is capable of isolating this experience, and the user’s perceived reality takes place within this medium due to strong perceptual stimuli.

Besides the degree of immersion, subjective factors have been reported to influence the sense of presence. For instance, Kober et al. [172] investigated the relationship between personality variables and the sense of presence. The results of their user study suggest that the sense of presence correlates with personality traits such as absorption, mental imagination, perspective taking and immersive tendencies. Alsina-Jurnet et al. [11] support this notation, and add that the user’s mental state likewise influences the sense of presence. Their study results indicate a correlation between presence and anxiety-inducing environments. Similarly, Riva et al. [258] elaborated on the effect of VEs on the user’s mental state. VEs designed to purposefully induce anxiety or relaxation could produce a corresponding effect in participants. They concluded that the sense of presence was stronger in those scenarios, while presence conversely influenced the magnitude of an emotional response. Baños et al. [25] reported that both immersion and emotional content of VEs had a significant impact on the sense of presence in their user study. Their results indicate that immersion is a stronger factor for presence in non-emotional VEs than for emotional ones. These findings
Mixed Reality Technology

In this section, used technology for the implementation of novel concepts and the conduction of user studies is summarized. This includes the topics of immersive MR devices, the Unity engine and its networking stack.

2.3.1 Mixed Reality Devices

MR devices are headsets or handheld display devices for virtual objects and environments, which usually operate by providing computer-generated visualizations through video screens. The main principle is to render virtual elements in a 3D engine and display them in either the real world or in VEs, while the virtual viewpoint is constantly updated to align with the user’s head pose. Depending on the degree of desired virtuality, the user’s FOV has to be filled with either computer-generated or real visual information. For a fully immersive VR experience, it is necessary to remove all real-world information, which is usually achieved by covering the eyes with an opaque frame, housing a high pixel-density screen. On this screen, separate images for the left and right eye are displayed, which allow for the illusion of depth (so-called stereoscopy). Through concave lenses between eyes and screen, the user can focus on distant virtual objects. However, in order to see a clear image, the user’s eyes have to constantly focus on the screen at a constant distance through accommodation, while their convergence has to adapt to the distance between eyes and virtual object. Therefore, accommodation and convergence do not necessarily coincide as they would in the real world. This phenomenon is referred to as the accommodation-convergence conflict and has been reported as one of the main factors in the occurrence of eye-strain or general cybersickness in VR headsets [199].

To add virtual elements into the real world, optical or video see-through approaches can be employed (OST and VST devices respectively) [266]. The central element of most OST displays (such as the Microsoft Hololens [209]) is an optical combiner with both transmissive and reflective characteristics, e.g., a semi-reflective mirror or a diffractive waveguide [19]. Due to its semi-transparent nature, the combiner lets light from the real environment pass through to the user’s eyes. A projector or screen located at the side or on top of the lens supplies stereoscopic images that are reflected through the combiner, effectively superimposing virtual elements onto the real environment. Alternatively, transparent LCD or OLED displays in the user’s FOV can be used to supply virtual information. The drawback of OST headsets is the semi-transparency of virtual objects, as full opacity requires total blockage of light from the real environment. The obvious disparity between real and virtual elements can be seen as a detriment to the technical immersion and psychological sense of presence.

VST headsets on the other hand rely on opaque video screens directly within the user’s FOV, similar to VR HMDs. Many state-of-the-art VST solutions are in fact VR HMDs with additional cameras attached to their front side, for example the OVR Vision accessory [237]. Likewise, VR
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HMDs such as the Oculus Quest and HTC Vive feature camera pass-through modes, where a video stream of the frontal camera setup is displayed in the headset. In essence, the partly transmissive lens of OST headsets is replaced by a video screen displaying the video stream of the stereo cameras. More precisely, the video stream is first routed into a computer that runs a 3D engine such as Unity. In this engine the video stream is used as background layer, while virtual elements are rendered on top before the final image is then transferred back to the headset’s main screen. This approach allows virtual objects to completely occlude the real environment. Furthermore, VST devices enable augmented virtuality. By filtering the camera images, for example through computer vision and machine learning algorithms [9], parts of the video stream can be superimposed onto a VE. The entire visible FOV can be filled with either virtual or real elements, which is currently not the case for the OST approach. The major drawback of VST headsets is the camera-to-photon latency. Camera images have to be recorded, transferred to the rendering unit, be rendered, and transferred back to the screen before it can reach the user’s eyes. The accumulative latency can reach up to 80ms, a noticeable delay [80, 237]. A potential solution to this drawback will be discussed in Chapter 6.

Not all AR displays are necessarily stereoscopic or head-mounted in nature. Rather, they can be classified according to their proximity to the user [31]. Displays can be placed directly in front of the user’s eyes (i.e. HMDs), in arm-length distance (i.e., handheld devices), or at an arbitrary position inside the room (i.e., spatial displays). Handheld AR displays in particular gained enormous popularity in recent years, as the ubiquitous smartphone has put this technology right into people’s pockets. Android and iOS devices offer developers software development kits (SDKs) for handheld AR solutions, namely Google’s ARCore [119] and Apple’s ARKit [149]. Smartphone AR is essentially an application of the VST technique, passing the phone’s camera feed through to the AR SDK and subsequently to the screen. These SDKs can be accessed directly by developers or through engines such as Unity. Popular applications of this technology are Pokémon GO [153], Google Lens [151] and IKEA place [171], which have garnered millions of users globally [117]. As evidenced by the reality-virtuality continuum, handheld AR is a form of MR. Thus, the smartphone’s ubiquity is an opportunity to incorporate handheld AR users into shared MR spaces. How this incorporation could be achieved will be discussed in Chapter 5.

2.3.1.1 Tracking solutions

As mentioned above, virtual elements are rendered from a constantly updated point of view to coincide with the user’s perspective. Most MR devices feature inertial measurement units (IMUs) in every tracked component, e.g., headset and handheld controllers, to determine their pose. IMUs provide acceleration data, which can be translated to movements and rotations in 3D space. However, IMUs are prone to drifting due to double-integration of error. A shift in perspective that does not coincide with the user’s proprioception might cause symptoms of cybersickness, which necessitates that the tracking has to be stabilized [188]. To counteract the drifting behaviour, an additional tracking system is usually required for accurate pose estimation in 3D space. There are three main approaches for this supplementary tracking: (i) camera-based outside-in tracking, (ii) laser-based outside-in tracking, and (iii) camera-based inside-out tracking.

**Camera-based Outside-In Tracking** The Oculus Rift was one of the first available consumer VR HMDs. Its tracking system relies on an external infrared camera and infrared LEDs distributed over the surface of the headset and controllers. Figure 2.3 (left) shows the pattern of LEDs on an Oculus Rift DK2, taken with an infrared camera. The stationary camera’s angular aperture defines the maximum available tracking space. Using computer vision algorithms, the diodes are detected as individual markers and their constellation is reconstructed. The pose of objects with at least three markers in a distinctive arrangement can be calculated through a process referred to as rigid body tracking [111]. Figure 2.3 (right) shows a successfully reconstructed arrangement.
Laser-based Outside-In Tracking Another approach for 3D pose estimation is HTC’s “Lighthouse” system, which operates similarly to a time-of-flight sensor [51]. Instead of placing the infrared emitters on the headset and using a stationary camera, the placement of those components is switched. Stationary infrared emitters (cf. Figure 2.4 (left)) are placed outside the boundaries of the tracking space, while the surface of the headset is covered in photo-sensors (cf. Figure 2.4 (right)). The emitters, known as “lighthouses”, send out two types of light pulses: an omnidirectional pulse from an array of infrared LEDs, and a strong directional pulse from rotating infrared lasers.

When the headset detects an LED flash, a timer is started for each individual photo-sensor. based on the constant speed of light and the elapsed time between LED flash and the laser sweep hitting the photosensor, the distance of each sensor to the lighthouse can be calculated. The headset’s pose within the tracking space is then estimated through the constraints of distances from all sensors to the emitter. Two lighthouses operating at slightly different frequencies are usually used in tandem to minimize occlusion within the tracking space.

Camera-based Inside-Out Tracking Lastly, mobile MR devices such as the Oculus Quest or Microsoft Hololens employ a tracking system without stationary components, so-called camera-based inside-out tracking. These types of headsets feature arrays of RGB and depth camera sensors that are spread out over their surface (cf. Figure 2.5). Through these cameras, a 3D reconstruction of the user’s surroundings can be calculated. Computer vision algorithms for simultaneous localization and mapping (SLAM) are employed to determine the user’s position within a previously established tracking space. This approach is computationally expensive and therefore taxing for mobile processors, which are usually optimized for power consumption over performance. Additionally, occlusion is a frequent problem. Hand gestures or handheld controllers are tracked through the headset’s inside-out camera setup, and thus their pose can only be accurately calculated while in front of the user. Otherwise, the tracking defaults to IMU sensor input data.
2.3.2 Unity Engine

All presented concepts and user studies in this work were implemented in Unity, a cross-platform 3D engine first released by Unity Technologies in 2005. It is one of the most commonly used proprietary engines in both industry and research, with a total market share of more than 50% of all released applications, thanks to merits such as free licensing for small teams and an extensive list of supported devices [304]. Build-targets include platforms such as Windows and MacOS personal computers, game consoles, android and iOS mobile devices as well as MR headsets. It grants access to graphics application programming interfaces (APIs) such as DirectX and OpenGL, various shaders and other rendering tools, as well as physics simulations.

Game engines operate on the concept of an update-loop, where discrete states of a simulation are calculated based on a rule set of physics and predefined object behaviours. Each virtual object’s state is determined by its last state and current influence factors such as gravity or user inputs. In each iteration of the update-loop, all virtual objects are updated once. Afterwards, the graphics API is used to render the scene from a given point of view, e.g. the detected pose of the MR headset. Once this image, referred to as frame, has been rendered, it is displayed on the device’s screen and the update-loop is repeated.

Objects in Unity, officially named GameObjects, consist of several components. They all share a single base component, the transform component. It determines the object’s pose in 3D space through a 3D vector for the position, a quaternion for its rotation, and another 3D vector for scale on each axis. There are several premade components that can be added to objects, such as rigid-body physics, audio emitters and listeners, light sources, or containers for 3D meshes and animations. Most importantly, however, developers can define their own custom components through C# scripts. These scripts contain C# class definitions, which will determine the logic and behaviour of their assigned object.

These GameObjects can be nested within each other, forming a hierarchy. Therefore, objects may consist of several sub-objects, each with their own set of components. Unity further offers their so-called prefab system to reuse object definitions, for example, when multiple user configurations are required. Prefabs are essentially a blueprint of an object and all of its components and sub-objects, which can be instantiated at runtime through scripts. This framework offers developers full access to the .NET environment, and hence allows for immensely complex applications. Typical programming patterns in Unity include singletons, observers, states and object pools.
2.3 Mixed Reality Technology

2.3.2.1 Unity Networking Stack

Several networking stacks are available for Unity, such as the Mid-Level Networking API, Photon and Mirror, of which the latter was used for the implementations in this thesis. Mirror is an open source stack based on Unet, Unity's internal networking module. It is a multi-layered system of connection mechanisms, messaging services and network managers, as depicted in Figure 2.6.

![Figure 2.6: The Unity networking layers (illustration by [303]).](image)

Starting with the Low Level API, Mirror provides connections and message exchange between multiple Unity instances in a network through protocols such as UDP. Readers and writers then abstract individual packages to readable messages, which can be used to create and manage sessions between host and clients. The following layers are then concerned with synchronization of Game Objects between server and client worlds.

Each synchronized object has to exist on each connected computer. Therefore, objects are instantiated on each computer at the same time with a shared identifier, the unique Network Identity. Through this identity, changes to one instance can be propagated to all other instances on every client. However, in the underlying authoritative server-client architecture only one client can have authority over each object, which is usually the host. Therefore, clients have to send change requests to the host, who then applies the state changes and synchronizes the result back to all clients. Change requests are handled through so-called NetworkBehaviours, which are custom components offering automatic synchronization of variables as well as client-to-server commands and server-to-client remote procedure calls.

NetworkScenes handle the life-cycle of synchronized objects on all clients at the same time. Before the shared NetworkScene is entered, participants can be gathered in a lobby through the NetworkLobbyManager. Within the NetworkScene, the NetworkManager acts as central control unit that keeps track of shared data and connections between host and clients. Lastly, predefined network components such as NetworkTransforms can be attached to object prefabs, making them synchronize states such as position and orientation automatically.
2.4 Collaborative Virtual Environments

Collaborative Virtual Environments (CVEs) are computer-based systems that enable collaboration and communication in a shared VE between users who may either use the same physical work space or remotely connect through the internet [67, 123]. In this context, VEs refer to a wide spectrum of visualization tools, ranging from simple two-dimensional canvases to elaborate MR spaces. According to Singhal and Zyda [343], the main features of a CVE are defined as follows:

- **Shared sense of spatial presence**: All users perceive the illusion of being in the same place.
- **Shared sense of co-presence**: Participants perceive a virtual representation of themselves and of others.
- **Real-time interaction**: Multiple users located in different physical locations can interact with each other in real-time.
- **Communication methods**: The VE enables some form of communication between participants. Communication can be implemented, for example, via gestures, text, or speech.

Their focus evidently lies on the aspect of human-to-human interaction. Another definition was presented by Sung et al. [299], which incorporates technical aspects as well. According to them, the following criteria must be met for an application to classify as a CVE:

- **Awareness**: Every user must be aware of the other participants.
- **Responsiveness**: Every action of the user must be communicated to the other participants as quickly as possible.
- **Consistency**: The world must appear coherent and conform to expectations even though multiple users are actively manipulating and interacting with objects.

They further argued that consistency and responsiveness are opposing goals, while the focus too often lies on consistency. According to Pečiva [239], CVE applications maintain the data set that represents the VE, while the VEs are domain of computer graphics and VR. Essentially, CVEs extend regular VEs by shared data, which is consistent across all connected clients. These definitions are not limited to a work context and apply to any form of computer-based human-to-human interaction. Therefore, any synchronous application that fulfills these criteria, such as the discussed use cases of shared MR spaces, can be categorized as CVEs.

Manninen [202] further compiled and described the top level interaction form categories in immersive CVEs. These are avatar appearance, kinesics, occulesics, facial expressions, environmental details and language-based communication. Avatar appearance contains all forms of indirect interaction that is emanating from, e.g., the clothes, hair, physique or adornments of the avatar while kinesics describes postures, body movement, head movement or gestures. Because eye movement, eye contact and line of sight are such important aspects of human-to-human interaction, they have their own category, called occulesics. Finally, the environmental details category contains all forms of interaction with objects or the VE itself.

2.4.1 Data Synchronization

Since MR-based CVEs are often built upon proprietary 3D engines like Unity, their networking architecture usually relies on design principles that were established for their originally intended use case, i.e. 3D games [245]. In fact, many multiplayer 3D games fulfill the criteria to classify as CVEs, leading to several companies issuing claims that this makes their games qualify as implementations of the metaverse concept [150, 167]. Regarding the synchronization of data within CVEs, Pečiva’s systematic literature review classified four categories of general networking schemes [239].

Figure 2.7 (A) schematically shows the first category of architectures, called "centralized primaries". One computer holds the primary instances of all objects (the "primaries", shown in red) and thus acts as the authoritative server. All other clients can make update requests, whereby the server manipulates the primary instances and then transmits the new state to all participants. The server has complete control over the session, guaranteeing consistency. This model is the de facto standard for state-of-the-art 3D engines, as evident by its implementation in every major Unity
networking stack. However, Mirror allows the server to delegate authority over individual objects to clients, which increases the perceived responsiveness for user-controlled objects. In this case, changes are made locally first and then transmitted to the server, who then distributes them to the remaining clients.

This is similar in concept to the "distributed primaries" architecture (cf. Figure 2.7 (B)). Here, every client has authority over a portion of synchronized objects. Clients broadcast change requests to all other participants directly, eliminating the need for a dedicated server. In this pessimistic concurrency control model, the requestor has to wait for confirmation from all receivers before a new request may be sent. As a result, the system’s responsiveness may suffer. If changes are not confirmed but assumed, the model is instead referred to as optimistic concurrency. This is the case for the "Data Ownership" architecture, where authority over objects is passed between clients when changes are requested (cf. Figure 2.7 (C)). The fourth category, "Active Replication", is a peer-to-peer implementation (cf. Figure 2.7 (D)). Here, change requests are collected and broadcast on a timed update schedule. This approach, however, has no mechanism for solving conflicting instructions and therefore is exclusive to CVEs where each client may change only a specific subset of objects. According to Pečiva, the guarantee of synchronization in the centralized primaries approach and its robustness against malicious manipulation of local data makes it the most wide-spread architecture for CVEs [239].
2.5 Avatars

Avatars are a core component of immersive CVEs and subsequently shared MR spaces [299, 343]. An avatar is the representation of a human user in a VE, whose appearance may vary from simple geometric shapes to highly detailed human 3D scans. Through personalized appearances, they help identify a person and distinguish them from others [329]. While avatars are often limited to virtual hands in single-user MR experiences, more realistic representations have been reported to be beneficial for spatial awareness and interactions between multiple users in shared MR spaces [226].

2.5.1 Technical Implementation

In MR, avatars have a wide variety of implementations. As the above described tracking solutions only determine the position and orientation of the MR headset and its handheld controllers, it is difficult to accurately reconstruct the full body pose of the user. Therefore, many applications are limited to visualizations of head and hands, optionally with a torso that is placed directly beneath the head [226]. Additionally, devices such as the HTC Vive Facial Tracker offer real-time reconstruction of facial expressions [71]. However, configuring arms and legs for full body avatars, which are important factors of anthropomorphism and realism, remains a challenge for developers [227].

From a technical viewpoint, full body avatars are definitions for how animations affect the transform components of a humanoid character [272]. To animate a humanoid character, a 3D mesh and a skeleton are required. In this context, a skeleton is a hierarchical assembly of bone objects, imitating the structure of a real human skeleton. Each bone in this skeleton defines which vertices of the humanoid mesh are affected by it, usually based on a weight-by-distance function. Once a mesh is mapped to the bone structure and thus to the animation rig, animations that change the skeleton deform the character mesh.

A character usually has a collection of animations, including animations for walking, running, jumping, strafing, squatting, climbing and idling. In order to manage switching from one animation to another, Unity offers the Animator component. This component is a visual state machine, which works as a flow-chart of animation clips and transitions. While the Animator is in a certain state, the associated animation plays either once or on loop. Then, when the conditions of a transition pointing away from this state are met, for example when the animation has finished, or an external trigger has been set via script, the transition is executed and the state is switched. Transitions between states may be abrupt or smoothed through interpolation between the associated animations of current and next state at runtime.

Individual sections of the skeleton can be masked, which will inhibit an animation from changing this section of the 3D mesh. This property can be leveraged in conjunction with the Animator’s multiple layer system, where each layer consists of a flow-chart, and all layers operate at the same time. Thus, one layer can be used to animate the top half of a body, and another layer the lower half. This allows for procedurally generated animations, for example, through inverse kinematics (IK).

2.5.1.1 Inverse Kinematics

IK is the use of kinematic equations to determine the joint parameters of a manipulator so that the end effector moves to a desired position. IK can be applied in many areas, including robotics, engineering, computer graphics and video games [16]. As joint parameters for a character are given in forward kinematics, e.g., by applying a predefined animation, the resulting position of each element from a kinematic chain, e.g., between shoulder and hand, can typically be calculated directly using multiple applications of trigonometric formulas. However, the reverse operation is, in general, much more challenging. Given a target pose for the end effector of a kinematic chain, IK finds the solution for all joint values to achieve this pose. Effectively, IK can be applied to a character’s skeleton to place, for example, the hand in a given position and orientation relative...
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to the shoulder. Through a series of constraints, such as limited elbow bending on certain axes, realistic body poses are formed. There are three general approaches for solving IK problems: (i) analytical solutions, (ii) numerical solutions and (iii) heuristic solutions:

**Analytic Solutions** Analytic solutions are closed-form expressions that take the end effector pose as input and provide joint positions as output. Analytical IK solvers can be significantly faster than numerical solvers and provide more than one solution, but only a finite number of solutions, for a given end effector pose.

**Numerical Solutions** Numerical solutions provide methods of modelling and solving IK problems. The most flexible of these methods typically rely on iterative optimization to seek out an approximate solution, due to the difficulty of inverting the forward kinematics equation and the possibility of an empty solution space. The core idea behind several of these methods is to model the forward kinematics equation using a Taylor series expansion, which can be simpler to invert and solve than the original system.

**Heuristic Methods** Heuristic methods perform simple, iterative operations to gradually lead to an approximation of the solution. The heuristic algorithms have low computational cost (return the final pose very quickly), and usually support joint constraints. Unity employs a heuristic algorithm called Forward And Backward Reaching Inverse Kinematics (FABRIK) [15]. FABRIK avoids the use of rotational angles or matrices, and instead finds each joint position via locating a point on a line. It divides the problem into two phases, a forward and backward reaching approach. Thus, it converges in few iterations, has low computational cost, and produces visually realistic poses, which appear smooth over multiple frames.

This technique can be applied to correctly position feet on uneven ground and slopes, or have an avatar mimic a user’s tracked real world hand movements. Applications of this approach in shared MR spaces will be discussed in Chapters 9 and 10.

2.5.1.2 Real-Time Human 3D Reconstructions

A different approach to human representation is the use of real-time 3D reconstruction. Users are depicted similarly to video conferencing systems, but as 3D projections rather than 2D videos [236]. In the context of this dissertation, we implemented a system that is capable of constructing a 3D mesh of users through a setup of RGB and depth cameras. The main idea of this reconstruction is to take a reference image of an empty room, and compare it to the live video stream for each camera. Through this comparison, the background can be subtracted from each frame, leaving only the RGB and depth information of the user. We placed three Microsoft Kinect V2s beneath the ceiling of a room, approximately with a 120° between them and pointing towards the room’s center. Each Kinect is connected to an associated computer that processes the background subtraction through a compute shader, which is a parallel processor for each pixel in an image, performed on the graphics card. The results are then transferred via LAN to a central server, which assembles the images into a 3D mesh.

Through known camera parameters such as intrinsic and extrinsic calibration, this server arranges a number of virtual projectors in a Unity scene. Each projector consists of a highly subdivided plane. For each pixel on this plane’s material, the color from the RGB image is applied, while pixels that are marked as background are made transparent. Then, a vertex shader is applied based on the depth camera image, positioning the vertex of the associated pixel on the plane’s Z axis. As a result, a 2.5-dimensional projection of the user is achieved. This process is performed simultaneously for all three projectors, effectively reconstructing the full 3D mesh.

This technique was employed in the study of Mostajeran et al. [214], where a reconstructed person was compared to realistic and abstract avatars for the visualization of a remote supervisor. The results indicate that users were generally positive towards remote supervisors. The reconstructed visualization was rated favorably over abstract avatars, with similar ratings to realistic ones. The developed video streaming technology was additionally used for the smartphone application that
acts as a handheld window to a remotely connected VE, which will be discussed in Chapter 5.

2.5.2 Related Work on Avatars

Avatars enable effective spatial relations and interactions between multiple users in shared MR spaces [226]. In this context, Steed et al. have shown a positive effect of the appearance of an avatar as a user’s self-representation on the sense of presence and user experience in single-user scenarios by providing virtual avatars to replace a user’s physical body [289]. Moreover, Mohler et al. [211] have shown that displaying a virtual body improves the user’s overall distance estimation, as it gives a sense of scale and relation.

According to Nowak et al. [226], avatars facilitate interactions with other users, IVAs or the VE itself and can shape computer-mediated communication experiences. For instance, users make judgments and attributions based on the names, appearance, and behaviours of others’ avatars. Moreover, avatars may influence self-perception as well as both their owner’s and observer’s behaviours in interactions [189, 215, 228]. This phenomenon is referred to as the Proteus effect [339]. An example of this effect has been reported by Lee et al. [340], showing evidence that participants, who embody taller avatars, were more confident and aggressive when negotiating with another person. Avatars have been shown to have significant effects on several aspects of communication in VEs, such as interpersonal, group, environmental, non-verbal and organizational communication [7, 26, 139, 176, 320, 321, 328].

Through a systematic literature review, Nowak et al. [226] accumulated determining factors for an avatar’s characteristics. These include user preferences, appearance, social norms or behaviors that are reflective of human capacities, experiences within the VE, and technological affordances or constraints of the system [34, 224, 297, 338]. They argue that observers employ similar processing strategies between real and virtual bodies due to their comparable characteristics as a perceivable representation of real others. According to Bailenson et al. [20], among the first judgments made of an avatar is determining agency or humanity, which leads to the assessment of the social potential of the represented user [216, 224]. In this context, Hamilton and Nowak [135, 227] demonstrated that more human-like appearances were perceived to have greater social potential. In a VE, there may not be a clear visible distinction between IVAs and human users. Because of this, observers may not be able to distinguish agency [169, 223, 225]. However, previous works have shown that users try to determine whether an avatar is controlled by a real person or an IVA, and base their responses in interactions on this perceived agency [34, 35].

In shared MR spaces, the degree to which an avatar’s appearance is similar to that of a real person is referred to as realism. This characteristic includes metrics such as the level of fidelity, fluidity of motion, or adherence to anthropomorphism [21, 227]. The degree of realism has been reported to have a significant influence on social and co-presence, communication satisfaction, and engagement of users interacting with the avatar [21, 46, 58]. For example, Casaneuva et al. showed evidence that gestures and facial expressions, or realistic human-like avatars in general, can increase co-presence in multi-user scenarios [58]. Waltemate et al. [329] further reported that personalized humanoid avatars made through photogrammetry received favorable ratings regarding body ownership and sense of presence compared to generic humanoid avatars. In addition to the appearance (mesh and texture), animations can be used to make the avatars look even more realistic or human-like, referring to the fluidity of motion characteristic. This includes realistic animations using IK [124] or full body tracking [286].

Several MR social platforms offer full body avatar animation systems that are compatible with both IK and full-body tracking solutions. For example, VRChat’s current Avatar 3.0 implementation uses Unity’s Mecanim animation system to provide a customizable animation state machine with locomotion, gesture and IK layers to its users [324]. Lastly, avatar systems are not limited to shared VR spaces; besides typical non-immersive online games and social experiences, they can also be employed in MR telepresence setups [243]. Here, systems such as Holoportation or Remote Fusion...
allow the use of real-time 3D human reconstructions in addition to generic or procedural avatar animations [2, 236, 305].

As discussed in Section 1.1, MR enables the enhancement of human communication channels to transmit more information than what is possible in the real world. This applies to avatars as well. For instance, gaze may be augmented to allow every receiver to see consistent eye contact from the same source at the same time [20]. Modifications to the avatar’s shape are also conceivable; Won et al. [334] showed that additional body parts such as extra limbs may be utilized to expand non-verbal communication. This, of course, reduces anthropomorphism and thus realism.

To which extend such modified human representations may affect an observer can be derived from the uncanny valley effect. This phenomenon is best described as a function of an avatar’s perceived pleasantness relative to its degree of realism [213]. Generally, the higher an avatar’s realism, the more pleasant it is perceived to be (cf. Figure 2.8). However, a strong dip in this function occurs close to maximum realism, denoting that avatars which appear to be almost human-like, yet are perceivably not, are seen as unpleasant or even frightening. For this reason, avatars that fall into this uncanny valley are more likely to be rejected by users [125, 271]. Moreover, users expect anthropomorphic bodies to be animated authentically, again referring to the fluidity of motion characteristic [78]. This aspect of human representation will be further explored in Chapters 8, 9 and 10.

**2.6 Locomotion**

MR experiences typically allow users to interact with virtual objects, often through direct manipulation with their hands. However, not every object is within the user’s personal space and thus their immediate reach. Therefore, designers of such experiences must offer at least one of the following options: (i) an interaction method for distant objects, or (ii) a LUI that lets the user move to the interactible object:

**Distant Interactions** In some cases, especially single-user scenarios, interactions can be provided that bring the interactible object to the user. For example, the VR game Half-Life: Alyx [73] offers...
so-called gravity gloves, which allow the user to aim at a distant interactible object and pull it towards them. Alternatively, stationary experiences such as Beat Saber [110] use a technique where every interactible objects appears at a distance, and automatically approaches the user in order for them to interact with them. Other techniques involve direct selection or manipulation from a distance, such as employing gaze tracking to select the interactible object, and then remotely control it through button presses or gestures [242].

**Locomotion User Interfaces** In many applications the MR interaction space is larger than the physical tracking space. Depending on the scenario, not all interactible objects can be moved to the user or be interacted with from a distance, for example, in shared MR spaces that feature a large-scale VE, where geometry occludes interactible objects. Some experiences employ location-based interactions, such as story-driven games where the user needs to travel in the VE to reach an objective [73]. These cases necessitate the use of user locomotion. While distant interactions can be partially employed in shared MR spaces, repositioning within the VE is often required to change perspective on points of interest, as is moving through a VE that is more expansive than the physical tracking space. Evidently, movement through a VE is an important activity in MR, including shared MR spaces [41].

In a systematic literature review, Boletsis [37] compared the most commonly used or studied locomotion techniques for MR applications. He distinguishes four different locomotion types:

- **Room-scale-based locomotion:** This motion type uses physical motion to provide interaction and supports continuous motion. However, unlike other types, the MR interaction space is limited by the size of the real environment and thus offers limited possibilities.

- **Teleportation-based locomotion:** The user’s viewpoint is teleported to a predefined position without time delay as non-continuous motion.

- **Joystick-based locomotion:** Joysticks are used to continuously move the user’s avatar and viewpoint in the VE.

- **Motion-based locomotion:** Techniques of this type provide continuous motion in VEs using some type of physical movement of users in the real world. Examples include swimming, climbing, flying, or walking-in-place.

Real walking within the user’s tracking space, referred to as room-scale-based according to Boletsis, is enabled by the discussed tracking solutions in Section 2.3.1.1. The position of the HMD is projected into the MR interaction space, allowing the user to freely move within the VE, bound only by the physical limitations of the available tracking space. Real walking is usually considered as the most intuitive way of locomotion in real and virtual worlds, and has been found to be more presence-enhancing compared to other forms of locomotion such as teleportation or joystick-based navigation [319]. However, the physical limitations of the tracking space confine the effective interaction space within the VE [331]. Subsequently, the user’s imminent reach in the VE is extended only by a short distance. Due to this limitation, additional or alternative interfaces and techniques are often required.

One of the most-often employed techniques to extend the user’s reach through locomotion is teleportation [37]. It is offered in most major SDK provided by manufacturers of VR headsets such as the Oculus SDK [196] and SteamVR integration [315]. To trigger a teleportation, the user first needs to specify the target location. This is usually implemented through a laserpointer approach, either visualized as a straight line or a parable with limited reach, as a point-and-click metaphor [196]. The target destination is defined as the intersection of this laserpointer with a walkable surface area. The user confirms the destination by pressing a predefined button. Then, the user’s viewpoint is moved instantaneously to the target location, usually keeping their orientation intact. A common technique to reduce cybersickness in this instance is to quickly fade the HMD screen to black before the movement, and fading back to normal vision afterwards [248]. In a literal blink of an eye the user has traveled to a distant location. This approach is highly efficient; it has been shown numerous times to have strong usability ratings, while being efficient for VE
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traversal [54]. However, its drawbacks are reduced spatial cognition, limited sense of presence and a low sense of self-motion [54].

Alternatively, there is Joystick-based navigation. The directional input on a joystick, usually integrated into the handheld controllers or wands, is translated to continuous movement. The mapping between the joystick’s amplitude and the magnitude of the directional movement vector can be defined arbitrarily, but most often a full amplitude translates to speeds that are within the range of normal human walking or sprinting. This speed limitation is integral due to the well-known, but not yet well understood effect that continuous visual movements, which do not relate to the other human senses such as balance, inertia and proprioception, can cause severe cybersickness-related symptoms [186]. By slowing down the movements considerably, it is possible to mitigate some of the cybersickness-related symptoms [54]. This effect will be discussed in more detail in Section 2.7. Nevertheless, joystick-based navigation is an easy to understand mechanism that many users had prior exposure to, as joysticks are a standard input device for conventional gaming experiences.

Lastly, motion-based techniques can be employed. This type of locomotion translates the user’s tracked posture, gestures or physical motion patterns to continuous movements in the VE. This is by far the broadest category, and encompasses LUIs such as leaning [136], arm-swinging [205], stepper hardware [311], omni-directional treadmills [283] and walking-in-place [332]. Generally, these LUIs tend to synchronize proprioception with the user’s experienced visual flow, and thus tend to be rated favorably with regard to cybersickness. However, to this day no singular motion-based technique found wide-spread adoption. This is likely due to their specific niche, requiring additional hardware or insufficient usability and perceived efficiency [56]. Because of this, teleportation and joystick-based navigation remain the de facto standards for MR locomotion despite their shortcomings.

All of the above described categories of locomotion have their merits and limitations. The major differences between them is the depiction of either continuous or noncontinuous movements, and their synchronization to other human perceptual senses [62]. Subsequently, Chapters 9 and 10 introduce novel LUIs that surmount the limitations for setups with limited available space. Additionally, a method to harness the advantages of both continuous and noncontinuous locomotion is discussed.

2.6.1 Related Work on Locomotion

In MR, the choice of locomotion has enormous impact on the user experience and interaction paradigms in general. Different techniques influence the interaction dimensions of immersion, flow, manageability, sense of effectiveness, and psychophysical discomfort (cybersickness) to varying degrees [38].

Room-scale-based locomotion includes real and redirected walking [184], while teleportation and joystick-based navigation represent the current default options for consumer VR headsets like the HTC Vive or Oculus Quest. Previous works have proposed solutions for the space limitations of room-scale MR, letting users explore a VE that is larger than their physical walking space, while retaining real world locomotion. A frequently mentioned approach is redirected walking, which is an umbrella term for methods that trick the walking user into the illusion of walking a straight line in the VE, while walking in circles in the real world [291]. This can be achieved for example through manipulating the rotation of the virtual camera [184] or by stimulating the user’s leg muscles through electric impulses [18]. Steinicke et al. [291] quantified how much humans can unknowingly be redirected on physical paths that are different from the visually perceived paths. Their results show that users can be turned physically about 49 percent more or 20 percent less than the perceived virtual rotation, distances can be downscaled by 14 percent and upscaled by 26 percent, and users can be redirected on a circular arc with a radius greater than 22 m while they believe that they are walking straight. Suma et al. showed that instead of relying on redirected walking it is also possible to manipulate the VE by using physically impossible, overlapping spaces [298]. Their approach is
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however not universally applicable as the VE has to be designed with this concept in mind.

Funk et al. compared different approaches to teleportation locomotion in VR with regards to accuracy, task execution time and spatial orientation after the transition [107]. To this end, they proposed a targeting mechanism that lets the user define their orientation after the teleportation through a dial marker on the ground. The authors concluded that there is no significant difference in accuracy between straight, parabolic or curved targeting lines regarding accuracy, while reporting that the dial marker led to a higher execution time and less spatial orientation.

Several comparative studies of locomotion techniques regarding self-reported measures have been conducted to determine the most efficient and pleasant form of MR locomotion. Ragozin et al. performed an in-situ study to compare different types of locomotion regarding task execution time and cybersickness [247]. In their homes, participants had to play a VR game with either arm-swinging, joystick-based or walking-in-place locomotion. They reported that users finished the navigation task quickest with the arm-swing method, while walking-in-place was rated worst regarding the occurrence of cybersickness. Other studies on the other hand concluded that joystick-based navigation caused significantly more cybersickness-related symptoms compared to motion-based techniques such as leaning and pedalling [54, 104]. Nguyen-Vo et al. [218] compared multiple implementations of leaning techniques with real walking. They could not find any significant differences for task performance between upper-body leaning, full-body leaning and real walking. They concluded that leaning-based techniques can provide enough sensory information for supporting spatial updating, spatial awareness, and efficient locomotion in VR when synchronized with embodied translation cues.

Buttussi et al. [54] compared teleportation, joystick-based, and leaning-based navigation techniques in a VR travel task. They concluded that joysticks and leaning cause similar levels of cybersickness, while teleportation had no significant impact on the users’ well-being. They could not find any significant differences for the self-reported sense of presence. Similarly, Xu et al. [337] examined distance estimation and spatial awareness in teleportation, joystick-based navigation and walking-in-place techniques and reported that no significant differences were found. Sarupuri et al. [264] further reported similar levels of induced cybersickness and usability between those techniques.

In a systematic literature review, Cherni et al. [62] found that over fifty percent of the reviewed techniques used body-centred self-motion cues. They concluded that these cues are a major factor in spatial orientation and awareness, while also reducing cybersickness [43, 255].

2.7 Cybersickness

Cybersickness is a fundamental issue of MR, which manifests predominantly in VR and VST headsets. Typically categorized as a form of visually induced sickness, it describes illnesses caused by observing computer-generated visual motion through immersive devices. The most commonly reported symptoms are general discomfort, headache, stomach awareness, nausea, sweating, fatigue, drowsiness, disorientation, and retching [174]. Because of this phenomenon, the time users can spend in immersive VEs through VR and VST devices is often limited [186]. Moreover, these symptoms are potentially dangerous as they can last for hours or even days after usage [287].

Stanney et al. [287] define cybersickness as a constellation of symptoms of discomfort and unease induced by VR exposure. They discussed the differences that can be found between cybersickness and simulator sickness, as these terms are often confused or falsely used interchangeably. To accurately define and separate these terms, a large number of self-reports were evaluated that contrasted symptoms caused by flight simulators and VR exposure. Three clusters of symptoms were identified: (i) oculomotor, (ii) nausea, and (iii) disorientation. In the flight simulator population, oculomotor symptoms were predominant, nausea symptoms less severe and disorientation symptoms the least pronounced. On the contrary, participants that were exposed to VR showed the opposite distribution of symptoms. In this group, the symptoms of disorientation were most
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strongly represented, while symptoms of nausea were less strong and oculomotor symptoms the least represented. Furthermore, symptoms of cybersickness were perceived on average three times as strong as the symptoms of simulator sickness [287].

Jerald [157] proposed VR sickness as an all encompassing term for motion, cyber- and simulator sicknesses caused by experiencing VR. According to Jerald, the specific cause of symptoms is not relevant for most VR users, and thus a general term suffices. In this work, we use the term cybersickness as defined by Stanney et al [287].

LaViola [185] discussed possible explanations for the occurrence of cybersickness in VEs. He investigated three theories for the emergence of motion sickness, and their applicability to cybersickness: (i) the postural instability theory, (ii) the poison theory and (iii) the sensory conflict theory.

Postural Instability Theory The postural instability theory is centered on the idea that one of the primary behavioral goals in humans is to maintain postural stability in the environment. In this case, postural stability is defined as the state in which uncontrolled movements of the perception and action systems are minimized [253]. Whenever the environment changes in an abrupt or significant way, in many cases, postural control will be lost especially if the control strategies are not available due to lack of experience.

Poison Theory The poison theory suggests that the ingestion of poison causes physiological effects involving the coordination of the visual, vestibular, and other sensory input systems [312]. The adverse stimulation found in some VEs can effect the visual and vestibular system in such a way that the body misreads the information and thinks it has ingested some type of toxic substance, thus causing symptoms which lead to an emetic response.

Sensory Conflict Theory The sensory conflict theory is the most widely accepted [81, 187, 312]. It is based on the premise that discrepancies between senses which provide motion and orientation cues cause a perceptual conflict within the body. For example, when the eyes register a visual flow through a VE, but the proprioception, also referred to as the sense of self-movement and body position, matches the experience of standing still. This is also true for VST HMDs, when the latency of the video feed causes mismatches between the user’s vestibular system and the view in the headset; the head stops after the desired motion, but the delayed video stream suggests ongoing movement.

Furthermore, different amplifiers of cybersickness are presented in this thesis. These may be related to the display and the technology used for the VE, or errors in positional tracking, time delays between the user’s movement and the movement in the VE, or flickering in the VE. Individual factors such as gender, age and diseases also affected the perception of cybersickness [185]. In this context, Bruck and Watters [50] conducted a study to find correlations between simulated motion and occurring cybersickness symptoms. They showed that the symptoms associated with cybersickness in a VE increase when the intensity of the simulated movement increases. To summarize, cybersickness elicits similar symptoms to motion sickness and simulator sickness, but has different triggers and a unique distribution of symptoms within the identified clusters.

as discussed in Section 2.6, cybersickness is a major drawback of continuous locomotion, whose intense effects lead to teleportation remaining as the most-often used technique despite its negative effect on the sense of presence and self-motion. In order to combat this drawback, several approaches have been proposed to make continuous locomotion a desirable alternative to teleportation. For instance, Fernandes and Feiner [101] presented a technique to prevent cybersickness by reducing the FOV during head movements in VR. The FOV was decreased by masking the peripheral vision, which is referred to as applying a vignette. They concluded that effects of cybersickness can be reduced and participants would be able to stay in the VE for longer periods of time. The disadvantage is the reduction of the FOV due to occlusion. Similarly, Nie et al. [219] showed that blurring the peripheral vision can mitigate cybersickness effects during head motions. Furthermore, the introduction of a novel LUIs often contains an evaluation of its
According to Buttussi’s literature review [54], many motion-based approaches receive positive ratings compared to joystick-based navigation, but are rated worse than teleportation in this regard.

As the general symptoms that can occur are the same between cybersickness and simulator sickness, albeit with a vastly different distribution, the Simulator Sickness Questionnaire (SSQ) [163] can be employed to measure cybersickness. The SSQ’s usage was validated by Hirzle et al. [143], who performed a systematic literature review for general discomfort in VR applications. They concluded that additional items for eye strain and symptoms caused by the headsets’ ergonomics should be included in a questionnaire that is specifically designed to be used in VR experiments. Nowadays, the SSQ consists of 16 items categorized in three subscales (oculomotor, nausea, and disorientation). Each item can be rated on a 5-point Likert scale ranging from 0 to 4. Weights are assigned to each of the categories and summed together to obtain a single score. Although the score is not intended to predict illness, it does provide a description of overall sickness scores for a given VE.

The ability to predict a user’s susceptibility to cybersickness before usage has potential applications, however. As such, the following section presents a questionnaire that fulfills this purpose.
3. The Cybersickness Susceptibility Questionnaire

3.1 Motivation

As described in Section 2.7, cybersickness is one of the main limiting factors of VR adoption, as about 50-80 percent of all users are affected by symptoms of nausea, fatigue, headaches or vertigo [60, 170]. Just 20 minutes in a VE causes symptoms of illness in about 61 percent of users [252]. These symptoms often persist even after the VE is left and can last several hours [120]. This phenomenon, combined with the potential severity of symptoms, causes a high chance of affected users refusing future participation in VR studies or using VR systems in general [170]. This in turn may lead to a slowdown in development of immersive VR experiences and applications for training or health care [81].

In order to advance the development of VR applications, we propose the Cybersickness Susceptibility Questionnaire (CSSQ) that predicts a user’s susceptibility to developing cybersickness-related symptoms. With this questionnaire, users can have a greater degree of confidence entering VR for the first time, and researchers performing studies in VR can select participants based on the study’s purpose. Selecting especially susceptible participants might be desired for testing solutions that aim to reduce cybersickness-related symptoms, while selecting unaffected participants might be desirable for experiments where early, non-optimized prototypes of visualization, rendering or interaction techniques are tested. The items on this questionnaire were compiled from several previous works that have demonstrated the influence of various biological, chemical and psychological factors on the human senses and nervous system.

3.2 Cybersickness Susceptibility Questionnaire

With the CSSQ, a prediction about a person’s tolerance to extended VR exposure can be made. The individual items on this questionnaire were compiled from previous related works that demonstrated an effect of the evaluated biological, chemical or psychological factor on the occurrence of cybersickness-related symptoms [159, 174, 185, 265, 273].

The Questionnaire consists of three categories, which are demographic data, health and fitness, and motion sickness triggers. First, demographic data is considered, consisting of age, height, gender and ethnicity [185]. Secondly, the CSSQ considers physical health. It is queried in the form of yes-no questions or five point Likert scales, referring to the frequency of each complaint’s occurrence. These scales range from 0 to 4 with the labels "very rarely", "rarely", "occasionally", "frequently” and "very often". The frequency of headaches in the form of migraines and the frequency of stomach complaints were especially considered, as these can be an indication of a
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higher susceptibility of motion sickness and thus also symptoms of cybersickness [159, 273].

The yes-no questions refer to the recently experienced or current behaviour and well-being. The alcohol [265], medication [159] and drug consumption [273] of the last 24 hours are queried. As described above, this can have an influence on several neural systems of the body, altering the experienced severity of cybersickness-related symptoms. Chemical influence factors make predictions unreliable, as they can have both positive and negative effects on the sympathetic nervous system [159]. In addition, acute complaints and illnesses such as colds, influenza, ear infections, respiratory diseases, eye diseases and sleep deprivation are examined [159, 174].

For physical health, we also considered newly prescribed glasses, as the adoption of eye correction can have a direct influence on the vestibular and oculomotor system. Also, known disorders of the vestibular or oculomotor systems are queried in the form of medical conditions. We considered including items regarding hormonal fluctuations due to pregnancies or contraceptives as these were shown to influence susceptibility to cybersickness [174, 273], but ultimately removed them due to privacy concerns.

Lastly, we incorporated several distinct types of motion that are known to cause motion sickness in the real world. These are queried as Likert scales, denoting the frequency of complaints about motion sickness from individual types of motion. Motion sickness triggering events include driving as a passenger [81, 159], reading as a passenger [159, 182], steering small boats, traveling by train, traveling by train backwards, traveling by bus, traveling by bus backwards, flying in an airplane, sitting on a spinning swivel chairs, roller coaster rides, carousels and swings [159].

Following the SSQ, we employ 5-point Likert scales ranging from 0 to 4. Table 3.1 lists all items of the CSSQ, grouped by category and measuring type.

3.3 User Study

In this section the user study is described, which was conducted to find correlations between individual items of the CSSQ and the self-reported cybersickness through the SSQ [163]. As cybersickness and simulator sickness share general symptoms, the SSQ can be used to measure the induced cybersickness. For this purpose, a VE was created to recreate the motion sickness triggers queried in the CSSQ in the form of a roller coaster ride. The roller coaster was chosen due to its adaptability in simulating most of the triggering movement patterns through rotations around all available axis while driving at a constant or variable speed. Roller coasters were furthermore used in previous works to provoke cybersickness [82]. Henceforth, the different virtual movements that mimic a motion sickness trigger from the CSSQ will be referred to as events. To recognize cybersickness-related symptoms during individual events, the participants’ skin conductance level was constantly measured during the entire experiment with a GSR test. The events were ordered in such a way that their intensity would increase over time, with 10 second breaks in between.

Based on these criteria, the experiment was designed as within-subject, and the following hypotheses were made:

\[ H_1 \]: There is a positive correlation between a high CSSQ score and a high SSQ score.
\[ H_2 \]: There is a difference between SSQPre and SSQPost.
\[ H_3 \]: There is a correlation between health claims and a high SSQ score.
\[ H_4 \]: Some motion sickness items will be a stronger indicator for a high SSQ-Score than others.
\[ H_5 \]: There is a difference between the SSQ-Score of female and male test subjects.
\[ H_6 \]: There is a correlation between demographic data and a high SSQ score.
\[ H_7 \]: There is a positive correlation between sense of presence and the SSQ score.

3.3.1 Participants and Apparatus

24 participants \((M = 24.79, \ SD = 4.863, 13 \text{ female})\) took part in the experiment. The mean time per participant was about 30 minutes. The scene was rendered on an HTC Vive Pro.
### 3.4 Results

In this section the results of the experiment are summarized. All variables were tested for normal distribution and appropriate statistical tests were applied. The Spearmann correlation with a

<table>
<thead>
<tr>
<th>Category</th>
<th>Question</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic</td>
<td>Age, Height, Gender, Ethnicity</td>
<td>Freextext</td>
</tr>
<tr>
<td></td>
<td>How often do you use VR?</td>
<td>Likert Scale</td>
</tr>
<tr>
<td>Health and Fitness</td>
<td>How often do you suffer from a migraine headache?</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>How often do you suffer from stomach discomfort?</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Did you consume alcohol in the last 24 hours?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Did you consume drugs in the last 24 hours?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Did you consume medication in the last 24 hours?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from a cold or flu at the moment?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from an ear infection at the moment?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from a respiratory disease at the moment?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from a lack of sleep at the moment?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from an eye disease?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Have you been prescribed new glasses recently?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from a limitation of your vestibular system?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td></td>
<td>Do you suffer from a limitation of your oculomotor system?</td>
<td>Yes-No-Answer</td>
</tr>
<tr>
<td>Motion Sickness</td>
<td>When I drive a car, I feel sick as a passenger.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Reading as a passenger makes me sick.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I am sailing.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick on small boats.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I go by train.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I go backwards by train.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I ride the bus or am a co-driver in a car.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I ride the bus sitting backwards.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I fly in an airplane.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick on rotating swivel chairs.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I ride a roller coaster.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when I ride a carousel.</td>
<td>Likert Scale</td>
</tr>
<tr>
<td></td>
<td>I feel sick when swinging on a swing.</td>
<td>Likert Scale</td>
</tr>
</tbody>
</table>

Table 3.1: Items of the CSSQ by category and measuring type.

#### 3.3.2 Stimuli and Procedure

Before the experiment, both the CSSQ and SSQ were completed, followed by a short explanation about the imminent virtual roller coaster ride, and the collected data. The virtual roller coaster ride lasted 4 minutes and 55 seconds. During this time the GSR values were measured and recorded twice per second. After the ride was finished, the participant was asked to fill in the SSQ a second time. The Ipresence Group Questionnaire[147] was completed immediately afterwards.

#### 3.4 Results
significance level of 5% was chosen to evaluate the correlations. To detect differences from a variable before and after the experiment, the Wilcoxon test was applied. Differences in the mean values of dependent variables were investigated using the Mann-Whitney U-test. Only significant results are reported.

For the difference between the SSQPre and the SSQPost the Wilcoxon test revealed significant differences between both the total SSQPre and SSQPost, as well as its subscales. The SSQPre ($M = 13.71, SD = 12.51$) differed significantly from the SSQPost ($M = 28.83, SD = 18.79$, $p = 0.002$, $r(22) = 0.6375$), thus confirming hypothesis $H_2$ and confirming that cybersickness-related symptoms have occurred. The following results could be found in detail:

A positive correlation between the CSSQ-Score ($M = 0.88, SD = 0.86$) and the SSQ-Score ($M = 15.11, SD = 20.14$, $p = 0.03, r(22) = 0.44$) was found, as was a strong positive correlation between the frequency of stomach complaints ($M = 0.79, SD = 0.721$) and the SSQ-Score ($M = 15.12, SD = 20.14$, $p = 0.001, r(22) = 0.67$). The analysis also showed that the triggers riding a car ($M = 0.71, SD = 0.99$, $r(22) = 0.49$), riding a bus sitting backwards ($M = 1.00, SD = 1.32$, $r(22) = -0.45$) and swinging ($M = 0.46, SD = 0.88$, $r(22) = 0.47$) had a positive correlation with the SSQ-Score ($M = 15.12, SD = 20.14$). Finally, a significant difference between the male participants’ SSQ-Post score ($M = 4.42, SD = 16.37$) and the female participants’ ($M = 24.17, SD = 18.98$, $p = 0.009, r(22) = 0.52$) was revealed.

We were interested in potential correlations between individual motion sickness triggers queried in the CSSQ and cybersickness occurrence during virtual emulation of these types of motion. Figure 3.1 depict example stress levels of an individual participant plotted over time measured by the GSR method. Here, the events Passenger in a Driving Car and Boat Ride measured the maximum value of 9,999 microsiemens, marked by the horizontal blue lines. Furthermore, several steep ascents occurred, marked with vertical blue lines at the events Flying and Swinging. These indicate a strongly perceived cybersickness. The GSR data was smoothed using a low-pass Butterworth filter with the cutoff frequency at 1 Hz. However, no significant correlation between individual items of the CSSQ and the corresponding event in the VE were found in general. This indicates that the severity of cybersickness is indeed more closely related to the intensity of virtual motion in general, rather than specific types of virtual motions. This is conform with previous studies [50, 170] and shows that susceptibility to cybersickness affects the entire usage of VR, and
not specific activities. Together with the SSQ results, this confirms that motion sickness of any kind is a strong indicator for general cybersickness susceptibility.

3.5 Discussion

The results revealed a positive correlation between the CSSQ-Score and the SSQ-Score, confirming a correlation between experienced motion sickness in real life and the perceived cybersickness. Hence, hypothesis \( H_1 \) was confirmed. Both the SSQ-Post and its categories Nausea-Post, Oculomotor-Post and Disorientation-Post had significantly higher mean values than the SSQ-Pre and its subcategories. This indicates that cybersickness has occurred, and real symptoms were reported, confirming hypothesis \( H_2 \). However, according to the recorded GSR values there is no direct link between susceptibility to a certain kind of motion sickness and similar virtual motions. From this we conclude that being susceptible to any kind of motion sickness indicates a general susceptibility to cybersickness, indifferent of the virtual activity.

The \( H_3 \) hypothesis about a correlation between health and cybersickness was also confirmed, as there was a strong positive correlation with the frequency of stomach complaints and a high SSQ-Score, indicating susceptibility to cybersickness. Further evidence of higher susceptibility may also be found in certain motion sickness trigger items from the CSSQ. Here, three moderately strong effects of correlations could be observed. Among these were the triggers riding a car, riding a bus sitting backwards, and swinging. This would mean that people who experience motion sickness in real life during these forms of motion are more likely to suffer from cybersickness than those who experience motion sickness from different triggers. These three triggers had stronger effects than others, confirming hypothesis \( H_4 \).

Hypothesis \( H_5 \) could be proven with a strong effect, as females reported significantly higher experienced cybersickness than males. This could also be seen strongly in the SSQ-Score mean values, with an SSQ-Score of 24 for females and about 4 for males. At the same time this result confirms hypothesis \( H_6 \), showing a connection between the demographic data of a person and the mean SSQ-Score. This result was already mentioned in previous works and was therefore to be expected [185]. There was no significant correlation between the sense of presence in the VE and perceived cybersickness in this study. Therefore \( H_7 \) was rejected. The CSSQ includes many more variables than those listed in the results. A large number of the yes-no questions were not considered further because they were answered exclusively with yes or no from all participants, making a statistical analysis futile. A larger sample size would be required to show a significant effect of specific factors. However, the chosen items have been individually shown by previous work to potentially influence susceptibility to cybersickness [159, 265, 273].

3.6 Conclusion

With our pilot study we confirmed which questions are most relevant for predicting cybersickness susceptibility. Especially the triggers driving, riding a bus sitting backwards and swinging correlated with a high SSQ-Score. Female Gender and frequent stomach complaints also showed a positive correlation with a high SSQ-score. These results suggest that people whose demographic data matches these characteristics or experience motion sickness from any of the above mentioned triggers are at a high risk of experiencing cybersickness.

From our results and the underlying previous work, a number of key factors can be isolated in regards to giving users a prediction for cybersickness susceptibility.

- Answering any yes-no item with "yes" indicates general susceptibility,
- Rating any Likert scale with at least a 1 indicates general susceptibility,
- Demographic data influenced the answers given on the CSSQ, and therefore certain age, gender and ethnic groups have a higher overall susceptibility,
- A higher total CSSQ-Score indicates stronger perceived cybersickness symptoms.
For future work we plan to iterate on the CSSQ with a weighting system for individual items based on our current findings, culminating in a scoring system that can give recommendations based on brackets of levels of risk. A second study with a larger pool of participants will be required to test and fine tune the scoring system, while also considering different VR scenarios.

The CSSQ is a useful generic tool for researchers performing MR user studies, for example to select participants based on the study’s purpose. In the following section, a second generic tool is presented that allows researchers to perform MR user studies remotely.
4. The Remote Study Framework

4.1 The Remote Study Framework

Due to the holding health and hygiene regulations during the time of this work, it was partially necessary to perform user studies remotely. In contrast to in-person studies, this restriction brought several challenges. For instance, participants may have to be instructed before, during and after each trial or segment of an experiment. Additionally, an in-person study conductor can assist with configuring the hardware setup and application, as well as preparing all the necessary forms.

Furthermore, user studies usually require the usage of questionnaires. To this end, participants are typically asked to switch between an experimental computer and a dedicated questionnaire computer. This setup has a number of advantages. Experimental hardware like novel headsets or proprietary LUI solutions are prone to failure when switching applications, which is minimized by using a dedicated questionnaire computer. Furthermore, while the participant fills in the questionnaires, the next trial on the experimental computer can be configured by the conductor. Instructing each participant to set up the experiment on their personal computer or mobile XR device is difficult and tedious.

However, remote studies offer the possibility to invite a large number of participants, despite the aforementioned restrictions. Participants can be acquired through academic mailing lists, XR forums or learning platforms. Due to the rising popularity of XR, and especially mobile XR devices such as the Oculus Quest, the pool of potential participants constantly expands. Once participants have been gathered, the executable files and instructions can then be provided through file-sharing services like Dropbox or Google Drive. Additionally, hardware management services like ManageXR [152] offer the ability to install applications remotely on registered XR devices. In summary, providing the necessary files to participants requires little effort, but moderating the study process remotely remains challenging.

In order to overcome this challenge and accelerate the procedure of performing remote studies, a framework for the Unity engine was developed in the scope of this dissertation. The purpose of this framework is to specifically automate the following tasks:

(i) providing instructions and moderating the process during the experiment
(ii) answering common comprehension questions
(iii) switching between trials or experiment segments
(iv) randomizing the order of trials
(v) switching between the VE and questionnaires

This framework produces a singular executable, which has to be provided to the participant. As
such, the file has to be made available to them with a message detailing how to install it on their personal computer or XR device, which can be done in the initial briefing. Every further instruction is then provided within that application. This application is built in the Unity engine, containing a singular scene. Within this scene, every Game Object required for the experiment is housed.

**Providing Instructions** In addition to the study dependent elements, this framework provides an adaptive message board. This is a 2D plane containing a header text box, a main text box, an image field and an indicator which button on the controller has to be pressed in order to advance to the next step. It is coupled to the XR user rig, constantly staying within the XR camera’s FOV on the XZ-plane. This message board is used to give initial instructions before the experiment, and further instructions between experiment trials.

**Frequently Asked Questions** Additionally, a functionally identical message board can be displayed in the background of the scene. On this board, a reminder of the current task or answers to frequently asked questions can be displayed.

**Switching Between Trials** An experiment consists of many trials, and each trial of individual steps. For example, a trial may start with an instruction, followed by the task to move to a certain location within the VE, interacting with an object, and finally returning to the initial starting position. In this framework, each step of an experiment trial is represented as a singular Study State. The Study State defines which interactible objects are active, the message boards’ properties and content, the XR rig’s properties, and a condition for the Study State’s completion. Study States are implemented as Scriptable Objects, a type of C# script that defines a data structure rather than a Game Object’s component. Through a context menu, new Study States can be created within the Unity Editor, allowing the conductor to define each individual step of a trial. The above exemplary trial consists of four steps: instructions, reaching a position, performing an action, and again reaching a position. In this example, the first Study State defines that the message board is active and displays an instruction message, and that the Study State can be completed through a button press. Then, the following Study State hides the message board, enables movement through the VE, activates a location trigger, and is completed when the participant enters the location trigger. The third Study State is completed when the participant touches the object, and the fourth Study State is again completed when the participant enters a newly activated location trigger.

There are several choices for how a Study State can be completed. These completion conditions are implemented through an event-based architecture. Similar to Study States, events are represented as Scriptable Objects, making it easy for conductors to define custom events. Each Study State holds a reference to an event, and will be marked as completed once this event fires. Using the above example, an event is fired when a certain button is pressed, or when the XR rig enters a target destination. If this event matches the condition of the Study State, it is marked as completed.

In order to organize the experiment’s individual steps, a central singleton manager is used, the Study Manager. The Study Manager holds the current Study State, and adjusts the properties of referenced Game Objects, such as the XR rig or the message boards, according to the settings held by the Study State. Most importantly, it holds the ordered list of all Study States. If an event fulfills the current Study State’s completion condition, the Study Manager progresses to the next Study State, again adjusting the properties of the scene and its content accordingly.

**Randomizing Trial Order** The order of trials is typically randomized in experiments to maximize reliability and validity of statistical estimates of an independent variable’s effect. This necessitates that Study States which belong to the same trial are grouped together, such that the order of trials can be randomized while the steps within each trial remain consistent. As such, a new Scriptable Object is introduced, called the Study Sequence, which represents a list of Study States. A Study Sequence can thus be used to model an encapsulated trial or a series of instructions on the message board. Similarly, the Study Block is introduced as a list of Study Sequences, representing segments of the overall experiment that should have a fixed order, such as introduction, tutorial, task, and ending. The order of Study Blocks and Study Sequences can be altered through a simple drag-and-
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drop metaphor, giving the conductor an addition useful tool to quickly test individual segments of the study, which can be difficult and time consuming with a strict order of segments. Through Study Blocks, the order of Study Sequences and thus trials can be randomized. However, it is insufficient to simply randomize the order of Study Sequences within a Block, as this obfuscates the relation to the external questionnaire results. To achieve this randomization, there must be several alternative Study Blocks that represent the same task, each with a unique and identifiable order of Study Sequences. When the order of trials is known, the questionnaire results can be allocated to individual trials. The conductor manually prepares a number of Study Blocks for the same task, each with a different order of the same Study Sequences in accordance with the Latin Square principle. The resulting study procedure can be thought of as a flow-chart between Study Blocks (cf. Figure 4.1). For example, the first Study Block is the introduction, followed directly by the Study Block for the tutorial. Then, the randomized task Study Block is loaded. Upon entering this Study Block, one of many alternative internal Study Blocks is chosen based on the participant’s group ID. This ID is randomly assigned at the beginning of the Experiment. Finally, the experiment progresses to the ending Study Block.

Figure 4.1: Illustration of the remote study framework as flow-chart. Colored elements represent Study Blocks, while the letters beneath the “Trial order” denote a Study Sequence. Each Sequence again is an ordered list of Study States.

**Questionnaire Integration** To circumvent the need for constantly switching between computers, a view to the questionnaires was directly integrated into the VE. This was implemented through the Vuplex WebView extension [326], a web browser integration for Unity. On the message board, this view can be enabled instead of displaying text. The initial website address can be preconfigured, for example to an anonymous survey on LimeSurvey [134]. On this survey, participants can click elements through a virtual laserpointer. The WebView is self-contained, signifying that the content of the shown website cannot trigger callbacks in the VE directly. However, WebView can detect if the title of the website changes. If the survey is configured in such a way that the website title reflects the current sub-questionnaire’s name, it is possible to infer the stage of progression. Thus, if a button is pressed on this website that brings the participant to the next questionnaire page, an event is fired, and the Study Manager checks if the new website title is equal to the completion
condition of the current Study State. If this is the case, then the WebView can be hidden and the next Study State in the Study Sequence is activated. This approach allows for an arbitrary number of individual questionnaire segments that correspond to a given trial. As the relation between group ID and alternative Study Block is deterministic, the conductor can reconstruct which questionnaire results belong to which trial and therefore the levels of the independent variables. This framework was used to conduct the user study in Chapter 10. ¹

¹Due to licensing restrictions of the Vuplex WebView extension, the availability to this framework’s code is currently limited to the Human-Computer Interaction work group of the Universität Hamburg.
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5. VR Invite

Before visualization and interaction techniques within shared MR spaces are discussed, we will address the integration of different types of devices in the context of hybrid user groups. While collaborations involving VR and OST HMDs have been demonstrated numerous times, e.g., in Microsoft’s holoporation [236] and social platforms such as Meta’s Horizon Worlds [195], two types of devices require further research in terms of multi-user MR integration, i.e., mobile devices and VST HMDs. This part is dedicated to integrating them with VR and OST AR devices in order to broaden the accessibility of shared MR spaces.

The user group of co-located people is not necessarily homogeneous and may employ a variety of technologies and devices to access shared MR spaces. As such, they are not necessarily occupied exclusively by HMD users. Shared MR spaces can further be used for visualizations and interactions where one or multiple bystanders either observe an immersed HMD user or simply desire individual viewpoints within a VE and on its content. Conveying this information to observers and non-immersive users is challenging, as is providing direct participation. Thus, the following RQ will be addressed in this chapter:

- **RQ1**: How can bystanders and users of mobile devices be integrated into shared MR experiences, and how should they be represented?

5.1 Motivation

Current VR setups seldom are a collaborative or social experience for a group of co-located people. This is due to the requirement of VR being rendered on a single HMD, with a limited ability to include bystanders. Typically, only passive participation is offered by either mirroring the video feed or rendering the scene from a third person perspective to an external stationary monitor. To provide multi-user integration certain applications support the use of a number of HMDs connected via local area network (LAN) or internet. However, those are tailored to a specific use case and require substantial amounts of technical equipment and expertise to use in a local environment.

In single HMD setups exploration of the VE and social exchange with the HMD user are difficult for bystanders, as there is a need for input devices that are directly connected to the rendering computer, which in turn need to be provided in tandem with the VR setup. Such devices need to be tightly integrated and require an explicit implementation of camera control or other forms of interaction. However, the ubiquitous availability of smartphones allows for integrating bystanders into a social VR experience without the need for proprietary input devices with the
Chapter 5. VR Invite

Figure 5.1: The VR Invite application allows a bystander to observe and interact with the VE from any perspective.

"bring your own device" metaphor.

In this chapter we introduce a project-independent smartphone application called VR Invite, which connects to a self-contained package for the Unity engine on a host computer or standalone VR headset via local wireless network. It allows bystanders to hold a viewport to the VE and observe the VR from any natural angle or position, as depicted in Figure 5.1. The package additionally supports transfer of touch inputs from the smartphone to the host computer. This enables an easy implementation of bystander interactivity for experiences that go beyond passive or verbal participation. Furthermore, we added visualizations of the additional viewports to increase the social presence of the HMD user. These visualizations provide a sense of spatial relation and participation between all users.

VR Invite can be used to extend existing projects with either active or passive participation capabilities, or build applications specifically tailored for an asymmetrical multi-user experience. To test the technical soundness of this library’s first prototype, we conducted a user study in the scope of rehabilitation of older adults in a retirement home. Here, we measured the effect of the ability to freely move a handheld VR viewport on both an HMD user and a bystander, primarily regarding sense of presence, social presence and usability.

To summarize, the contributions of this chapter are:
- Development of VR Invite, a project-independent smartphone VR viewer application, and
- a user study to compare bystander integration techniques for the support role in an asymmetrical rehabilitation scenario.

5.2 Background

This chapter builds upon three areas of research: CVEs, asymmetric MR collaborations, and incorporation of bystanders into MR setups.

5.2.1 Collaborative Virtual Environments

In 1993 Carlsson et al. published DIVE, one of the first distributed interactive VR systems [57]. They focused on multi-user interactions in VEs and networking solutions for synchronization of virtual objects. CVEs now have a widespread use in MR applications, including rehabilitation, education, training, gaming and artistry [148, 160, 238, 313]. For example, Tsoupikova et al. used VR CVEs for rehabilitation in patients that suffered from a stroke [313]. They implemented motoric exercises for up to four patients with a focus on the social component of therapy. Kallioniemi et al. demonstrated how VR CVEs can be used to help learning a foreign language [162]. In their CityCompass VR application, two users move through a virtual city and alternate between the roles of tourist and guide. To reach a common goal, they have to communicate in a foreign language.

Regarding co-located collaboration, Billinghurst et al. [29, 30] presented systems that let users perform a variety of interactions and visualizations in AR that are closer to face-to-face dialogue.
than screen-based collaborations. They predicted that AR properties such as seamless interaction between real world and VEs as well as superimposed spatial cues will enable science fiction-like teleconferencing when integrated in hybrid interfaces with other collaborative technologies. Jones et al. proposed RoomAlive [160], following the concepts of Billinghurst et al. with an implementation of projection-based co-located collaboration. They explored the transformation of a living room into an interactive playing environment for multiple users. The diverse use of CVEs is also evident in areas such as security training [238], medicine [59] or project planning in architecture [148].

Furthermore, numerous studies have investigated user experiences in CVEs along the above described main criteria [20, 58, 244]. For instance, Podkosova and Kaufmann [244] studied co-presence and motion patterns of VR CVE users. In particular, they compared the movement patterns of multiple users in a shared physical tracking space with those of users in individual tracking spaces. Their results indicate a stronger awareness of other users in shared tracking spaces, potentially due to the desire of collision avoidance. The effect is mitigated, however, if participants are far apart.

Technical advances in the field of web-based telepresence in CVEs have been reported for aspects such as network performance, user synchronization, and system security [129, 191]. Here, Gunkel et al. proposed a social MR setup based on WebRTC [129]. Their framework for 360 degree video transmission showed promising results with a high level of engagement and interaction between users utilizing current web technologies. Lee et al. presented a similar approach of transmitting the display of emotions through a 360 degree camera, but used a cloud service as infrastructure instead [191].

5.2.2 Asymmetric Mixed Reality Collaborations

VR Invite allows a number of bystanders to observe and interact with a VE, using smartphones rather than tracked hand controllers. Hence, their form of interaction is asymmetrical to the HMD wearing user. Several prior works have researched asymmetric interactions in VR or MR [70, 83, 90, 146, 148, 230]. For instance, Oliveira et al. presented a distributed asymmetric CVE for training in industrial scenarios, using screen-based GUIs to guide an HMD wearing user [232]. Their goal was to teach a trainee to operate and repair faulty hardware through remote avatars.

Oda et al. presented an asymmetric case study between a remote user and a local HMD wearing user [230]. They compared the use of traditional 2D interfaces and VR headsets as medium for the remote user regarding their ability to explain a certain task. The results indicate that demonstrating a task with a VR headset was easier to understand than annotations through 2D interfaces.

Lindley et al. compared gamepad-based input to tracked body movements for asymmetric avatar interactions. They found that natural body movements elicited a higher social interaction when compared to predefined animations [193].

5.2.3 Bystanders in Mixed Reality

Gugenheimer et al. proposed two approaches regarding the incorporation of bystanders in a VR setting. Their FaceDisplay [128] is an extension for conventional HMDs, equipping the headset with three external touch-sensitive displays and a depth camera. This way bystanders can see the VE from the outside and trigger actions by touching the displays on the head. This of course comes with the problem that an active HMD user moves their head frequently, which makes observing the displays and interacting with them difficult. An exploratory user study showed that the FaceDisplay led to a high degree of dominance and responsibility of the bystander over the HMD user.

With ShareVR [127] Gugenheimer et al. investigated an asymmetric gaming scenario, with one HMD user and one bystander. The bystander is equipped with a Vive Wand controller that has a tethered screen attached, acting as a second viewpoint. The scene is rendered from a second point of view on the VR computer and transmitted via standard HDMI cable. Also, a projector shows the VE from a top-down perspective on the floor. The setup showed an improvement in entertainment
5.3 **Implementation and Setup**

Similar to the approaches of Gugenheimer et al. and Owlchemy Labs we designed a mobile viewport solution for desktop and standalone VR experiences. Like Owlchemy Labs we implemented positional tracking on a smartphone and transmit the data to the VR host computer, which then renders the image and streams it back via wireless LAN. Contrary to the aforementioned solutions, we used Google’s ARCore library [119] to define a world anchor point, which could be any kind of picture or easily recognized object. For simplicity’s sake we used a QR code printed on a piece of paper, detected by ARCore’s ”Plane Detection”, ”Augmented Images” and ”Anchors” algorithms. The anchor can be placed anywhere in the physical room and is used to calculate the relative pose of a smartphone to the virtual origin point. Once the anchor is established by pointing the smartphone camera at it, ARCore builds and constantly refines a model of the physical room. The world anchor position can be defined in the engine’s editor or by using the current position of an arbitrary tracked input device like a Vive Wand at runtime. This approach allows the smartphone user to look in any direction while we retain knowledge about the relative position and orientation to the VR scene’s origin point, and transitively the VR player’s position.

VR Invite was designed to be self-contained package for the Unity engine. When imported into an existing VR solution, the networking server doesn’t need to be configured. At runtime, the server waits for smartphone application clients to connect to it, and then assigns them an in-engine camera object. The camera images are compressed to JPGs, serialized and sent via networking protocol to the client. Our current proof-of-concept prototype uses a simple TCP/IP implementation, which segments the image bytes into several chunks that can easily be reassembled on the client due to TCP/IP’s guarantee of package order. Image resolution, compression and frame rate are parameters that can be adjusted depending on the number of clients. Figure 5.2 illustrates the networking scheme used in the current version of VR Invite.

The client within our smartphone application connects directly to a VR host computer by a given IP address and searches for a predefined anchor image. Upon identification of the world anchor point, the application streams its calculated relative pose to the anchor to the connected server. The camera’s pose within the VR scene is now defined as the Vector from origin to world anchor position plus the vector from world anchor position to the smartphone, as determined by the application client.

This approach makes the combination of application and package project-independent, as the client only sends positional tracking data and receives a video stream in return, regardless of the scene’s content or interactivity. It also allows a theoretically unlimited number of concurrent smartphone viewers, albeit at the cost of linearly increasing computational requirements for the host computer. The application also transmits touch inputs to the server, allowing optional implementation of project dependent interactivity. For example, touch positions can be interpreted as ray casts from the camera to highlight certain objects or to trigger events tied to virtual buttons or other interactive elements. To increase the VR player’s social presence, an avatar should be displayed for each connected client. Obvious approaches are either displaying the image rendered for the viewport as floating plane, or using a 3D model positioned where the viewport is rendered from. For the following study, we chose to display a 3D model of a smartphone imitating the pose of the real device to relay a sense of spatial relation. An alternative method of displaying a video
mirror from the smartphone’s viewpoint will be discussed and evaluated in a separate study in Chapter 7.

The source code of both the VR Invite Unity package and smartphone application is available on GitHub [115].

5.4 User Study

In the context of rehabilitation for older adults in retirement homes, we conducted a user study where a VR player had to play multiple rounds of a memory game, while a bystander supported them. The VR exergame Memory of the EXGAVINE project [257] was chosen as a case study. This interdisciplinary project is concerned with the development and evaluation of medically and therapeutically effective VR movement games for the treatment of patients with neurological diseases. While VR Invite can be incorporated into any VR scenario, we focused on use cases which usually have one or multiple bystanders, as opposed to single user or explicit multi user scenarios. The use case of the rehabilitation project is a scenario that not only fulfills this requirement, but could potentially greatly benefit from active bystander integration. Here, bystanders are currently not integrated at all, or only through a passive monitor setup. We expected an increase in sense of co-presence for the older VR users, and thus a positive influence on their enjoyment and engagement with the rehabilitation program. For these reasons, we decided to use this application as a test bed for our case study. Their Memory game is meant to be played by older adults with verbal support from family members or nursing staff for training physical and mental capabilities. The term "exergame" is a portmanteau of "exercise" and "gaming" and describes fitness driven game designs. Our goal was to extend the exergame with VR Invite as an uncomplicated and intuitive form of interactivity to increase engagement between players and bystanders. Using the smartphone like a camera view finder was meant to be a concept that is easy to grasp without any knowledge of
interactive video games or VR applications. Bobeth et al. [36] showed that older adults have a very
popitive attitude towards gesture-based interactions, supporting the choice of this VR exergame as a
representative case study.

The focus of the study therefore was to determine if VR Invite is a suitable general purpose
tool to observe and interact with a VR scene. To this end we compared VR Invite to a TV-gamepad-
combination as input method for the support role regarding sense of presence, social presence,
workload and usability, each with purely verbal or active assistance capabilities. In the chosen
exergame the player is in a virtual park and has to solve a memory game with eight pairs of tiles (cf.
Figure 5.3). Selecting a memory tile is done by throwing a virtual ball onto it, which simultaneously
trains logical thinking and physical movement. We tested $2 \times 2$ combinations of independent
variables: Smartphone versus TV, and active versus passive interactivity. Thus, each participant had
to perform four trials. There was no focus on task performance due to the nature of this exergame’s
training and gradual self-improvement intent.

Passive TV represents the most common local VR scenario, where one or many bystanders can
observe the real HMD user and have a TV screen or monitor showing the viewpoint of the VR user.
Active TV adds input and a 3rd person perspective to the prior setup. Here, we gave the bystander
a gamepad that could control the position and rotation of the TV screens’s camera. Pressing any
button while a memory tile is under a center crosshair visually highlights the tile in the VE.

The Passive Smartphone condition behaves the same as the Passive TV. It displays the VE from
the HMD user’s perspective on the smartphone screen, without the ability to move the camera or
interact with the scene. Finally, Active Smartphone represents VR Invite. The smartphone can
be used as a standalone viewport, which can be freely moved. Touching a memory tile on the
screen visually highlights it in the VE, as depicted in Figure 5.3. The avatar of the HMD user
always consisted of a simple head with black HMD and a representation of the controllers. Active
viewports were represented with a smartphone 3D model in the VE.

For each condition the workload was measured by the NASA Task Load Index (NASA-
TLX) [137], the usability by the System Usability Scale (SUS) [47], the presence by the SUSP [280]
and the social presence by the NMSPI [32, 33]. The NASA-TLX questionnaire consists of six
20-point Likert scales, and is used to subjectively assess physical and mental workload. The SUS
likewise is a ten-item attitude Likert scale, which is used to subjectively assess usability of systems
and interfaces. The SUSP again uses Likert scales, with 6 items revolving around the sense of
being in a VE and the extent to which the VE becomes the subjective dominant reality. Lastly, the
NMSPI is a tool to assess the social and co-presence, as well as psycho-behavioral interactions
between multiple study participants. We used the NMSPI version 1.2, consisting of 34 7-point
Likert scales. In addition to the questionnaires, we measured the distance covered by the bystander
in the VE as well as the duration of visual contact during active conditions as an indication of active
participation and social interaction. Here, visual contact was determined by checking if the avatars
are within the other participant’s camera frustum.

Based on the above described criteria, the experiment was designed as within-subject, and the
following hypotheses were formed:

$H_1$: Active conditions are rated higher in sense of presence by the bystander.
$H_2$: Active conditions are rated higher in social presence by the bystander.
$H_3$: Active conditions are rated higher in usability by the bystander.
$H_4$: The Smartphone causes a higher workload than the TV for the bystander.
$H_5$: There is no difference in sense of presence between all conditions for the HMD user.
$H_6$: Active conditions are rated higher in social presence by the HMD user.
$H_7$: There is no difference in usability between all conditions for the HMD user.
$H_8$: There is no difference in workload between all conditions for the HMD user.
$H_9$: The moved distance with active smartphones is greater than with gamepads.
$H_{10}$: The visual contact duration with active smartphones is greater than with gamepads.
5.4 User Study

5.4.1 Participants and Apparatus

26 participants (9 female, 1 diverse) took part in the experiment in pairs of two. In total, the study lasted about 90 minutes. Due to current health and hygiene regulations, the study had to be performed predominantly with students rather than the intended demographic of older adults, their relatives and nursing staff (cf. section 'Limitations'). The age range was between 19 - 62 years with an average age of 26.81 years ($SD = 10.08, M = 24.5$). All participants had prior experience with stereoscopic displays through VR headsets or 3D cinema, while 57.7% had prior experience with studies in VR. On a scale of 0 to 4, participants reported a mean 3D gaming experience of 2.54 ($SD = 1.10$) and their mean gaming time was 11.17 hours ($SD = 15.99$) per week. An HTC Vive Pro with Wand controllers was used for the VR player and depending on the condition a Google Pixel 3XL or XBox One controller for the bystander. A computer equipped with Windows 10, an Intel Core i7-4930K, an NVIDIA GeForce RTX 2080 Ti and 16 GB of RAM was used to render both the VR and the VR Invite viewports.

5.4.2 Stimuli and Procedure

After giving their informed consent and filling in a demographic questionnaire, participants were introduced to the memory game as well as their assigned device. They were instructed to cooperatively solve the memory challenge. As described above, each trial consisted of a full game of memory, where matching images needed to be turned over consecutively. To select a tile, the VR user had to throw a virtual ball at it. Not hitting two tiles with the same image consecutively resets the last two tiles. The trial ended when all tiles were flipped over. While the VR user selects the tiles, the bystander could assist them purely verbally during passive conditions and additionally by highlighting a single tile during active conditions. The trials were arranged via latin square, each taking circa 5 minutes. Following each trial, both participants filled out the set of questionnaires. Once all conditions were completed, the pairs switched roles and repeated the experiment.

5.4.3 Results

In this section the results of the statistical analysis are presented. When the Shapiro-Wilk test showed normal distribution of the samples, a repeated-measure ANOVA and post-hoc paired t tests were used to test for differences between conditions. Otherwise, the Friedman test and Wilcoxon Signed Rank test were used. A 5% significance level was assumed, and only significant results are reported.
5.4.3.1 Presence

For the sense of presence the SUSP score and the arithmetic mean of the SUSP results were considered. The Wilcoxon test shows higher presence values for Active TV (score = 1.2) than the passive conditions, Passive TV (score = 0.3, p = .005) and Passive Smartphone (score = 0.2, p = .007). This is also evident in the arithmetic mean by paired t tests: Active TV (M = 3.6, SD = 1.63) is rated significantly better than Passive TV (M = 2.8, SD = 1.33, p = .003) and Passive Smartphone (M = 2.3, SD = 1.04, p < .0001). Active Smartphone (M = 3.4, SD = 1.59) is also higher than Passive TV (p = .007) and Passive Smartphone (p = .003). In passive conditions, Passive TV performs significantly better than Passive Smartphone (p = .019). For the VR user role, no significant differences in sense of presence between the conditions could be observed either in the SUSP score or in the arithmetic mean. Figure 5.4 depicts the mean SUSP scores for both bystander and VR user.

5.4.3.2 Social Presence

We found significant differences in the social presence of the bystander. The result of Passive TV (M = 3.2, SD = 0.78) is significantly higher than that of Active Smartphone (M = 2.8, SD = 0.82, p = .0004) and Active TV (M = 2.7, SD = 0.87, p = .0001). Passive Smartphone (M = 3.4, SD = 0.89) shows a significantly higher result than Active Smartphone (p = .0002) and Active TV (p = .0001). For the VR user role, Passive TV (M = 3.3, SD = 0.90) is higher than Active TV (M = 2.7, SD = 1.02, p = .002) and Active Smartphone (M = 2.9, SD = 0.75, p = .022). Passive Smartphone (M = 3.2, SD = 0.79) was rated significantly higher than Active TV (p = .007). Figure 5.5 depicts the NMSPI scores for both bystander and VR user.

5.4.3.3 Visual Contact

We observed that some participants deliberately positioned themselves so that they always had the other participant in their viewport’s frustum, while others focused entirely on the memory tiles. Because of this, the deviations are of considerable size. On average, bystanders looked at the VR users 3.3 times with an Active Smartphone (SD = 3.58, min = 0.0, max = 14.0), and 11.3 times (SD = 7.04, min = 1.0, max = 28.0) with an Active TV. The average total time looking at the VR user was 11.0 seconds with an Active Smartphone (SD = 13.34, median=7.5, min = 0.0, max = 59.0) and 82.7 seconds with the Active TV condition (SD = 77.01, median=58.5, min = 2.0, max = 367.0). Wilcoxon tests showed that both time (p < .0001) and number of eye contacts...
(p < .0001) are significantly higher for TV overall than for the Smartphone. On the other hand, the VR user looked at the Bystander an average of 11.5 times in the Active Smartphone condition (SD = 10.09, min = 2.0, max = 39.0) and 8.0 times when using the Active TV (SD = 6.12, min = 0.0, max = 23.0). The average total time looking at the bystander was 65.1 s during the Active Smartphone condition (SD = 63.38, min = 7.0, max = 309.0) and 45.6 s when using the Active TV (SD = 64.70, min = 0.0, max = 320.0).

### 5.4.3.4 Usability

On the SUS, bystanders rated the usability of Active TV (M = 89.5, SD = 11.66) significantly better than all other conditions: Passive TV (M = 81.3, SD = 13.75, p = .009), Active Smartphone (M = 81.0, SD = 14.95, p = .02) and Passive Smartphone (M = 68.9, SD = 15.05, p < .0001). The usability value in the Active Smartphone is significantly higher than in the Passive Smartphone (p = .0002). The result of Passive Smartphone is significantly lower than that of Passive TV (p = .003). No significant differences in usability were found for the VR user role. Figure 5.6 illustrates the SUS score distribution for both bystander and VR user.
5.4.3.5 Workload

We found a significantly higher workload for the bystander in the condition Passive Smartphone ($M = 29.5, SD = 14.50$) than in Active TV ($M = 19.2, SD = 11.56, p = .0006$) and Passive TV ($M = 21.4, SD = 14.23, p = .008$). Active Smartphone ($M = 25.9, SD = 16.07$) is significantly higher than Active TV ($p = .02$). There was no significant difference between the workload results for the VR user. Figure 5.7 show the NASA-TLX scores for both bystander and VR user.

5.4.3.6 Bystander travel

For the calculation of bystander travel two participant pairs had to be removed from the evaluation. Due short losses of ARCore’s tracking, the measurements showed huge momentary spikes in covered distance. All other trials showed no tracking data inconsistencies.

A significantly longer distance was covered in the Active TV condition than in the Active Smartphone condition ($p < .0001$). The average distance in Active Smartphone is 15.9 m ($SD = 12.46$, $max = 64.1$) with a minimum value of 6.0 m. In Active TV this value is 92.1 m ($SD = 75.43$, $max = 368.0$) with a minimum value of 8.2 m. Only one participant used the provided tools for movement excessively, traveling 64.1 m for Active Smartphone and 368.0 m for Active TV. When excluding this outlier, the maximum recorded values become 35.5 m for Active Smartphone and 177.1 m for Active TV. This however has no impact on the significance of the difference between the conditions.

5.5 Limitations

As described above, relatives and nursing staff were supposed to use the VR Invite mobile application to interact with elderly participants, who are immersed in a VR rehabilitation training environment. However, due to current health and hygiene regulations, it was only partially possible to perform the study with representative participants and only single bystanders. We therefore had to predominantly rely on university students for both roles of bystander and VR user, which will undoubtedly have skewed our collected data in regards to gaming experience and familiarity with input devices like gamepad controllers. Yet, there is an overlap of the tested and targeted demographic for the bystander role, which would have included family members and nursing staff. Nevertheless, the collected data shows strong significances which cannot solely be attributed to the selection of test subjects. VR Invite itself is a general purpose VR cooperation tool, which can be used in a variety of scenarios. Therefore, we believe that the general trends we found are
representative for a wide range of use cases, but not necessarily for the intended elderly VR users of the EXGA VINE project.

The version of VR Invite that was used during the experiment is an in-development prototype and is not yet ready to be released. While the tracking was consistent throughout the study, we received feedback that the frame rate on the smartphone was not as smooth as the participants had liked it to be. We attribute this to the naive serialization and network transportation implementation, which we chose to use for our proof of concept prototype. While the tested solution was not optimized, we deemed it good enough for initial testing and thus conducted the experiment. The performance of the image transfer also had no impact on the rendering for the VR headset, as the transfer is handled in a separate thread. To make VR Invite production ready, the networking solution will have to be exchanged for a more sophisticated image compression and transfer stack. This in turn could possibly have a positive impact on the user ratings for usability and possibly sense of presence as well. We don’t however expect the reported data to drastically shift with improved frame rates, as the results are quite unambiguous.

5.6 Discussion

**Sense of presence** The results of the study highlight the connection between active participation in a collaborative experience and an increase in the self-reported sense of presence. When looking at the arithmetic mean, both Active Smartphone and Active TV received favorable ratings when compared to their passive counterparts. As expected, the ability to independently move and interact with the VE is a major factor in feeling involved in a CVE, confirming hypothesis $H_1$ (Active conditions are rated higher in sense of presence by the bystander). However, the overall average sense of presence was at a relatively low value of 3.025 out of 7. This can be explained by the fact that the bystanders perceived the CE only via screens and always had the real environment in their field of vision. As mentioned in the limitations section, technical improvements of VR Invite could further shift the bystanders sense of presence in the active conditions favor. We found no significant difference between the conditions for the VR user’s sense of presence, which confirms hypothesis $H_5$ (There is no difference in sense of presence between all conditions for the HMD user). The displayed camera model was perceived equally as present when it was in a fixed location as to it following the bystanders real position. This is most likely due to the fact that bystanders had a tendency to remain standing in the same position for the majority of the trials. They reported an initial wow-effect and tried to move the viewport around the tracking space. Once they found a position that was out of the VR user’s range from which they could observe the memory tiles, they remained stationary. Because of that, there was no significant difference between the camera model’s movement from the VR user’s perspective.

**Social Presence** Contrary to the hypotheses $H_2$ (Active conditions are rated higher in social presence by the bystander) and $H_6$ (Active conditions are rated higher in social presence by the HMD user), the sense of social presence was rated significantly higher by both bystander and VR user in the passive conditions. This might seem counter intuitive at first, but can be explained by two factors. One, the bystander’s attention is primarily focused on the VR user in the real world. Instead of looking at a smartphone or TV screen, and thus an avatar, bystanders tended to spend a longer time observing the real human being. Two, when not able to directly interact with the VE, bystanders had to go through the VR user as an intermediary by verbally communicating with them. In the active conditions the pointing interaction was used frequently and reported as joyful. However, the pairs spoke noticeably less with each other. This leads us to believe that verbal communication is a more important factor for sense of social presence than visual communication through cues and individual agency. Thus, autonomy in bystander integration appears to negatively correlate with social presence. Prior studies have found that current VR meetings do not reach the same sense of social presence as a real in-person meeting, which can be applied here as well [144].

**Visual Contact** Regarding visual contact, we found that the Active Smartphone was used
significantly more often to interact with the memory tiles, while the Active TV condition showed more visual contacts with the VR user, disconfirming hypothesis H_{10} (The visual contact duration with active smartphones is greater than with gamepads). The Active Smartphone incited the bystander to behave autonomous and solve the memory game on their own, and in turn giving more visual cues to the VR user than the Active TV. In a sense, Active Smartphone users were more engaged with the experience, but less so on a social level. On the other hand, the VR user looked at the Bystander more often and for longer periods of time during the Active Smartphone condition, confirming they are not within their reach to accidentally hit them with the Vive Wands (11.5 times versus 8.0 times and 65.1 seconds versus 45.6 seconds). Thus, VR users were actively aware of the bystander’s location.

We also made the following noteworthy observations regarding visual contact and collected demographic data. Male VR users held visual contact with the Smartphone significantly longer than female users. This behaviour was inverted during the TV conditions. Overall, while the bystanders used a Smartphone as opposed to a controller, they looked at the VR user less often, but the VR user looked at them more often. Vice versa for trials where the bystander used a controller. There was a negative correlation between hours played per week and duration of visual contacts during the Active Smartphone condition. A positive correlation was found between age and duration of visual contacts during the Active Smartphone condition.

Usability Bystanders rated the usability higher in the active conditions. Active TV achieved the highest rating, followed by Active Smartphone. This confirms hypothesis H_{3} (Active conditions are rated higher in usability by the bystander). From participant comments we deduced that control over the viewport and the interaction made the game easier and more enjoyable, which aligns with the findings of Gugenheimer et al. [127]. The mean values for Active TV, Active Smartphone and Passive TV are above 80 points, a result close to or exceeding the "Excellent" usability category according to the SUS evaluation guidelines of Bangor et al. [24]. Passive Smartphone was rated lowest with 68.9 points, which Bangor et al. classify as borderline between "OK" and "Good" usability on the adjective rating scale.

As mentioned above, the technical shortcomings of our implementation could have had an impact on the usability rating. We don’t however expect changes to the networking stack to overcome the gap in ratings that presented itself. Not having to actively move within the real space or holding up a smartphone was rated significantly more usable than the opportunity for natural viewport manipulation and freedom of movement. The convenience of sitting down outweighed the increase in precision and naturalness of movement.

We found no significant difference for the reported usability of the VR user between the conditions, confirming hypothesis H_{7} (There is no difference in usability between all conditions for the HMD user). The visual cues did neither increase or decrease the usability of the entire setup or the memory game as a whole. Looking at the mean values, the active conditions at over 90 points are slightly higher than the passive ones at an average of 88.55 points. All values indicate a satisfactory usability. In the qualitative feedback, especially the visual cues and the avatars were found to be helpful in cooperating with the bystander. Overall this did however not alter the way the VR user interacts with the VE.

Workload As expected, we also could not find a significant difference for the VR user’s workload. While additional visual guidance from the bystanders was perceived as helpful, it also had to be mentally processed and combined with verbal communication and their own memory of the tiles. These two factors effectively canceled each other out, while there was no impact on the physical aspect of the game. This confirms hypothesis H_{8} (There is no difference in workload between all conditions for the HMD user). On the Bystanders’ side, the workload in the Smartphone conditions is reported higher than for the TV conditions. This was to be expected; holding up a phone screen is more strenuous than sitting down with a controller. Similarly, actively walking through the real world with a screen in hand less comfortable than sitting down and using the
joystick movement. This confirms hypothesis $H_4$ (The Smartphone causes a higher workload than the TV for the bystander.). Interestingly, bystanders reported a higher workload for holding the Passive Smartphone to their face than actively participating with an Active Smartphone. It is possible that the smaller screen size compared to the TV resulted in a higher cognitive and physical challenge. However, the average workload values do not exceed 29.5 points in any condition and are thus in a similar range to the values of the VR users.

**Travel Distance** A significantly longer distance was covered in the Active TV condition than with an Active Smartphone, with a factor of 5.8 (92.1 m versus 15.9 m). We expected participants to make use of the freedom of movement, which they did not. This disconfirms hypothesis $H_9$ (The moved distance with active smartphones is greater than with gamepads). Only one participant used the provided tools for movement excessively, traveling 64.1 m with the Active Smartphone and 368.0 m with the Active TV. Bystanders tried to avoid the movement radius of the VR user, and were content with a position that let them comfortably see the entire memory board on their screen.

We found several correlations between the traveled distance and demographic data. Participants that were not familiar with gamepad controls generally moved less than those experienced with gamepads, and rated VR Invite more positively overall. There was a negative correlation between Active TV and age. Older participants moved significantly less. There was a positive correlation between Active TV and hours of playtime per week. More hours of playtime led to a significant increase in travel.

In short, there is an influence of 3D gaming experience on virtual scene exploration. There was no such effect for the Active Smartphone. This indicates that VR Invite is an intuitive tool that can be used independently of experience with virtual scenes. The familiarity with smartphones in general and the metaphor of the portable window led to a quick adoption of the technique.

**Convenience Over Agency** After the study participants were asked to indicate which input method they preferred overall. Here, Active TV was chosen 18 times and Active Smartphone 8 times. Participants had an initial "wow-effect" with freedom of motion through VR Invite, but ultimately valued the comfort of sitting down with a controller in hand over room-scale movement and user agency. Screen size and having to hold up the phone over long periods of time were quoted as reasons for preferring the TV condition. It appears that there has to be a balance between convenience and interactivity, where avoidable movement is seen as a cost. The payoff or the incentive for movement seemingly has to be disproportionately big to outweigh the loss of convenience when there is an alternative form of interaction. To summarize, convenience predominates interactivity and agency if the payoff is not disproportionately big.

### 5.7 Conclusion

We proposed and evaluated a prototype of a project-independent smartphone viewer app, which enables bystanders to explore and interact with PC or standalone VR applications with unexpected and interesting results. In the utilized memory VR exergame, the bystanders in particular reported a higher sense of presence and higher usability of the active conditions compared to the passive ones. However, the self-reported social presence was significantly lower during active than in passive conditions. Bystanders showed a higher independence and agency when using VR Invite, focusing on the task at hand rather than the VR user. However, agency appeared to negatively correlate with social presence in the explored bystander scenario. This indicates that VR Invite is best suited for implementations with active participation rather than pure observation, where a TV screen was preferred thanks to the convenience it provided. Overall, participants preferred the TV over VR Invite for single bystander scenarios, quoting convenience as main driving factor. This demonstrates that while user agency and interactivity are welcome and improve the experience over passive participation, convenience cannot be understated as a central factor of interaction paradigms.

VR Invite was rated to have satisfactory usability, and showed promising results that highlight the potential of individual viewports in use cases with multiple bystanders, where a single TV
screen is not sufficient for multi user interactivity. The active component of the TV condition can also not be applied to multiple users, as the screen has either to be split or only one bystander can have control. Contrary, impromptu social sessions can make use of VR Invite’s ability to quickly join an experience, providing multiple viewing angles. TV and VR Invite can of course be combined, with a neutral perspective on the TV and individual viewports for each bystander for personal agency and interactivity. Regarding agency, Gugenheimer et al. reported that mobile systems could significantly increase the enjoyment of a collaborative game [127]. Their findings indicate that VR Invite would be best suited for deliberately designed multi-user applications, making use of the provided touch interactivity.

Our next goal is the optimization of VR Invite with regards to image serialization and networking stack to make it more pleasant and versatile to use. This in turn will enable us to perform further studies with multiple bystanders to investigate social presence in groups of actively supporting users and one or multiple VR users. Furthermore, we plan to extend VR Invite to support AR and MR. In XR mode, the host computer or standalone XR device should only render the virtual objects of interest on a transparent background instead of the entire VE. The smartphone passes through its built-in camera feed to its display, and layers the video stream received from the rendering host on top. Implementing and testing these capabilities remains as a target for future work.
6. Camera Time Warp

As discussed in previous chapters, shared MR spaces can be accessed through a variety of devices from the entire reality-virtuality continuum. Contemporary mobile devices offer VST AR, albeit in a handheld form factor. This principle can likewise be applied to the VST HMD, which allows for stereoscopic rendering of virtual objects in the real-world environment, e.g., the avatars of other users. Compared to real humans within one’s FOV, virtual human representations are easy to identify in VST HMDs, even when using high resolution human 3D scans. Their position is not stable within the visible real world reference frame due to the camera-to-photon latency, which is a detriment to both the technical immersion and psychological sense of presence. Hence, the following RQ will be addressed:

- **RQ2:** Can the registration error in VST HMDs be decreased and will this have a positive effect on the emergence of cybersickness-related symptoms?

6.1 Motivation

VST HMDs have benefits over OST HMDs such as a wider FOV and the ability to render fully opaque virtual objects to cover the whole reality-virtuality continuum [209, 210, 217, 235, 288]. As AR technology further matures, users will increasingly spend more time in AR or MR environments. However, when users undergo longer sessions in VST AR, there is an increased risk for cybersickness because of the inherent latency of the video feed [180, 217]. Depending on the camera, real world images arrive with a delay of around 30 - 50 ms in the 3D engine. Then, the frame needs to be rendered (e.g. 11 ms at 90 Hz) and transferred to the HMD’s screen (10 - 20 ms) [80]. Therefore, the video feed has a camera-to-photon latency between 50 and 80 ms in total. This delay and the resulting registration error has a considerable risk to cause cybersickness-related symptoms including eye strain, headaches and nausea as well as degraded visuo-motor interaction performance [22, 188, 204, 341]. In contrast, virtual objects only require rendering and transfer to the screen. This discrepancy becomes critical during head movements, since the delay of the camera images will not match the delay of the virtual objects. The virtual objects, in essence, become reference points, thus emphasizing the latency of the video feed in the background. This phenomenon is akin to display latency, which, according to Kruijff et al. [180], is one of the fundamental perceptual issues of AR. Although this problem has been previously identified by Nelson et al. [217] and Yokokohji et al. [341], to our knowledge, no solution has sufficiently addressed the three main issues: compensating the camera-to-photon latency, stabilizing the images during
mismatches of camera frame rate and HMD refresh rate, and masking artifacts during fast head movements [80, 234]. To address these challenges, we propose Camera Time Warp (CamWarp), a technique to mitigate the effects of latency on cybersickness. CamWarp’s core idea is to induce compensatory latency to the HMD’s tracking system to match the latency of the video stream.

To summarize, the contributions of this chapter are:

- Introduction of the novel CamWarp technique to mitigate the effects of latency on cybersickness-related symptoms in VST AR,
- A user study to confirm the effectiveness of the CamWarp technique regarding subjective levels of discomfort,
- A user study to explore the transfer of the CamWarp technique to scenarios which require efficient hand-eye coordination.

### 6.2 Background

As discussed in Section 2.7, LaViola [188] examined the applicability of the sensory conflict theory [312] to the emergence of cybersickness in VR. This conflict also applies when the latency of the video feed causes mismatches between the user’s vestibular system and the view in the headset; the head stops after the desired motion, but the delayed video stream suggests ongoing movement. Nelson et al. conducted an experiment in which seven participants had to perform a head tracking task with and without added delay to the images [217]. Their results indicated that time spent in AR was the deciding factor for cybersickness symptoms, more than changes in camera delay.

Van Waveren et al. described a technique called Asynchronous Time Warp [322]. It applies a 2D translation to the final rendered image that incorporates the latest head movements of the user that have been measured after the rendering of a frame finished. When ran asynchronous to the refresh rate of the HMD, the perceived frame rate was increased by essentially interpolating frames. Since this is a general solution for HMDs, it has no effect on the latency discrepancy of rendered objects and the AR video stream.

Kim et al. [166] proposed DotWarp, a technique that relies on an additional high frame rate IR camera. By blending the stereo camera images with those of the IR camera, they achieved an increase in perceived frame rate and reduced the perceived registration error. Nevertheless the IR camera is still affected by latency.

Yokokohji et. al [341] implemented a predictive approach where the imminent movement of the user is estimated from IMUs on the HMD. They shifted the virtual objects based on this information. Nevertheless predictive algorithms are not as consistent and reliable as non-predictive approaches. Differences in camera frame rate and HMD refresh rate were not considered.

Bajura & Neumann [22] proposed a technique to reduce registration errors in VST AR setups by inducing additional latency to specific parts of the setup. Their premise was that at the time, camera technology had a lower latency than tracking technology. They buffered the video stream’s images to match the latency of both technologies, resulting in a reduction of registration errors. However, this comes with several drawbacks, such as a decrease in dexterity and hand-eye coordination. Currently, the latency of tracking systems has decreased to levels below that of stereo cameras. This means that Bajura’s technique cannot be applied to modern VST AR hardware.

### 6.3 Technique Description

CamWarp likewise is a reprojection technique for VST AR that reduces the registration error between AR video streams and virtual objects by matching the camera and tracking latency. We compensate the camera-to-photon latency of the physical cameras by inducing a delay to the tracking system, as opposed to buffering the video stream. This is the opposite of what Bajura [22] proposed. Our experiments in sections 6.4 and 6.5 demonstrate that CamWarp comes with all of Bajura’s technique’s merits but none of the drawbacks.
6.3 Technique Description

6.3.1 Formalization of the Problem

Latency in the context of VST AR is defined as the delay between recording and display of visual information. Assuming a camera-to-photon latency of 50 ms and an HMD resolution of 1000 x 1000 pixels over a 100° FOV, we can calculate that the effective displacement of recorded objects for a head rotation speed of 60°/s results in an error of 3° in 50 ms. Thus, the displacement of recorded objects is 30 pixels, which is wider than the thumb held at arm’s length.

Figure 6.1 illustrates this behaviour for a static scene that contains a real object within the user’s view frustum. The object’s projection on the image plane (IP) leaves the line of sight from the user’s head to the real object during head movements due to latency. It will require twice the camera-to-photon latency to return onto the line. The result is a perceived movement of the object followed by back snapping to its real position. This is a discrepancy between expected and experienced visual information, which leads to discomfort and in turn can cause cybersickness [188].

6.3.2 Camera Time Warp

To solve this effect of apparently moving and back snapping objects, we display the information where it has been recorded. This is achieved by inducing a 50 ms latency to the movement of the IP. During the 50 ms of rotation between $C_0$ and $C_{50}$ in Figure 6.1 the IP remains static. From the user’s perspective, the real and the projected object still align. At $C_{75}$ the IP has followed half of the user’s movement from $C_0$ and $C_{50}$ and is positioned according to data from $C_{25}$. Meanwhile, the projected object on the IP shifted half way from the center to its end position. In $C_{100}$ both the IP and the object’s projection have caught up with the user’s movement.
We also consider the update rate or frames per second (FPS) value of the stereo camera. If the FPS are lower than the refresh rate of the HMD’s display, the IP would be falsely moved in between camera frame cycles [80]. We only update the pose of the IP with delayed tracking data when a new frame is received from the camera driver.

### 6.3.3 Implementation

To integrate CamWarp in an AR scene, first, we need to buffer the pose of the IP for each eye. The buffer length is defined by the latency from the camera to the 3D engine and the HMD’s refresh rate. In this example, 30 ms and 90Hz. We divide the latency with the time it takes to render one frame \( \frac{30\text{ms}}{90\text{Hz}} = 11\text{ms} \) to obtain the number of frames that need to be buffered. In this example, we have to buffer \( \frac{30\text{ms}}{11\text{ms}} = 2.7 \), rounded to 3 frames. One possible implementation of this buffer is a queue of up to 3 elements [234]. Second, not every rendered frame should move the IP. The buffer needs to be read only if the last update from the camera driver happened \( \frac{1}{\text{FPS}} \) seconds or more ago [80]. By using a queue for the pose of the IP we effectively delay the input from the tracking of the HMD, and subsequently match the latency of tracking and video feed.

During fast head motions, black borders representing pixels without video information are displayed in the periphery due to the delayed streaking of the IP. To mitigate this effect, different masking techniques can be applied. We chose to display a copy of the IP centered in the view frustum, and blur it. This approach was inspired by the established practice used to display videos in landscape mode that were shot in portrait mode to mask the black edges on the sides. Studies in VR also showed that blurring the peripheral vision can mitigate cybersickness effects during head motions [219]. The computational overhead is minimal as we simply use a lower resolution version of our current video frame, as depicted in Figure 6.2.

Figure 6.3 illustrates the processing of a head motion over several frames. By buffering the image plane motion we synchronize its processing with that of the video stream, giving us the desired optical effect that is shown in Figure 6.1. Old video data is now displayed at the position in 3D space where it has been recorded 3 frames before, resulting in a stabilization of the user’s vision. This compensates the stereo camera to engine latency. The remaining latency of transporting the rendered image from the engine to the headset is then handled by the headsets driver with established techniques such as Asynchronous Time Warp (ATW). ATW is an algorithm for HMD’s that increases the perceived frame rate through interpolation by incorporating tracking data that was not yet available during frame buffering [322]. As a general solution for VR headsets it addresses a different source of cybersickness and thus complements CamWarp. We utilized them in conjunction for both our experiments.
6.4 Cybersickness Experiment

We conducted an experiment to confirm the effectiveness of our approach. We used ATW as baseline and compared it to ATW plus CamWarp with regards to subjective discomfort, similar to Fernandes and Feiner [101]. In the experiment, participants had to move their head in a Fitts’ Law/ISO 9241-9-inspired pattern [102] at different speeds, while wearing an HMD with a stereo camera extension.

Our hypothesis was that CamWarp will have a stronger effect on low FPS values, as we expected an increased registration error without latency compensation when individual frames are displayed for a long time. Verifying this hypothesis required low baseline FPS, the maximum FPS that match the refresh rate of the HMD, and equidistant conditions. Of the camera driver’s 15, 30, 45, 60, 75 and 90 fps settings we chose to use 30, 60 and 90 to meet the above mentioned criteria. We used the highest available resolution at 90 FPS, 480p per eye, across all FPS conditions for consistency.

Another hypothesis was that discomfort would increase with higher head motion speeds due to an emphasized latency. In a short pilot study we asked five participants to mount the HMD and move their head at slow, medium and fast speeds. From the measurements of the HMD’s rotation we derived a speed of 40°/s as baseline and multiples of it with 80 and 120°/s for medium and fast movements.

Based on the above described criteria, the study was designed as within-subject, and the following hypotheses were formed:

- $H_1$: CamWarp has a stronger effect on low FPS values.
- $H_2$: Discomfort increases with higher head motion speeds.

6.4.1 Participants and Apparatus

24 participants (19 and 69 years old - $M = 34.39$, $SD = 13.02$) took part in the experiment. The mean time per subject was 20 minutes. We used the Unity3D engine to render the VST AR on an Oculus Rift CV1 at its maximum available resolution of 1080×1200 pixels per eye over a horizontal FOV of 110° and the Ovrvision [237] stereo camera with its default intrinsic calibration and a horizontal FOV of 115° for the video feed. Figure 6.4 depicts the experiment room and superimposed virtual spheres that were used to guide the participants’ view. A simple user interface was included through that participants could state their level of discomfort via a horizontal slider after each trial. They used an Xbox One Controller for input.
6.4.2 Stimuli and Procedure

The experiment started with a demographic questionnaire and the SSQ [163]. The Participants were seated in a uniformly lit room and received an explanation of the term discomfort, i.e. the aggregation of anything that would make them want to leave the setup [101]. This includes cybersickness symptoms like nausea, disorientation and similar entries of the SSQ. We chose to base our experiment setup on the study of Fernandes and Feiner [101] because of its practicality. An increase to any of the SSQ’s aspects has the same effect: it shortens the time users can expose themselves to VST AR. Therefore, an aggregated score is sufficient for this experiment.

Following briefing, the origin of the scene in Unity3D was reset to position the virtual spheres in front of the participant. To ensure that the data of all participants is comparable, their head movement was restricted by giving them the task to gaze at a virtual red sphere which moved in a Fitts’ law inspired pattern [198] at a speed that produced the desired angular head movement. This also ensured an even distribution of yaw and pitch rotations. As illustrated in Figure 6.4, a ring of 9 white spheres was placed at a set 1 meter distance away from the participant. The red sphere starts at the center of the ring and then proceeds to move in a zig-zag pattern [198]. The first white sphere was randomly chosen in each trial. The participants were told to keep the red sphere as close to the center of their FOV as possible while paying attention to the video feed. The diameter of the ring was defined by the distance to the user (1 m) and the maximum desired head turning angle of 45° in any direction from the center. This large size was chosen to encourage users to rotate their whole head. This forced head rotation is crucial, since a stationary head does not trigger the cybersickness symptoms because of a static IP.

The red sphere effectively travels on a plane where the white spheres lie. That plane is oriented orthogonal to the virtual camera’s view direction. A constant speed for the red sphere on that plane would therefore lead to an inconsistent rotation speed for the head and camera-rig. The head moves slower the greater the distance to the sphere. To counteract this behaviour, we instead moved the red sphere with a technique that relies on ray casting and projection. In the origin position of the virtual camera (after calibration) we located a virtual projector, that turns at a constant speed of 40, 80, or 120 °/s and sends a ray cast in front of itself. The red sphere is positioned at the point in space where the ray cast intersects the plane of the white spheres. We tracked the average deviation angle from the participants center of view and the target to determine if the instructions were followed. No participant showed a variation in any trial that would indicate an interruption, so no data had to be erased. The order of conditions was randomly assigned.

After each trial, a panel was displayed that asked the participant to input their subjective level of discomfort caused by the trial, on a scale of 1 (no problems) to 10 (severe discomfort) [101,
Table 6.1: Means of the dependent variable Discomfort for the combination of Technique and FPS / Speed. Lower is better.

<table>
<thead>
<tr>
<th></th>
<th>30 FPS</th>
<th>60 FPS</th>
<th>90 FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CamWarp</td>
<td>3.58 (SD=1.99)</td>
<td>1.69 (SD=.69)</td>
<td>1.61 (SD=.58)</td>
</tr>
<tr>
<td>Baseline</td>
<td>6.58 (SD=2.27)</td>
<td>2.99 (SD=1.98)</td>
<td>2.38 (SD=1.65)</td>
</tr>
<tr>
<td>Discomfort</td>
<td>40 °/s</td>
<td>80 °/s</td>
<td>120 °/s</td>
</tr>
<tr>
<td>CamWarp</td>
<td>2.06 (SD=.18)</td>
<td>2.15 (SD=.19)</td>
<td>2.18 (SD=.21)</td>
</tr>
<tr>
<td>Baseline</td>
<td>3.98 (SD=.22)</td>
<td>4.11 (SD=.27)</td>
<td>4.32 (SD=.34)</td>
</tr>
</tbody>
</table>

Table 6.2: Results of the ANOVA tests at the 5% significance level.

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p &lt; .05</th>
<th>η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technique</td>
<td>1</td>
<td>23</td>
<td>48.74</td>
<td>4.08 e-07</td>
<td>*</td>
<td>3.88 e-01</td>
</tr>
<tr>
<td>FPS</td>
<td>1</td>
<td>23</td>
<td>136.34</td>
<td>3.80 e-11</td>
<td>*</td>
<td>5.87 e-01</td>
</tr>
<tr>
<td>Speed</td>
<td>1</td>
<td>23</td>
<td>1.23</td>
<td>2.79 e-01</td>
<td></td>
<td>8.22 e-03</td>
</tr>
<tr>
<td>Technique x FPS</td>
<td>1</td>
<td>23</td>
<td>32.56</td>
<td>8.24 e-06</td>
<td>*</td>
<td>1.57 e-01</td>
</tr>
<tr>
<td>Technique x Speed</td>
<td>1</td>
<td>23</td>
<td>3.97</td>
<td>5.83 e-02</td>
<td></td>
<td>7.29 e-03</td>
</tr>
<tr>
<td>FPS x Speed</td>
<td>1</td>
<td>23</td>
<td>9.59</td>
<td>5.08 e-03</td>
<td>*</td>
<td>3.26 e-02</td>
</tr>
<tr>
<td>Technique x FPS x Speed</td>
<td>1</td>
<td>23</td>
<td>3.24</td>
<td>8.49 e-02</td>
<td></td>
<td>7.22 e-03</td>
</tr>
</tbody>
</table>

The original question reads On a scale of 0 to 10, 0 being how you felt coming in, 10 is that you want to stop, where are you now? [101, 251]. This value is described as subjective discomfort and is used in the analysis by Fernandes [101] and Rebenitsch [251] to derive conclusions about cybersickness-related symptoms. We excluded 0 from our scale because of reports from initial test runs. They stated that at least one input on the controller’s stick should be made before enabling the submission to prevent false entries. The experiment had to be a within-subject design because of the subjective nature of discomfort. By testing all configurations, participants could rate their experiences relative to each other. After successfully completing all 18 trials, the participants were asked to answer the SSQ a second time.

6.4.3 Results

The results of the experiment are shown in Table 6.1 and Figure 6.5. We considered 3 conditions for FPS, 3 conditions for head movement speed and 2 conditions for the technique, for a total of $3 \times 3 \times 2 = 18$ combinations. We ran a repeated measures ANOVA test at the 5% significance level for all variables to measure the effects of FPS, speed and technique. Table 6.2 lists all the calculation details.

6.4.4 Discussion

The results of the study demonstrate the effectiveness of CamWarp. It received better discomfort ratings compared to the baseline in all tested configurations (cf. Table 6.1). The mean for CamWarp 60 FPS is lower than the one of baseline 90 FPS, which suggests that it is possible to trade FPS for an increase in camera resolution to maximize comfort. Apparently, there is a point at which increasing FPS does less for comfort than increasing camera resolution, so these parameters need to be balanced carefully to optimize the experience. To quantify these potential benefits, an experiment with varying camera resolutions is required.

As expected, FPS has the greatest effect on comfort, confirming hypothesis $H_1$ (CamWarp has a stronger effect on low FPS values). Figure 6.6 also shows that the algorithm has a strong interaction
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Figure 6.5: The distribution of the participants’ polled Discomfort for the conditions FPS and Technique. Lower is better.

Figure 6.6: Plot corresponding to the mean of the dependent variable Discomfort for FPS and Technique. Lower is better.

Effect with FPS, depicting a greater improvement in lower FPS settings, especially 30 FPS. This also matches our expectations. Meanwhile, the speed variable could not produce significant effects on the comfort level. Although, multiple participants reported that higher speeds made them feel uneasy, more so when the FPS were low. This is in accord with the significance of the interaction effect between FPS and head movement speed and indicates that head movement speed has a stronger influence on comfort if the FPS setting causes discomfort by itself, having essentially a super-additive effect. This is true for both baseline and CamWarp, as there is no interaction effect between technique and head movement speed. This matches the findings of studies that investigated the effect of head movement frequencies on cybersickness in AR [52], and thus partially confirming hypothesis $H_2$ (Discomfort increases with higher head motion speeds).

Contrary to what Nelson et al. [217] found in their study, we could not find a significant
influence of time spent in AR on comfort, as the means for each trial slot (1 to 18) did not show a trend. This indicates that trials were not influenced by their precursors. This might be due to the strong variance in the discomfort that was experienced over the course of the experiment, as opposed to a linear accumulation.

Studies in VR [101] that reported a significant effect of their technique on discomfort concluded that their technique reduces cybersickness effects. Since our study showed a similar effect, this subsequently implies that our approach likewise decreases cybersickness effects overall. To determine if a lower aggregated discomfort score is sufficient to reflect such an overall decrease like Fernandes [101] and Rebenitsch [251] claimed, we asked participants to answer an SSQ [259] before and after the experiment. From a change in actual symptoms we can derive that participants correctly reported on experienced cybersickness effects during the experiment contrary to mere displeasure. We analyzed the data with a non-parametric Wilcoxon Signed-Rank test at the 5% significance level. Although the overall mean for all the questions in the second SSQ ($M = .177$, $SD = .171$) was almost 60% higher than the mean for the first ($M = .104$, $SD = .129$), we found no statistically significant increases. We attribute this to the circumstance that cybersickness is very subjective and participants were each susceptible to a subset of effects, which means that we need to look at individual entries of the SSQ instead. Applying the same test to the general discomfort entry resulted in a significant effect ($p < .001$) from before ($M = .0$, $SD = .0$) to after the experiment ($M = .375$, $SD = .564$). Similar effects can be found for fatigue (from $M = .208$, $SD = .415$ to $M = .416$, $SD = .583$), eyestrain (from $M = .25$, $SD = .425$ to $M = .75$, $SD = .737$), nausea (from $M = .0$, $SD = .0$ to $M = .125$, $SD = .564$) and blurred vision (from $M = .0$, $SD = .0$ to $M = .333$, $SD = .381$). This result suggests that participants reported lower cybersickness-related symptoms overall when CamWarp was enabled. This in turn increases the likelihood that users can have longer sessions in AR.

6.5 User Performance Experiment

The discomfort experiment showed the effectiveness of CamWarp for head movements in scenes with a static real-world environment. We therefore asked the question: Does our approach have similar beneficial effects in a real-world interaction scenario? In this section, we describe an experiment we conducted to confirm our hypothesis that this would indeed be the case. Like the previous study, we took the standard technique as a baseline and compared it to CamWarp. This time we compared them in regards to speed and accuracy of the execution of hand-eye coordination tasks in AR.

The participants had to move physical objects from one shelf compartment to another through a projected 3D-tunnel (Figure 6.7). The experiment is inspired by the steering law, which predicts movement speed in a tunnel on a 2D-plane. It reflects scenarios like a mechanic receiving virtual support for fixing an engine, a surgeon getting instructions for a cut or a warehouse worker sorting the inventory.

Our hypothesis was that CamWarp would have positive effects on user performance, so we opted to use the same camera configurations as in the first experiment (30, 60 and 90 FPS at 480p per eye). This includes a stronger impact on low camera FPS values and a significant effect on tasks that incorporate frequent head movement. Real-world applications typically do not restrict the speed at which the user’s head moves, so there was no enforced head rotation in this experiment. Through the experiments design participants were encouraged to perform sidesteps and therefore move the camera with a mix of rotational and translational motions.

Based on the above described criteria, the study was designed as within-subject, and the following hypotheses were formed:

$H_3$: CamWarp has a positive effect on task accuracy.
$H_4$: CamWarp has a positive effect on task completion time.
$H_5$: CamWarp’s effect is stronger on low FPS values.
6.5.1 Participants and Apparatus

23 participants (20 and 38 years old - $M = 27.33$, $SD = 4.49$) took part in the experiment. The mean time per subject was 15 minutes. To track the objects in 3D space, we exchanged the HMD for the HTC Vive and its room-scale tracking, and fitted it with the Ovrvision. This headset features the same resolution of 1080×1200 pixels per eye over a 110° horizontal FOV. Figure 6.7 depicts the setup and the superimposed virtual tunnel that was used to guide the participants movement. The participants stood in front of a shelf that consisted of 9 compartments arranged in a 3 by 3 layout, each compartment measuring 35 by 45 centimeters.

6.5.2 Stimuli and Procedure

The experiment started with a demographic questionnaire and an SSQ [163]. The Vive controllers were put in the top left and top right compartments of the shelf to calibrate the pose of the shelf in the tracking space. This enabled occlusion of the tunnels through a co-located transparent model of the shelf. Following calibration, participants were tasked to move one of the controllers from the compartment it was located to an unoccupied one. Their movement was guided by a 3D tunnel that consisted of a white center line and a blue half-transparent cylindrical wall with a flowing animation (cf. Figure 6.7). It started at the center of the occupied compartment and extended 10 centimeters towards the user. From there, it continued in a straight line to a point 10 centimeters in front of the destination compartment, and finished at its center. Participants were tasked to pick up the indicated controller and move it to its destination as quickly as possible, while keeping the center of the controller’s ring as close to the center line as they can. As these goals are conflicting, participants were asked to maintain a balance between the two. As soon as the controller reached its destination, the active controller and its destination were picked at random for the next trial.

Each combination of conditions consisted of 10 trials. We tracked three parameters during each. For accuracy, we measured the average distance from the center of the controllers ring to the closest point on the white center line. For speed we had to track the time between the active controller being picked up from its compartment and being laid down at its destination. Because the distance from one shelf compartment to another is not uniform, we chose to track the average...
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### Table 6.3: Means of the dependent variables Accuracy (lower is better), Movement Velocity (higher is better) and Search Velocity (higher is better) for the combination of Technique and FPS.

<table>
<thead>
<tr>
<th></th>
<th>30 FPS</th>
<th>60 FPS</th>
<th>90 FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CamWarp</td>
<td>2.51 (SD=1.40)</td>
<td>2.22 (SD=1.36)</td>
<td>2.07 (SD=1.59)</td>
</tr>
<tr>
<td>Baseline</td>
<td>3.93 (SD=2.55)</td>
<td>3.46 (SD=1.77)</td>
<td>2.90 (SD=1.64)</td>
</tr>
<tr>
<td><strong>Movement Velocity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CamWarp</td>
<td>.93 (SD=.30)</td>
<td>.98 (SD=.33)</td>
<td>1.13 (SD=.39)</td>
</tr>
<tr>
<td>Baseline</td>
<td>.85 (SD=.36)</td>
<td>.87 (SD=.39)</td>
<td>.88 (SD=.52)</td>
</tr>
<tr>
<td><strong>Search Velocity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CamWarp</td>
<td>1.16 (SD=.24)</td>
<td>.96 (SD=.18)</td>
<td>1.39 (SD=.28)</td>
</tr>
<tr>
<td>Baseline</td>
<td>.55 (SD=.19)</td>
<td>.68 (SD=.27)</td>
<td>.62 (SD=.23)</td>
</tr>
</tbody>
</table>

### Table 6.4: Results of the ANOVA tests at the 5% significance level.

<table>
<thead>
<tr>
<th></th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p &lt; .05</th>
<th>η²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>1</td>
<td>22</td>
<td>27.74</td>
<td>2.77e-05</td>
<td>*</td>
<td>3.91e-01</td>
</tr>
<tr>
<td>FPS</td>
<td>1</td>
<td>22</td>
<td>13.82</td>
<td>1.19e-03</td>
<td>*</td>
<td>1.46e-01</td>
</tr>
<tr>
<td>Technique x FPS</td>
<td>1</td>
<td>22</td>
<td>2.88</td>
<td>1.04e-01</td>
<td></td>
<td>2.79e-02</td>
</tr>
<tr>
<td><strong>Movement Velocity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>1</td>
<td>22</td>
<td>16.70</td>
<td>4.89e-04</td>
<td>*</td>
<td>2.60e-01</td>
</tr>
<tr>
<td>FPS</td>
<td>1</td>
<td>22</td>
<td>8.16</td>
<td>9.19e-03</td>
<td>*</td>
<td>1.20e-01</td>
</tr>
<tr>
<td>Technique x FPS</td>
<td>1</td>
<td>22</td>
<td>9.75</td>
<td>4.96e-03</td>
<td>*</td>
<td>6.93e-02</td>
</tr>
<tr>
<td><strong>Search Velocity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>1</td>
<td>22</td>
<td>1.51</td>
<td>2.32e-01</td>
<td></td>
<td>1.98e-02</td>
</tr>
<tr>
<td>FPS</td>
<td>1</td>
<td>22</td>
<td>0.13</td>
<td>7.15e-01</td>
<td></td>
<td>2.16e-03</td>
</tr>
<tr>
<td>Technique x FPS</td>
<td>1</td>
<td>22</td>
<td>0.04</td>
<td>8.41e-01</td>
<td></td>
<td>6.62e-04</td>
</tr>
</tbody>
</table>

The results of the experiment are shown in Table 6.3. Due to the erasure of the rotation speed, we consider 2 conditions for the technique and 3 conditions for FPS for a total of $2 \times 3 = 6$ combinations. We ran three separate repeated measures ANOVA tests at the 5% significance level for all variables for accuracy, movement velocity and search velocity. Table 6.4 lists all the calculation details.

6.5.3 Results

The results of the experiment confirm our hypotheses stemming from the cybersickness experiment. In all tested configurations CamWarp had a positive impact on the accuracy and the movement velocity of the controller (cf. Table 6.3), thus confirming hypothesis $H_3$ (CamWarp

6.5.4 Discussion

The results of the user performance study confirm our hypotheses stemming from the cybersickness experiment. In all tested configurations CamWarp had a positive impact on the accuracy and the movement velocity of the controller (cf. Table 6.3), thus confirming hypothesis $H_3$ (CamWarp...
has a positive effect on task accuracy). We did not find an interaction effect between technique and FPS, meaning that CamWarp has a similar rate of improvement on all tested FPS values ($F_{1, 22} = 2.88, p = .104$). Hypothesis $H_5$ (CamWarp’s effect is stronger on low FPS values) was thus rejected. The means of the search velocity were favorable overall, but did not amount to a statistically significant effect. We assume that this circumstance is due to the low number of individual controllers. The VR system we used for our experiment only allows for tracking two hand-held wands. This potentially limits the study by introducing memory effects. Participants had the next controller to be grasped either directly in front, or could perhaps remember where they put it last. This is reflected in the FPS value having no significant effect on this parameter either. Hence, our assumption that CamWarp reduces the time it takes participants to find the next controller could not be validated, and hypothesis $H_4$ (CamWarp has a positive effect on task completion time) was rejected. A higher number of controllers could potentially have resulted in more head movements and searching, thus making the benefits of CamWarp more salient.

We found strong evidence for CamWarp’s effectiveness in the movement velocity that represents the participants’ ability to interact in MR setups, while searching appears to be restricted mainly to cognitive processes. Based on the effect sizes of the ANOVA tests, the technique has an even stronger effect on performance than FPS. This indicates that when participants could freely choose how fast they wanted to turn or move their head, the reduced latency of the CamWarp technique encouraged them to do so more quickly, resulting in faster movements overall. The interaction effect between FPS and technique suggests that high FPS have a positive effect on the effectiveness of CamWarp in regards to movement velocity. Like the super-additive effect of low FPS and no latency compensation on cybersickness, we see a super-additive effect of high FPS and latency compensation on movement velocity. The standard deviation is of considerable size in both measured velocities and the accuracy. This is due to the free choice of balancing these factors. Participants answered an SSQ before and after, with identical results to the first experiment.

6.6 Conclusion

We presented a novel and easy to implement technique to reduce cybersickness symptoms caused by latency of the video stream and improve user performance in hand-eye coordination tasks in VST AR. We contributed the implementation as well as evidence from a user study suggesting that this approach can be used to significantly increase comfort in VST AR, enabling longer sessions in such setups. Our results suggest that it is possible to lower the FPS settings of the stereo camera in favor of higher resolution, without decreasing the comfort for certain configurations. At the highest available FPS configuration, on average participants moved objects 28.6% faster while being 22.1% closer to the perfect trajectory.

Despite increases in camera sensor resolution and frame rates, a certain amount of latency from recording to display will most likely persist. With this latency being a constant in HMDs, compensating its effects remains a necessity and solutions like CamWarp will be relevant even when the hardware of VST HMDs advances. I.e., even 4K video per eye at 360FPS would still benefit because of the camera-to-photon latency. In comparison to the referenced techniques, we showed that CamWarp has a positive effect on hand-eye coordination and registration errors without the need for additional hardware or predictive algorithms. It masks black border artifacts during head movements while compensating latency and frame rate discrepancies. This technique can also be applied to setups with multiple stereo cameras, for example in foveated VST AR where a secondary stereo camera provides high resolution images for the FOV’s center. Through CamWarp, the difference in latency between multiple cameras can be compensated to minimize cybersickness.

CamWarp can be applied to a wide range of setups that rely on camera input and positional tracking. We are interested in testing it on hardware that is responsible for the safety of passengers in vehicles. Confirming its positive effect on hand-eye coordination during optical flows originating from the center of the FOV in VST AR helmets for motorcyclists and pilots as well as a reduction
in registration errors in camera-based 3D geometry reconstruction in autonomous cars remains as a target for future work.

VR Invite and CamWarp demonstrably increase the accessibility of shared MR spaces for mobile devices and VST HMDs. The hybrid user group aspect of heterogeneous device setups could thus be addressed successfully. In the next part we will discuss visualization and interaction techniques within shared MR spaces.
7. Conveying Perspective

As discussed in Chapter 1, shared MR spaces offer additional information layers for human-to-human communication. In this context, passive information visualization mechanisms support the users’ ability to forecast imminent actions of others. Spatial awareness of other users in shared virtual spaces is a necessity which is reflected in the usability ISO norm 9241-11. Unexpected behavior should be avoided as it leads to aversion, which also applies to the avatars of others. In this part we will discuss visualization techniques with regard to shared spatial awareness as well as the sense of spatial and co-presence. This includes rendering techniques for points of interest, avatar animations and visualization of locomotion.

Interactions with other people heavily rely on non-verbal communication. This is only possible to a lesser extent in shared MR spaces due to technical limitations, such as avatar fidelity and accuracy of facial expression tracking, which may affect the expressiveness of body language. However, a shared understanding of spatial relations is important in many collaborative or competitive scenarios [14]. This likewise applies to co-located users of the VR Invite smartphone application. In this chapter, we investigate the following RQ:

- **RQ3**: How should the individual perspective of a user on different points of interest be communicated, independently of available avatar types and tracking capabilities, and what are the implications for an observer's spatial awareness?

7.1 Motivation

According to the original media richness theory, the richest communication medium is a face-to-face dialogue [74]. It is superior to video conferencing due to a number of factors, including depth perception and media naturalness [173]. However, collaborative MR systems have the potential to deliver an even higher effectiveness in communication, when the perceived naturalness of the medium will eventually reach that of a face-to-face conversation. In an indistinguishable MR, virtual face-to-face communication can be enriched by computer aided tools for brainstorming, design or other specific tasks[84]. One method of improving virtual face-to-face communication is to use visualization cues to convey what each user in a collaborative environment sees, freeing up other media channels like verbal or gestural communication.

There are several implementations of visualization cues, ranging from line-of-sight indicators to full displays of a user’s actual image inside the headset (video mirroring). To find the most appropriate type of passive visualization cue for shared MR spaces, we implemented three distinct
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universally applicable methods and compared them in a controlled study regarding task completion time, precision and error rate. The implemented visualizations are Object Highlighting, View Cones, and Video Mirroring [86, 89, 310].

Each of these perspective conveying methods is a direct or indirect interaction form between user & user or user & environment. There are many possible perceivable interaction forms as Manninen [202] defines them: "Interaction forms are perceptible actions that act as manifestations of the user-user and user-environment interaction. These forms are used to convey the actions of the user to oneself and to others. They enable awareness of actions by offering mutually perceptible visualizations and auralizations within the environment. In addition, the sense of presence is increased due to the communication, co-ordination and collaboration aspects these forms bring forward."

7.2 Background

According to Endsley [92], situational awareness is the ability to understand a complex situation and predict its future states in order to make decisions. A high level of situational awareness supports decision making, enabling an actor to identify one or more correct courses of action. In collaborative environments, being aware of other users’ status and activities is crucial to coordinate activity and avoid interferences [93].

As collaborating team members develop shared mental models [113], their situational awareness grows [92, 93]. This in turn allows them to coordinate more efficiently [91]. Stemming from this situational awareness, the team’s reliance on verbal communication is gradually reduced [200, 323], shifting the mode of operation to an implicit coordination [94, 96, 308]. This in turn lets team members utilize the verbal communication channel for exchanging additional information, or shift their attention to other cues from their working environment. While it is relatively easy to maintain social and positional awareness in co-located collaborative environments, remote collaboration proved to require a greater mental effort in regards to these types of awareness [131]. Thus, groupware research has focused on interface techniques that facilitate communication and increase group awareness and awareness cues [130].

In this context, Wuertz et al. [336] developed a framework to classify awareness cues in multiplayer games based on an analysis of games, game mechanics and game interfaces. They describe the information each type of cue provides, how it is communicated, and how awareness cue design choices can impact the user experience. Additionally, prior works on Workspace Awareness [130] and Gamespace Awareness [307] identified four types of information that team members use when collaborating, which also applies to MR CVEs. The Who - Presence and identity. The What - Status, task and social structure. The Where - Location, positioning, and gaze. And finally the How - Communicating the way important events occur. By emphasizing the gaze and enriching its expressiveness through highlighting or other rendering techniques, this type of awareness cue can be used to improve the efficiency of collaboration [86, 202, 310].
Regarding the visualization of awareness cues, Dodds and Ruddle [86] presented a suite of techniques that aim to improve the quality and quantity of communication in large-scale CVEs. Their social awareness increasing method, called ‘group graph’, which is an explicit hierarchical grouping system, visualizes who is currently talking to whom. Additionally, they addressed the difficulty of users to understand what other users are currently looking at, by rendering small viewports as planes in 3D space that displayed their respective user’s point of view. The suite of techniques was evaluated using an urban planning scenario, highlighting that multiple viewports increased the maximum distance of effective communication between participants.

Wössner et al. [335] proposed a collaborative volume rendering application, that mirrors the point of view from one CVE user to another in a master/slave configuration. They compared the tight coupling of complete master control over the point of view to a more flexible approach, where the slave could change their rendered orientation, but not position. They concluded that the loose coupling approach was rated most comfortable and that user enjoyment was significantly higher in this scenario. Sonnenwald et al. [282] found that users saw potential benefits in both independent and shared perspectives, depending on the task and form of collaboration at hand.

Lee et al. [190] compared three different view-sharing techniques for MR scenarios of local users receiving support from an external expert. The real world viewport of the local user is transferred either as a flat 2D plane, a 360° projection on a sphere or a 3D reconstruction of the real environment. They concluded that transferring 3D reconstructions of the real world allowed the expert to give the highest degree of freedom in perspective, resulting in shorter task completion time and higher social presence.

Trapp et al. [310] described multiple approaches to highlighting objects of interest and potential fields of application. They divided the applicability of object highlighting into the categories User Selection Preview, Visualization of Computational Results and Navigation Aid. Here, User Selection Preview refers to rendering a single selected object, which is in the user’s focus, in a different style. Visualization of Computational Results refers to highlighting, grouping and clustering results from database queries or other computational selection processes. Lastly, Navigation Aid refers to highlighting points of interest, routes, as well as navigation way points in order to guide the user’s attention. Trapp et al. further categorized three rendering techniques for highlighting. These are Style-variance, Outlining and Glyph-based techniques.

Knowledge about the user’s visual attention can also be used to facilitate mediated human-to-human interaction in MR environments. Duchowski et al. [89] demonstrated this by applying the eye movements of a user onto a virtual avatar, and additionally showed advantages of a visible line of sight for the communication of points of interest. Gamer and Hecht [109] further highlighted the importance of understanding other users’ view cones. They investigated the influence of several factors such as observer distance and head orientation on user interactions and their view cones. They concluded that the processing of gaze cues plays an important role in social interactions, and mutual gaze in particular is relevant for natural as well as video-mediated communications.

7.3 Conveying Perspective

Based on prior work described above, we selected three distinct techniques of visual awareness cues and gaze visualization to determine which type is most appropriate for multi-user MR collaboration scenarios. We chose to differentiate them with Manninens [202] categorization of interaction forms between users and environment to have distinct approaches of visualization.

To represent a user-environment visualization cue, Object Highlighting was chosen. The information receiving user, henceforth receiver, does not have to look at the information sending user, henceforth sender. Instead, the additional information is embedded into the environment. The object of interest is being highlighted with a salient color that is visible through other objects and the environment, and therefore cannot be obstructed. To highlight an object, the sender has to simply have it in the center of their FOV. This technique is based on Trapp et al.’s user selection
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Figure 7.2: A view to the VE for the experiment.

preview, rendered with a style-variance approach [310]. The result is depicted in Figure 7.1, left. This technique is equivalent to the tile highlighting used in the \textit{VR Invite} experiment described in Chapter 5.

As a representation of an enhanced user-user communication, the \textit{View Cone} method was implemented. It is a simple pyramid or cone 3D model attached to the avatar head of the sender, making it easier to distinguish where a user is looking at from a distance. It is similar to a visible line-of-sight [89], but includes a representation of the boundaries of a user’s FOV. Based on Duchowski et al.’s visible line of sight [89] and Gamer’s evaluation of view cones [109], we combined both aspects into a visualization of a user’s actual view cone. An example cone is depicted in Figure 7.1, right. This representation is similar in concept to displaying a 3D model of a smartphone inside the VE when using \textit{VR Invite}.

A blending of user-user and user-environment enhancement can be achieved with the \textit{Video Mirror} technique. It is a playback of the actual images displayed in a user’s HMD, visible on a plane in the virtual space. It is an adaptation of Dodds and Ruddle’s viewport visualization [86]. We originally planned to display the virtual image plane attached to the sender's avatar head. However, initial tests showed that this approach was only useful when sender and receiver were relatively close to each other, when the image plane was rendered large enough to read intuitively. In our experiment’s test setup the users are potentially far apart, so the video plane was added as a fixed environment element in the vicinity of the receiver. To implement the video mirror, it is sufficient to place a virtual camera in the receiver’s scene that is synchronized in pose with the sender’s head. The result is depicted in Figure 7.1, center. As discussed in Chapter 5, this type of visualization can also be positioned such that the \textit{Video Mirror}’s pose reflects the tracked smartphone’s position in the real world when using \textit{VR Invite}.

7.4 User Study

In this section we describe the user study that was conducted to evaluate and compare the three distinct visualization mechanisms. Our hypothesis was that each method would be better suited for varying tasks and scales of VEs. For example, we expected the \textit{View Cone} to be less effective in large scale CVEs, while the \textit{Video Mirror} should deliver a more constant and scale independent information flow. Therefore, we chose to design a within-subject user study based on a simple
collaboration task with one assisting and one executive user with three different sizes of environment. In this experiment, the assistant is tasked with providing additional information to the executive by looking at relevant points of interest. The executive is tasked with interpreting this information, which would otherwise be unavailable, and interact with the indicated objects. More specifically, we built a virtual warehouse scenario in that the assistant indicates boxes that need to be relocated to a target area. The assistant can do so by moving through the VE via teleportation and thus provide different points of view. The executive is tasked with operating a virtual crane that moves on rails at the warehouse’s ceiling, controlled by a simple virtual directional pad and two buttons. A second point of view is necessary to solve the executive’s task as the target boxes and the target area are obstructed by the environment and other objects. This setup represents a selection task for environments with visual occlusions. As selection is one of the important canonical tasks in the field of 3D interaction and is a necessity in most applications, we chose it over other forms of interaction to be used to compare the effectiveness of the presented visualization techniques.

To isolate the effect of the enriched visual communication medium, we separated it from other information channels like gestures and verbal communication. As described in the motivation, the purpose of visual awareness cues is to leave the other communication channels unoccupied, as to enrich the MR collaboration medium with more concurrent information flow. As a result, verbal communication between assistant and executive was prohibited during the experiment. This ensures that the interaction between them relied solely on the particular visualization method. For this reason, we decided against testing the methods against pure verbal communication and compared them with each other regarding task completion Time, the Precision in placing the target box onto the target zone, and the Error Rate as number of attempts to grab the target box.

Likewise, only the View Cone method employed a visible avatar, consisting entirely of the cone 3D model. As such, the executive has to exclusively rely on triangulation in this condition, and on the superimposed visualization techniques in the other conditions. Because of this, there is a clear separation between the different visualization methods and their effects on the dependent variables.

For the environment setup, we chose to have three differently sized warehouses (10x10m, 15x15m and 20x20m) to simulate different working conditions with other users remaining in viewing and cooperation distance. As an aid to assessing distances between participants, boxes and the crane gripper, the floor and walls consisted of 1x1m tiles with visual guidelines (cf. Figure 7.2). Furthermore, the assistant could use teleportation to freely move on a catwalk along the sides of the warehouse to find optimal vantage points. To ensure a consistent flow of information from assistant to executive between all participants, we chose to always have an experiment conductor take the role of assistant and behave similarly during each trial.

Our hypothesis was that the Video Mirror technique would be superior in Error Rate for all environment sizes, as it provides a directly rendered view on the target, albeit from another perspective, independent from the distance from assistant to executive. We further expected Object Highlighting to have the lowest Precision, as this technique renders the target object and target area in front of occlusions and therefore potentially disturbs the natural depth perception. The View Cone was expected to perform the worst in terms of Error Rate, as the executive has to triangulate where the assistant is looking at before placing the crane over the box. The larger the warehouse, the higher the Error Rate. Looking at another user’s face to determine the gaze direction is also a real world process, indicating a higher medium naturalness. As the gripper moves fairly quickly on the Z-axis, grabbing attempts can be made in quick succession. Therefore, we did not expect a significant time difference between the techniques. Therefore, Time was not explicitly announced as a critical factor but was recorded nevertheless to see potential differences between the means of methods.

Hence, we assumed the following hypotheses:

- \( H_1 \): Video Mirror has the lowest Error Rate for all environment sizes.
- \( H_2 \): Video Mirror has the highest Precision for all environment sizes.
- \( H_3 \): Object Highlighting has the lowest Precision for all environment sizes.
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\(H_4\): View Cone’s Error Rate increases with environment size.
\(H_5\): View Cone is perceived as the most natural feeling method. It has the lowest degree of subjective loneliness.
\(H_6\): Environment size affects Time stronger than the methods.

7.4.1 Participants and Apparatus

24 participants \((M = 24.66, SD = 3.31, 8\) female) took part in the experiment. The mean time per participant was about 45 minutes. Participants varied widely in 3D video game experience, time and frequency of play per week. Unity3D was used to render the scene on two HTC Vive Pros. Figure 7.2 depicts the VE used for the experiment. Networking was implemented via Mirror, synchronizing the visualization cues, the participants’ position and orientation, as well as the crane and room setup.

7.4.2 Stimuli and Procedure

The experiment started with a demographic and SSQ [163], followed by a briefing about the nature of the task and an explanation of the different perspective conveying methods. The introduction to the task provided information about how to steer the crane with the virtual buttons and how to identify the box that needs to be picked up. The participant was then instructed to use the crane to pick up the indicated box and put it down on the target area as precisely as possible. In a trial phase the crane controls could be practiced before the experiment started. During the experiment, participants were confined to the virtual control room, while the assistant, who was always an experiment conductor, could move freely along the catwalks to silently provide visual cues. The assistant periodically changed their position to provide different points of view during each trial. Picking up the box required the gripper of the crane to be within a one meter radius around the center of the box \((1 \text{ m}^3)\), otherwise a red lamp in the control room was lit to indicate a failed attempt. The trial was considered complete when the correct box was picked up and then put down anywhere in the warehouse.

We used a different warehouse layout during every trial to reduce learning effects between the methods for trials with the same environment size. The order of methods was randomized, as was order of environment sizes within each method group.

7.4.3 Measures

Three distinct measures were recording during each trial:

- Error Rate: the number of grabbing attempts made,
- Precision: the distance from the target box to the center of the target area at the end of a trial,
- Time: the time from start to completion of a trial.

In addition to the demographic data and these measures, participants were asked to fill in an SSQ after every method trial group. After each trial, participants rated their subjective degree of loneliness on a 5-point Likert scale ranging from 1 to 5. After completing all trials, participants stated which of the three perspective conveying methods they preferred.

7.5 Results

In this section, we summarize the results from the experiment. The results were normally distributed according to a Shapiro-Wilk test at the 5% significance level. We analyzed the results with a repeated measures ANOVA test and a Post-hoc paired t-test for significant results. Whenever the Mauchly’s test indicated a violation of the assumption of sphericity, the degrees of freedom were corrected using the Greenhouse-Geisser method. The full statistics can be found in the appendix, Section 13.
7.5 Results

Figure 7.3:  Error Rate (top left), Precision (top right), and Time (bottom) for Methods. Lower is better in all plots.

Figure 7.4:  Error Rate (top left), Precision (top right), and Time (bottom) for Environment Size. Lower is better in all plots.

Error Rate

The results for the Error Rate are illustrated in Figure 7.3 (left) for the Methods and in Figure 7.4 (left) for the Environment Size. We found significant differences between the Methods and the
Environment Sizes. The Error Rate was significantly lower for Video Mirror \((M = 1.944\) attempts, \(SD = 1.686)\) than View Cone \((M = 2.639\) attempts, \(SD = 2.387)\) and Object Highlighting \((M = 4.806\) attempts, \(SD = 6.856)\). All the resulting details can be found on Table 7.1. Also, Large environments \((M = 4.26\) attempts, \(SD = 4.88)\) resulted in a significantly larger Error Rate than Small ones \((M = 2.21\) attempts, \(SD = 3.96, \ p = 0.006)\).

**Precision**

The results for the Precision are illustrated in Figure 7.3 (center) for the Methods and in Figure 7.4 (center) for the Environment Size. We found significant differences between the Methods and the Environment Sizes. The mean Precision was significantly higher for Video Mirror \((M = 1.837\) meters, \(SD = 1.437)\) in comparison with Object Highlighting \((M = 2.769\) meters, \(SD = 2.064)\), revealing that Video Mirror was the method with the highest recorded Precision. Object Highlighting showed the lowest Precision, with View Cone \((M = 2.374\) meters, \(SD = 2.489)\) in between. All the resulting details can be found on Table 7.2. Also, Large environments \((M = 3.15\) meters, \(SD = 2.71)\) resulted in a significantly lower Precision than Small \((M = 1.54\) meters, \(SD = 1.37, \ p < 0.001)\) and Medium \((M = 2.28\) meters, \(SD = 1.56, \ p = 0.021)\) levels. The difference between Small and Medium was significant as well \((p = 0.003)\).

**Task Completion Time**

The results for the task completion Time are illustrated in Figure 7.3 (right) for the Methods and in Figure 7.4 (right) for the Environment Size. We found significant differences between the Environment Sizes. As expected, the mean task completion Time was significantly higher for Large VEs \((M = 151.07\) seconds, \(SD = 60.67)\) in comparison with Small \((M = 104.67\) seconds, \(SD = 41.85, \ p < 0.001)\) and Medium \((M = 123.46\) seconds, \(SD = 53.29, \ p = 0.004)\) levels. The difference between Small and Medium was significant as well \((p = 0.02)\). There was no significant effect between the methods. All the resulting details can be found on Table 7.3.

**Questionnaires**

Differences from the pre- and post-SSQ gathered for each method were compared with a Wilcoxon signed-rank test. No Method caused a significant amount of cybersickness.

For the subjective degree of loneliness, a Mann-Whitney U test revealed a significant difference between the View Cone method and Object Highlighting \((z = -2.55, \ p = 0.011)\). After the experiment was finished, participants stated their preferred perspective conveying method. Here the Video Mirror method scored highest \((50\%)\), followed by View Cone \((37.5\%)\) and Object Highlighting \((12.5\%)\) (cf. Figure 7.5).

7.6 Discussion and Limitations

The results of the study highlight that methods which can be categorized as user-user interactions as opposed to user-environment interactions were not only rated favorably by participants, they also achieved a higher Precision and a lower Error Rate. Information provided by the assistant was easier to interpret for the executive when there was an incentive to look at the assistant.

Object Highlighting, representing a user-environment interaction, was rated the least favorite method. As a reason participants cited the perceived loneliness and the impracticality in large setups due to having difficulty with distance estimation. Object Highlighting likewise scored the highest Error Rate, signaling difficulty of the participants to adapt after a failed attempt. This might be due to the assistant not being able to provide a different perspective after a failed attempt, as the highlighting looks identical regardless of the assistant’s point of view. A rendering technique that indicates the assistant’s point of view with a color grading or similar effect might have a positive effect on this limitation. Furthermore, rendering the selected object over obstructing opaque
geometry is an unnatural visualization, which can work well on 2D renderings \[310\], but evidently less so in stereoscopic 3D. To achieve a higher naturalness factor, the obstructing geometry could be rendered as translucent to imitate the real world experience of looking through tinted glass. Participants also had great difficulty setting the box into the target area with the Object Highlighting technique, as the assistant could not provide additional cues for the relative positioning of crane gripper to target area. When the box was picked up with the crane gripper, the box is in line of sight to the executive regardless of highlighting. This confirms hypothesis $H_3$.

With the View Cone method, the executive could triangulate the position of the target area by looking at the assistant and interpreting the gaze cue. This user-user interaction has a high naturalness factor, as it is possible to do so in the real world as well. Participants reported the lowest perceived loneliness for this method, signaling that this passive user-user interaction had a positive effect on the collaborative social experience, confirming hypothesis $H_3$. The exaggerated View Cone metaphor was successfully interpreted at even great distances, as there was no interaction effect with the Environment Size. Thus hypothesis $H_4$ was rejected. The View Cone similarly showed improved results over Object Highlighting when placing the gripper above the obstructed target area, with a superior mean Precision value.

The Video Mirror technique achieved both the highest Precision and the lowest Error Rate, confirming hypotheses $H_1$ and $H_2$. Like the View Cone, it could provide multiple points of view, enabling the executive to triangulate the position of the target box and target area. The additional rendering from a second perspective with a non-obstructed view on the working area transmitted the greatest amount of information to the executive. By constantly adjusting the point of view, the assistant could provide valuable information about the relative position of points of interest. An aspect that has not been explored is the potential difference between an assistant providing a second dynamic perspective and a static camera attached to the crane gripper. We hypothesize that the advantage of the assistant solution is the ability to reposition the point of view independently from the crane, as a fixed camera might not always give an unobstructed view on the points of interest. It is also a form of user-user interaction, while the fixed camera is a strict user-environment interaction.

Contrary to our hypotheses, there was no interaction effect between Method and Environment Size for Precision and Error Rate. We expected the Video Mirror technique to be the only consistent technique over any Environment Size level as the rendered image is displayed in a fixed position. However, all techniques scaled with the environment size similarly, visible in the significant effect of Environment Size on both dependent variables. We attribute this to the uniformly scaling difficulty of precisely maneuvering the crane gripper with medium and large Environment Sizes, while the methods were a minor factor for this scaling.

The Time scaled with Environment Size as well, but no significant differences between the methods were found, confirming hypothesis $H_6$. Multiple grabbing attempts could be made in quick succession, and did not prolong a trial significantly.

The implemented visualization techniques were chosen as representatives of the in the motivation described interaction forms between user & user, user & environment, as well as a hybrid approach. During and after the experiment, we received feedback suggesting that the environmental aspects of the visualizations were too specific to the task and setup and would be difficult to translate effectively to other applications. While we believe that this does not have an impact on the integrity of our study, we agree that certain changes need to be made in order to enable usage of the implemented and compared techniques in other contexts. We therefore recommend to make adjustments to each of the visualization techniques as follows.

For the View Cone, the shape of the visible cone should match the rendered view frustum of its user, making it a pyramid design. The size and transparency of the model can optionally be scaled with distance and angle to the observer. Also, adding a visible central line of sight indicator
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Figure 7.5: Results of querying the preferred method.

increases the readability of the visualization in medium to long distances. This might potentially have a positive effect on the sense of presence and readability, but needs to be confirmed in a separate study.

Our implementation of Object Highlighting only works effectively on objects of a suitable size and distance, as the entire object is altered with a style-variance shader. A better approach would be to lightly alter the appearance of the entire object, and use an indicator on the point where the user’s line of sight intersects with the object’s surface. This could be realized as a simple gradient of light, similar to a laser pointer. By always rendering the indicator in front of the object through manipulation of the z-buffer, the point of view becomes visible regardless of obstruction through geometry. This conveys not only selection, but also the relative position of observer and projector. Here, a combination with the aforementioned visible line of sight could be greatly beneficial. This also enables the usage of this technique to highlight environmental elements as opposed to predefined interactive objects.

The Video Mirror technique was implemented as a hybrid approach with a fixed position in the environment. It could prove superior to attach the viewport render as a world space UI element in the form of a floating head-up display (HUD). This might improve the sense of presence and interaction between users, as the user-to-user interaction has been received as presence enhancing compared to user-environment visualizations. A direct comparison would however be required to quantify these potential benefits. A non-stationary display is however independent of the environment setup.

Every tested gaze visualization technique proved to be effective and useful in certain scenarios and constellations. Depending on the task and environment setup at hand, we make the following recommendations for the choice of visualization techniques.

- If there are many sources of occlusion in the environment, the Video Mirror with the aforementioned HUD integration should be used. It demonstrated to be the most effective in our heavily occluded warehouse setup.
- If a selection between multiple objects has to be indicated, Object Highlighting can provide a quick distinction between similar or close objects.
- If the relative position between multiple users is of importance, it can be communicated via View Cones.
- If multiple factors apply, a combination of techniques can be used.

Depending on the context, individual techniques can be enabled or disabled. For example, the Video Mirror can be toggled manually as a HUD element when the user sees fit, or be active while the avatar of the other user is occluded. View Cones can similarly be enabled while the avatar is not
occluded, and be scaled or faded depending on the distance to the observer. Finally, the intensity of *Object Highlighting* can be derived from the distance between projector and the object and size of the looked at object.

### 7.7 Conclusion

Three distinct methods for conveying perspective in multi-user MR collaborations were selected and compared against each other in a real world inspired cooperation task. The *Video Mirror* technique proved to be the best performing technique in regards to *Precision* and *Error Rate*, as well as being the preferred visualization method. However, the View Cone was perceived to have the highest social presence. As evident from our user study, Object Highlighting could not establish itself as a convincing perspective conveying tool. While it is likely that highlighting objects which are in both the assistant's and executive's FOV improves visualization of user selection, it is not a feasible solution for passively conveying perspective and information that would otherwise be unavailable. This method makes verbal communication support necessary, resulting in a blocked communication channel. These findings suggest that users of *VR Invite* should be represented as either physical representations of the handheld device, or in form of a *Video Mirror*.

As an extension of the three distinct methods, it would be a conceivable approach to switch between multiple visualization methods automatically, depending on the context and distance to a point of interest. For example, objects within both users’ FOV can be indicated with *Object Highlighting*, while communication over greater virtual distances can be supported by the *Video Mirror* technique. The size or visibility of a *View Cone* can be scaled linearly with the distance between users. The goal here is to achieve the best possible balance of naturalness and information exchange for any situation, without blocking other communication channels. Implementing a suitable framework for automatically switching between visualization cues and verifying a positive effect on social presence and task performance remains a target for future work.

In the next chapter, we will explore the effects of avatar systems and the depiction of locomotion on both the user’s and the observer’s perception within shared MR spaces.
8. Co-Presence

The ability to induce a high sense of spatial and co-presence is a major benefit of shared MR spaces over traditional non-immersive online conferences. Previous studies reported that the appearance of an avatar has an effect on the sense of co-presence of observers [58, 244], but a yet mostly unexplored aspect of human representation is the effect of locomotion visualization on observers with regard to spatial awareness. In this chapter, we discuss the hybrid user group aspect of differences in avatar representation and visualization of locomotion. In particular, the following RQ will be answered:

- **RQ4**: Does the depiction of continuous locomotion induce a stronger sense of spatial and co-presence and spatial awareness than abrupt teleportation movements?

8.1 Motivation

As discussed in Chapter 1, shared MR spaces have several applications, for instance in the new work paradigm. Over the last decade, distributed work groups and remote collaborations have surged in popularity, making CVEs become increasingly relevant. In many cases, virtual meetings are the only viable solution for synchronous group communication over long distances [290]. In CVEs, various forms of technology are impacting how we communicate, learn, work, and make decisions [301]. Depending on the chosen technology and platform, however, many essential elements of human-to-human communication and interaction can be obscured. In particular, eye contact, spatial perception, and body language are only possible to a limited extent; sometimes even not at all. The popularity of MR headsets, however, has led to a degree of experimentation with MR group meetings in shared MR spaces. With devices such as the Oculus Quest 2, MR CVEs have become an affordable and accessible means to address some of the aforementioned limitations through services like Mozilla Hubs or Spatial.io. Yet, the potential of social interaction during MR meetings is still not fully explored, with many challenges remaining to be solved. While several aspects of self-movement such as presence, cybersickness and efficiency have been covered [104], insights into social aspects such as co-presence and perceived fairness in a competitive setting are lacking to date, which is unfortunate given the importance of these aspects on the user experience [254]. For example, locomotion is a limiting factor in current setups, as many developers have to rely on hand-based navigation through joysticks or teleportation. From an observer’s point of view, locomotion techniques can only be distinguished as continuous or non-continuous movements, with optional animations. Only the visual and auditory representation of the locomotion can be
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perceived by the observer, which is bound to the moving user’s avatar. Likewise, the appearance of a participant’s avatar can be presented in a number of ways, from abstract to photo-realistic. Yet, it is not definitely settled if these design choices have a significant effect on the interaction between multiple users. In this context we contribute a study to determine the effects of locomotion techniques and the appearance of avatars on mainly the sense of co-presence and perceived fairness in a competitive multi-user VR game. Required related work in the areas of co-presence, CVEs, as well as avatar representation and locomotion techniques has been discussed in Chapters 2 and 5.

8.2 User Study

Co-presence is a vital aspect of shared MR spaces [343]. It can be impacted by a number of factors, including the appearance of other users’ avatars and the visualization of their movement. These interactions have, however, to our knowledge, not yet been fully explored. To this end, we conducted an experiment to determine the effects of these two factors on mainly the sense of presence, co-presence, cybersickness, perceived fairness and game enjoyment in a two-user competitive VR game.

The VE for our study had to be deliberately designed with regards to encouraging interaction and visual contact between the participants. The other user’s avatar had to be the main focus of the participant’s task at hand, while also encouraging frequent movement. We decided to implement a game of a virtual two-player competitive snowball fight, with the goal to hit the opponent’s avatar with snow balls, while dodging theirs in return. The VE consisted of a separated area for each user (cf. Fig. 8.1).

Figure 8.1: VE with scoreboard and abstract snowman avatar.

8.2.1 Independent Variables

In this experiment two different avatar appearances and two types of locomotion were used, for a total of four combinations. This design choice was made partially to keep the duration of the overall experiment short enough to not cause aborts because of the occurrence of cybersickness [82]. Based on previous works, we expected a rather small effect of the two independent variables on co-presence [20, 58]. A within-subject study design was thus chosen to cope with a relatively low number of available participants due to current health and hygiene regulations. For the locomotion
types we chose teleportation and joystick-based navigation as representatives of non-continuous and continuous movement respectively, which currently are the most prevalent techniques in consumer VR solutions. Like in most previous studies, the teleportation was abrupt and not animated [45]. As a result, it also causes relatively little cybersickness to the teleporting user when compared to continuous movement [50, 104]. However, it also corresponds least to real or natural movement. The joystick-based locomotion technique was continuous and looked convincingly natural when paired with walking animations.

For the avatar appearance we chose one realistic and one abstract visualization (cf. Fig. 8.2). We chose to couple movement animations to the avatar appearance. The realistic avatar used predefined walking animations, while the abstract one was not animated. Participants also could not see their own avatar.

### 8.2.2 Dependent Variables

To assess users’ self-reported sense of presence, co-presence, cybersickness, and game enjoyment, we used a questionnaire mainly based on the work of Podkosova et al. [244]. A compressed questionnaire was used to keep the overall duration of the experiment at a reasonable level, as it had to be answered eight times. Table 8.2.2 shows all questions included in the questionnaire. It contains items from both the IPQ [268] and the SUSP [280]. Presence and embodiment are not the main focus of the study; however, they may have an influence on co-presence and are therefore included. To assess embodiment, questions regarding body ownership and agency were used based on a modified version of Gonzalez-Franco et al.’s work [118]. Co-presence was measured using items of the the NMSPI [32, 33].

To measure potential side effects of cybersickness, we used a compressed version of the SSQ [163]. Here, we included elements that lead to very high dropout rates, namely nausea, vertigo and general discomfort [23]. Questions were answered via 4-point Likert scale, with 0 indicating no symptoms and 3 indicating severe symptoms.

In addition to these measures, we were also interested in implications for the sense of fairness during the game. We assumed that the ability of the teleportation to instantly cover long distances would be perceived as less fair due to its unpredictability, ending games with an overall lower received hit count. Accordingly, it stands to reason that the locomotion technique has an effect on the perceived level of fairness, and in turn the self-reported enjoyment of the game.

Besides subjective measures using Likert scales, some objective data was collected. This included distance traveled, number of snowballs thrown, and the number of received hits.

Based on the above mentioned criteria, we formulated the following hypotheses:

- $H_1$: Appearance (avatars and animations) has an effect on the perceived level of co-presence.
- $H_2$: The locomotion technique used has an effect on the perceived level of co-presence.
- $H_3$: Fairness and game enjoyment are positively correlated.
- $H_4$: Number of received hits is affected by locomotion technique but not by avatars.
- $H_5$: Fairness is affected by locomotion technique but not by avatars.
- $H_6$: Having both participants use the same locomotion technique increases game enjoyment.
- $H_7$: Lower cybersickness leads to greater game enjoyment.

### 8.2.3 Participants and Apparatus

18 participants (9 female) took part in the experiment in pairs of two. Of these 18 data sets one had to be discarded due to technical errors during the experimental recording. However, the data set of his counterpart could still be analyzed. In total, the study lasted about 75 minutes. The age range was between 19 - 29 years ($M = 21.94, SD = 2.54$). Men on average rated their experience with VR ($M = 4.13, SD = 1.55$) higher than female participants ($M = 3.22, SD = 1.92$) on a 7-point Likert
Figure 8.2: The compared abstract snowman avatar [314] (left) and realistic avatar [5] (right).

<table>
<thead>
<tr>
<th>Category</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence Q1</td>
<td>How aware of real events occurring in the room around you were you</td>
</tr>
<tr>
<td>Presence Q2</td>
<td>during the game?</td>
</tr>
<tr>
<td>Presence Q3</td>
<td>How involved were you in playing the game?</td>
</tr>
<tr>
<td>Presence Q4</td>
<td>Rate your sense of being there in the VE</td>
</tr>
<tr>
<td>Presence Q5</td>
<td>When you think about the VE, was it rather like something that you</td>
</tr>
<tr>
<td></td>
<td>saw or somewhere that you visited?</td>
</tr>
<tr>
<td>Body Ownership Q1</td>
<td>I felt as if the virtual body was my own body</td>
</tr>
<tr>
<td>Agency Q1</td>
<td>It felt like I could control the virtual body like if it was my own</td>
</tr>
<tr>
<td>Agency Q2</td>
<td>I felt as if the virtual body was moving by itself</td>
</tr>
<tr>
<td>Co-presence Q1</td>
<td>To what extent did you have the feeling of the other player being</td>
</tr>
<tr>
<td></td>
<td>together with you in the VE?</td>
</tr>
<tr>
<td>Co-presence Q2</td>
<td>Rate how closely the sense of being together with the other player</td>
</tr>
<tr>
<td></td>
<td>resembles the sense of being with others in the real world</td>
</tr>
<tr>
<td>Mutual Awareness Q1</td>
<td>I was aware of the other player as a person</td>
</tr>
<tr>
<td>Attention Allocation Q1</td>
<td>I paid close attention to the other player</td>
</tr>
<tr>
<td>Attention Allocation Q2</td>
<td>The other player paid close attention to me</td>
</tr>
<tr>
<td>Behavioral Engagement Q1</td>
<td>My actions depended on the other players actions</td>
</tr>
<tr>
<td>Behavioral Engagement Q2</td>
<td>The other players actions depended on my actions</td>
</tr>
<tr>
<td>Game Enjoyment Q1</td>
<td>How much did you enjoy playing the game?</td>
</tr>
<tr>
<td>Motivation Q1</td>
<td>How hard did you try to win the game?</td>
</tr>
<tr>
<td>Fairness Q1</td>
<td>It felt like I had the same chance of winning as the other player</td>
</tr>
<tr>
<td>Cybersickness Q1</td>
<td>General discomfort</td>
</tr>
<tr>
<td>Cybersickness Q2</td>
<td>Nausea</td>
</tr>
<tr>
<td>Cybersickness Q3</td>
<td>Stomach awareness</td>
</tr>
<tr>
<td>Cybersickness Q4</td>
<td>Headache</td>
</tr>
<tr>
<td>Cybersickness Q5</td>
<td>Vertigo</td>
</tr>
</tbody>
</table>

Table 8.1: The compressed questionnaire, based on Podkosova et al. [244].
scale. Similarly, men rated their experience with 3D computer games ($M = 6.38, SD = 0.74$) higher than female participants ($M = 2.4, SD = 1.67$). Two HTC Vive Pros were used as HMDs for the experiment, with two separate rooms for the tracking spaces. The VE was implemented in Unity3D, using the Unity XR Interaction Toolkit [317] as the basis for teleportation and interaction with objects. The Vive Wands were used for teleportation through a point-and-click metaphor, while the joystick movement used the Wand’s trackpad. Networking was implemented through Photon Unity Networking (PUN2) [97].

### 8.2.4 Stimuli and Procedure

After giving their informed consent and filling in a demographic questionnaire, participants were introduced to the HMD devices and received an explanation of the competitive VR game. Both locomotion types could then be tested in a short tutorial section. Four two-minute runs of the virtual snowball game had to be played, each with a combination of avatar appearance and locomotion type in random order by latin square for one user, while the other used a fixed joystick locomotion and realistic avatar. Only the fixed participant’s measurements were considered.

During the trial, participants had to compete by picking up a snowball from the ground, and successfully throwing it at their opponent. We decided that snowballs could be picked up in the immediate vicinity of the avatar (1 meter radius) without having to look and bend down to maximize the time a user is looking at their opponent, and trying to predict their next movement. To score points, users thus had to keep their attention focused on the opposing user’s avatar in order to aim their throw.

After the throw, a new snowball was spawned within 2 meters of the participant on their side of the playing field, maintaining a constant total of 10 randomly placed snowballs per side. The required movement after a throw was therefore reasonably consistent between trials.

Each trial was followed by the questionnaire described in Sec. 8.2.1). After a full run of four trials and a small break, roles were switched and the experiment was repeated, resulting in a total of eight trials per pair of participants.

### 8.2.5 Results

We used an ordinal logistic regression model to analyse correlations between questionnaire items and the dependent variables. The recorded values from within our VE were normal distributed according to the Shapiro-Wilk test ($p = 0.05$) and could therefore be analyzed with a two-way repeated-measure ANOVA, followed by Bonferroni corrected post-hoc paired t-tests. A 5% significance level was assumed, and only significant results are reported.

#### 8.2.5.1 Presence

Regarding sense of presence, Presence Q3 does not correlate with any of the other measurements, Presence Q4 correlates only with Presence Q2 ($p = 0.002; r = 0.383$), and Presence Q1 is negatively correlated with Presence Q2 ($p < 0.001; r = -0.497$).

#### 8.2.5.2 Co-Presence

Co-presence, attentional allocation, and behavioral engagement, showed high intercorrelations, respectively ($p < 0.001; r > 0.4$). Agency showed a moderate correlation with co-presence ($p = 0.026; r = 0.273$). The ordinal logistic regression showed a significant effect of locomotion on co-presence. Here, continuous movement ($M = 4.59, SD = 1.37$) was rated significantly higher than teleportation ($M = 3.82, SD = 1.36, p = 0.031$). However, there was no significant effect for avatar appearance on co-presence ($p = 0.136$). Abstract avatars ($M = 4.09, SD = 1.46$) received similar ratings to realistic avatars ($M = 4.32, SD = 1.37$). We found several significant correlations between demographic data and co-presence, which are shown in Table 8.2.
8.2.5.3 Avatars

The variable Avatar correlated only with mutual awareness ($p = 0.022; r = 0.28$). According to our data it seems that the avatar has a small effect on the number of received hits, but this difference is not significant (Realistic $M = 4.29$, $SD = 2.80$; Abstract $M = 3.82$, $SD = 3.0$; F(1, 16) = 1.262; $p = 0.278$). The distance traveled did not vary significantly for either avatar (Realistic $M = 140.35m$, $SD = 30.51m$; Abstract $M = 137.35m$, $SD = 30.29m$; F(1, 16) = 0.826; $p = 0.377$).

8.2.5.4 Locomotion

The locomotion technique variable correlated with co-presence ($p = 0.021; r = 0.281$) and fairness ($p < 0.001; r = 0.514$). Users were hit significantly more often while using joystick locomotion ($M = 4.71$, $SD = 3.26$) compared to teleportation ($M = 3.41$, $SD = 2.35$; F(1, 16) = 6.505; $p = 0.021$). The distance traveled did not vary significantly for either locomotion technique (Joystick $M = 137.12$, $SD = 30.62$; Teleportation $M = 140.58$, $SD = 30.16$; F(1, 16) = 0.615; $p = 0.444$).

Locomotion technique and avatars had no significant effect on any of the self-reported user experience measures. Moreover, there was no interaction effect between avatar and locomotion technique in any metric.

8.2.5.5 Fairness

The locomotion type had a significant effect on the subjectively perceived level of fairness ($p < 0.001$), while the avatar variable was not significant ($p = 0.496$). Joystick $M = 4.94$, $SD = 1.71$; Teleportation $M = 2.97$, $SD = 1.54$; Abstract $M = 4.09$, $SD = 1.95$; Realistic $M = 3.82$, $SD = 1.85$. Nagelkerke’s pseudo $R^2$ was 0.26 and the teleportation’s predictor was -2.031. Thus, the model has an acceptable fit and, based on the negative sign, it can be seen that teleportation was perceived as less fair than the continuous joystick movement.

8.2.5.6 Game Enjoyment

Game enjoyment correlated significantly positively with fairness ($p = 0.019; r = 0.285$) and motivation, while correlating negatively with cybersickness, score, age, gender, left-handedness, computer game experience, and VR experience (cf. Table 8.3). No significant effect of locomotion technique or avatars on game enjoyment was found (Omnibus test: $p = 0.205$; locomotion: $p = 0.085$; avatar: $p = 0.653$).

8.2.5.7 Cybersickness

The total cybersickness score showed a high correlation with game enjoyment ($p < 0.001$, Nagelkerke’s pseudo-$R^2 = 0.579$). In addition to the total score, we tested individual items of the SSQ in regards to their influence on game enjoyment. We found significant positive correlations between game enjoyment with no ($p < 0.001$) or minor symptoms ($p = 0.027$) of stomach awareness. Similar results were found for no ($p < 0.001$) or minor symptoms ($p = 0.002$) of headaches. Severe nausea symptoms significantly reduced game enjoyment ($p < 0.001$), whereas no or mild nausea showed no significant difference. Other items showed no significant effect.

<table>
<thead>
<tr>
<th>Co-presence 1</th>
<th>Corr. coefficient</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>-0.483</td>
<td>0.000</td>
</tr>
<tr>
<td>Handedness</td>
<td>-0.248</td>
<td>0.043</td>
</tr>
<tr>
<td>Gaming exp</td>
<td>0.419</td>
<td>0.000</td>
</tr>
<tr>
<td>VR exp</td>
<td>0.404</td>
<td>0.001</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>0.321</td>
<td>0.008</td>
</tr>
<tr>
<td>Fairness</td>
<td>0.298</td>
<td>0.014</td>
</tr>
<tr>
<td>Motivation</td>
<td>0.325</td>
<td>0.021</td>
</tr>
<tr>
<td>Co-presence 2</td>
<td>Corr. coefficient</td>
<td>Significance</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.160</td>
<td>0.195</td>
</tr>
<tr>
<td>Handedness</td>
<td>-0.14</td>
<td>0.195</td>
</tr>
<tr>
<td>Gaming exp</td>
<td>0.398</td>
<td>0.01</td>
</tr>
<tr>
<td>VR exp</td>
<td>0.476</td>
<td>0.014</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>0.305</td>
<td>0.012</td>
</tr>
<tr>
<td>Fairness</td>
<td>0.402</td>
<td>0.001</td>
</tr>
<tr>
<td>Motivation</td>
<td>0.256</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Table 8.2: Selection of significant correlations between co-presence and questionnaire items (by Spearman).
8.3 Discussion

Our results show several significant effects of avatar appearance and type of locomotion on the qualitative and quantitative data. Previous works found a significant effect of avatar appearance on co-presence in CVEs [58], as well as significant effects of partner perception and proxemics on co-presence in VR [244]. We found no such effect in our VR CVE, and thus hypothesis \( H_1 \) (Appearance has an effect on the perceived level of co-presence) has to be rejected. However, our study differs from others in regards to the nature of the task the participants had to perform. While most previous studies had participants perform a cooperative task, we conducted an experiment in a competitive setting. Previous work has shown that human emotions can strongly vary depending on the context of interaction between a group of people [197]. Here, Loch et al. determined that humans are hardwired to act social or selfish given specific group dynamics through evolutionary psychology. The converse argument could now be made that a given specific group dynamic, i.e. cooperative or competitive settings, the context influences human emotions, and more specifically co-presence. This leads us to the conclusion that a distinction for the effect of avatar appearance has to be made based on the context of the multi-user VR application. This is further supported by our finding that the avatars had a weak but significant effect on mutual awareness, which depends on co-presence according to Biocca et al. [33]. It is possible that our humanoid avatar produced an Uncanny Valley effect [213], however both types showed similar results. Weak effects of avatar appearance might potentially be revealed through more elaborate animations, using motion capture or IK [124]. Alternatively, a real-time 3D scan of the user could displayed in the VE, to potentially increase the sense of embodiment and thus co-presence. As participants could only see their partner’s avatar and not their own avatar, it is not surprising that the sense of presence was not influenced by avatar appearance. Enabling this feature, paired with avatar customization as many commercially available solutions like Spatial.io provide, has been shown to increase the sense of presence and body ownership [329]. We found no correlation between presence and co-presence; this change however might have an effect on presence strong enough to reveal a correlation that was undetectable in our current setup.

Locomotion had a significant effect on the perceived level of co-presence, thus confirming hypothesis \( H_2 \) (The locomotion technique used has an effect on the perceived level of co-presence). Here, continuous movement was rated significantly higher than non-continuous movement (omnibus test, \( p = 0.031 \)). Although the locomotion technique significantly influenced fairness, it did not affect game enjoyment, even though fairness and game enjoyment were strongly positively correlated. This correlation however confirmed hypothesis \( H_3 \) (fairness and game enjoyment are positively correlated). Teleportation was perceived as less fair, but did not significantly reduce game enjoyment. Thus, hypothesis \( H_6 \) (having both participants use the same locomotion technique increases game enjoyment) must be rejected. However, it is possible that fairness only had a small effect on game enjoyment due to the chosen study design and that in a context where fairness is more relevant (e.g. rankings and prizes for the winner), there could be a more pronounced effect.

Overall, participants reported that humanoid avatars were easier to read and continuous movements easier to predict. This corresponds to our recorded data, as participants were hit significantly more often while using the continuous joystick locomotion. This result is not surprising, since teleportation can cover long distances in an instant and the resulting movements are generally more difficult to predict. The other user’s avatar, on the other hand, had no effect on score and

<table>
<thead>
<tr>
<th>Enjoyment</th>
<th>Corr. coefficient</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.389</td>
<td>.264</td>
</tr>
<tr>
<td></td>
<td>.317</td>
<td>.247</td>
</tr>
<tr>
<td></td>
<td>.285</td>
<td>.370</td>
</tr>
<tr>
<td></td>
<td>.317</td>
<td>.247</td>
</tr>
<tr>
<td></td>
<td>.642</td>
<td>-.439</td>
</tr>
</tbody>
</table>

Table 8.3: Selection of significant correlations between Game Enjoyment and questionnaire items (by Spearman).
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subjectively perceived fairness, as expected. Thus, hypotheses $H_4$ (number of received hits is affected by locomotion technique but not by avatars) and $H_5$ (fairness is affected by locomotion technique but not by avatars) are confirmed.

Female participants overall reported feeling less co-presence. This correlation may at least partially be due to the fact that the humanoid avatar always had a male appearance. For this reason, we are interested in conducting a similar study with gendered avatars. With our equal numbers of male and female participants, we also found a correlation between gender and game enjoyment. This could be attributed to the fact that female subjects generally had less experience with VR and computer games, while these two variables also correlate positively with gaming enjoyment (VR experience: $p < 0.001; r = -0.490$; Game experience: $p < 0.001; r = -0.727$). This correlation can likely be attributed to the fact that experienced users were significantly more likely to land hits ($p = 0.014; r = 0.3$) and score was positively correlated with game enjoyment ($p < 0.001; r = 0.426$).

Three of the five cybersickness aspects also had an influence on game enjoyment. Hypothesis $H_7$ (lower cybersickness leads to greater game enjoyment) was thus confirmed at least with regard to the symptoms nausea, stomach awareness and headache. These results should be viewed with caution, however, as the vast majority of participants experienced no symptoms or only mild symptoms in the experiment. The three subjects who had moderate or severe symptoms greatly influenced the calculations. Thus, it is quite possible that if the experiment is repeated with more subjects, other or additional symptoms will become significant.

In this study, both participants were in different rooms and thus verbal communication was not possible. Since speaking is an important part of interpersonal communication, adding different forms of communication to the factors tested in our study might reveal interesting interaction effects. Furthermore, since we observed a number of weak but significant interactions, a larger sample size could potentially lead to further findings and implications [260].

8.3.1 Limitations

As our number of participants is not a multiple of the total combination of factors in our Latin square arrangement of trials, the study is not fully counterbalanced, which means that there is a possibility of order effects. However, there was only one additional participant in one Latin square entry, leading us to believe that this had a minimal impact.

As described in the Section 8.2, we used a compressed version of several standard questionnaires similar to Podkosova et al. [244], focusing on items relevant to our study. We deemed this necessary to keep the overall duration of the experiment at a reasonable level, as it had to be answered eight times. The questionnaire items were evaluated separately as opposed to groups of items, like some of the source questionnaires suggest. This could potentially limit the validity of results as we are not inquiring the full range of items. Therefore, we cannot give a total score and make direct comparisons to other works based on these values. However, individual comparisons of questionnaire items can still provide valuable indications and lead to conclusions.

8.4 Conclusion

In this chapter, we conducted a study to explore the effects of avatar appearance and visualization of locomotion in a competitive multi-user VR scenario. In summary, the avatar appearance generally had little influence on the observing participants, except for a weak positive effect of realistic avatars on mutual awareness. The avatar appearance thus offers creative freedom, at least in competitive game environments, and causes no significant effects in terms of game enjoyment, perceived fairness, cybersickness, or co-presence.

Compared to avatar appearance, the locomotion technique significantly influenced participants’ perception of co-presence and subjectively perceived fairness. In addition, previous studies have
shown an impact of the locomotion technique on the individuals themselves, such as differences in task performance and cybersickness [104].

In general, of course, it is beneficial if fairness, game enjoyment, and co-presence are as high as possible while minimizing cybersickness symptoms. However, this study has demonstrated that certain trade-offs have to be made when considering aspects that can be perceived both from the users themselves as well as observers. Here, the continuous joystick technique led to an increase in co-presence while the game is simultaneously perceived as more fair. On the other hand, the joystick technique led to higher levels of cybersickness which in turn led to less game enjoyment. In conclusion, designers have to balance between personal presence, cybersickness and enjoyment versus that of other participants in multi-user scenarios.

While it is useful to present users a choice of locomotion type, designers of VR applications need to keep the aforementioned advantages and disadvantages in mind, from both perspectives of sense of (co-)presence, as well as fairness and enjoyment. This suggests a greater emphasis should be put on the visual representation of teleportation-based navigation in multi-user VR, for example by animating positional transitions. These findings motivate testing the effects of interpolated continuous animations for non-continuous movement from an observers perspective. Implementation of such transitions as well as testing implications on co-presence will be discussed in Chapter 10.

In this part, we showed that visualization cues and natural representation of human locomotion are important aspects of human-to-human communication in shared MR spaces. Thus, in the following part, we will explore methods for providing natural looking locomotion with full-body human avatars from both first- and third-person perspectives.
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9. VR Strider

Locomotion and its visualization are integral aspects of shared MR spaces, from the viewpoint of both the moving user as well as observers. In this part, we introduce a number of novel motion-based techniques for traversing the VE, which are portrayed by procedurally animated full-body human avatars.

Convenience of usage is an important aspect of any form of end-user technology. Prolonged sessions of HMD's quickly become tedious, as users typically have to stand stationary within their tracking space. Because of this, some experiences offer their users to remain seated. However, this has several implications, such as a lower point of view and potentially a reduced sense of presence or limitation of available locomotion types. In this chapter, we explore mechanisms to bridge the difference between sitting and standing modes of hybrid user groups with regard to locomotion and its visualization. The following RQ will be answered:

- **RQ5**: How can a locomotion interface for seated users provide the illusion of walking? What are the implications for the sense of spatial and co-presence, and how should it be portrayed to observers?

9.1 Motivation

Real walking is usually considered as the most intuitive way of locomotion in real and virtual worlds, and has been found to be more presence-enhancing compared to other forms of locomotion such as flying or joystick-based navigation [319]. Furthermore, walking has been shown to be superior over other techniques for complex spatial tasks [261], cognitive map building [262], and cognitive demands [203]. However, there are limitations of using walking as LUI since it is sometimes impossible to use real walking in immersive VEs [331]. The main limitation is the size of the tracked area and walking space. For instance, if the VE is larger than the tracked physical space, the user may eventually leave the tracked space while trying to reach distant locations in the VE. A variety of locomotion techniques have been proposed to cope with such physical restrictions, including walking in place [264, 279, 281], redirected walking [250, 291] or omnidirectional treadmills [79, 145]. Currently, the most common locomotion techniques, which can be found in consumer VR experiences, are teleportation and joystick-based navigation using game controllers [54]. While those LUIs can be used with the supplied input devices of a consumer VR kit like the Oculus Rift or the HTC Vive, they have several drawbacks compared to real walking. Those limitations include a reduced sense of self-motion, limited sense of presence, inferior spatial cognition, or more frequent
So far, most LUIs do not satisfy the full range of partly conflicting consumer needs including cost-efficiency, a small form-factor, presence-enhancement, low cause of cybersickness, appropriate for seated experiences, and being multi-purpose for different kinds of virtual locomotion like walking and driving. To fill this gap of current LUIs, we propose the VR Strider, a low-cost and small form-factor LUI that provides an illusion of real walking in VEs for seated experiences. The core idea is to translate motions of a modified mini exercise bike to a synchronized walking animation for a virtual avatar. Moreover, we enhanced the bike machine in such a way that audio-based tactile feedback built into the soles of the pedals simulates virtual ground contacts.

To summarize, the contributions of this paper are as follows:

- construction of a modified mini exercise bike for simulated walking in VR with vibrotactile feedback,
- realistic mappings from cycling to animated walking,
- development of the novel anchor-turning technique for fast and precise rotations,
- a user study to compare established in-place locomotion techniques with VR Strider regarding several metrics (including task performance, spatial cognition, sense of presence etc.) in a path-integration task, and
- a confirmatory study to explore the applicability of VR Strider to other types of virtual locomotion.

9.2 Background

Walking is a multisensory activity, which provides humans with visual, proprioceptive, vestibular and kinesthetic cues while moving through the world [292]. While real walking is generally considered as the most natural and intuitive form of locomotion in the real world, its replication in VR remains a challenging task. However, treadmills and pedaling devices are well-suited for supporting locomotion [145], since they prevent users from stepping outside the tracking space while performing walking-like motions. Indeed, preventing displacements in the physical world limits self-motion cues provided by the vestibular sense while using such locomotion devices. Nevertheless, a large number of locomotion interfaces have been developed for use with specific devices, such as treadmills [48, 283], torus treadmills [154], virtual perambulators [154], foot platforms [155], pedaling devices [10, 42] and spheres [207]. In particular, Uniport was the first device built for lower body locomotion and exertion, which operates in a similar fashion to a unicycle [79]. In addition, different bicycle simulators have been implemented for a translation from real to virtual cycling, in full scale [309] or for smaller exercise devices [133]. For instance, Tran et al. [309] examined translation and rotation gains for such devices and reported that redirection can be applied up to an angle of 1.42° without the user noticing. Allison et al. [10] showed that participants significantly overestimated travel distances when they were moving simultaneously in the real and virtual space with a tricycle. When they only pedaled without moving in real space, or when only visual motion cues were provided, the estimation was more accurate. Xu et al. [337] compared joystick-based navigation, teleportation and walking-in-place techniques with regards to
distance estimation, but could not find any significant differences. In a similar experiment, Kruijff et al. [178] demonstrated that multisensory input from audio, video and vibrotactile feedback have a positive effect on users’ sense of self-motion and distance traveled. Kruijff et al. [179] further showed that leaning forward can have a positive effect on the perception of self-motion. Lastly, Dorado et al. [87] explored homing and path-integration in VR. They reported increased performance of participants with virtual techniques, which match proprioceptive cues from the real world. In their task, treadmills performed significantly better than joysticks.

In summary, the above discussed LUIs try to approximate or replicate natural human locomotion. Teleportation, joysticks, treadmills, leaning and walking-in-place can simulate several aspects of the natural human gait like proprioception, embodiment, a sense of self-motion, low motion sickness, visuals or haptic feedback, but not all of them at once to a convincing degree. Together with the above mentioned end-user restrictions and requirements such as cost-efficiency, physical space requirements and fatigue, it appears reasonable that no in-place technique could to date establish itself as de-facto standard for universal VR locomotion, and therefore teleportation remains as the prevalent VR navigation technique.

9.3 VR Strider

In this section we describe the design and development of the proposed LUI including the device and the locomotion technique that simulates virtual walking in a seated VR experience. Our goal was to provide a LUI that covers as many aspects of the natural human gait as possible, while having the ability to seamlessly switch to different kinds of virtual locomotion.

The device consists of four main components (cf. Figure 9.1):

1. The base, i.e., a mini exercise bike, that has a fixed position relative to the user’s seat.
2. A freely spinning axis with foot pedals on each side.
3. Electronic parts, which are used for tracking the current axis rotation and the pressure that is applied to each pedal.
4. Two actuators embedded in the soles that provide audio-based tactile feedback.

The base consist of an exercise bike with a small form factor similar to [133]. We modified it with 3D printed pedals with a fixture for tracking markers, a large surface area for the vibrotactile soles and a compartment for the electronics. The circular movement pattern of the user’s legs can be translated into any locomotion movement. As described above, we were particularly interested in replicating real walking, and therefore focus on a walking animation for a full-body avatar. The following sections discuss the mapping process, multiple turning methods and the provided tactile feedback.
9.3.1 Translating Circular Movements

The basis for all locomotion techniques that can be employed with the VR Strider hardware is the virtual replication of the circular movement of the user’s feet. As previous studies have shown, full-body avatars have a positive effect on the user’s overall sense of presence [279] and distance estimation [211]. Therefore, our goal is to provide a believable realistic mapping between the user’s posture when using the device to synchronize the user’s proprioceptive cues with the visual feedback. Virtual movement with real bicycles or pedalling devices has previously been used for bicycle simulators [309] and non-animated locomotion [79, 133] using simple tracking techniques like revolution counters or tachometers. As this is fairly imprecise and could not be used to convincingly animate the avatar, we opted to use the reliable tracking system of the HTC Vive with its universal standalone trackers.

To animate the avatar, its torso has to first be aligned with that of the user. The avatar’s feet are then controlled with IK by setting IK targets to the coordinates of the HTC Vive trackers. The movement depends on the rotation of the bike’s axis. To determine the speed at which the real axis (axisR) rotates, we chose to build virtual representations of the pedals and the axis (axisV). To correctly reproduce the current orientation of axisR, the offset from the tracker to the joint between pedal and axisR attachment point needs to be considered; the center of the virtual pedals needs to be offset accordingly by the same vector. In our setup the trackers have an unambiguous orientation relative to axisR, as they can only be mounted in one specific orientation to the pedal. From this information the pose of axisV can be deduced. Its position is the center point between the two virtual pedals, and its orientation is orthogonal to the trackers’ orientations.

To infer a movement, the angle between the current forward direction of axisV and the same value from the last update cycle is calculated. For this, axisV and one pedal are centered on the X-axis in the local object space of the tracking origin. This allows us to find a vector from axisV to the pedal position on a plane in space that is perpendicular to axisV’s axis of rotation. Now, this vector can be compared to the vector of the last update cycle to find a signed angle, which is necessary to determine if axisR is spinning forward or backward. The distance the avatar needs to be moved can be calculated with the formula distance = 2 × Pi × radiusR × angle/360.

9.3.2 Animating Virtual Walking

In order to provide a convincing illusion of walking in VR, the implementation needs to be extended in two key areas: the avatar animation adapting to the current movement speed, and separating the tracking of head and feet. In this section, we approximate the human gait cycle as described by Stoeckel et al. [296] by mapping the circular pedal motion to a realistic walking animation. Prior works have explored physics-based character animations [112] and tracking-based IK feet control [66]. However, the translation of circular movement patterns to animated walking is a novel approach.

Humans have a variable gait length, which is directly dependent on the movement speed. Under normal circumstances, the faster a person walks, the longer their step lengths [161]. To replicate this correlation, we found that a two layer animation setup is the optimal choice. The basic concept is to use a generic walking animation for the entire avatar body, and apply IK overrides to the feet. We used generic walking animations from Adobe’s Mixamo service [5] to demonstrate that our setup will work with any animation for rigged humanoid avatars and can therefore be easily implemented into existing projects. A linear interpolation between a set of standing, walking, jogging and running animations was used for upper body, arms and ankles depending on the speed. For the next step, the animation needs to by synchronized to real leg movement and subsequently the current rotation of the bike axisR. Instead of playing the animation blend at a certain speed, in each frame the progress of a full revolution of axisV is calculated on a scale of 0 to 1, where 0 refers to a defined default position. That value is then used to manually set the animation to a specific point in its normalized timeline. With this, the avatar animation will match the user’s leg
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movement as far as having the left foot on the ground when the left pedal is at its lowest point and the same for the right side.

The deficit of generic animations is their predefined gait length and optimization for a specific movement speed. In practice this means that if the calculated speed is not exactly as intended for each individual animation, the forward momentum will not match the gait length of the avatar. This results in the feet sliding over the floor. The linear blending reduces this phenomenon, but it is still easily noticeable. The solution to this problem is to again use IK overrides for the avatar’s feet.

In contrast to the translation from seated user to seated avatar, setting the IK targets directly to the tracker positions is impractical. Feet and head tracking operate in the same reference system, so their relative position to each other is always that of a seated person. As mentioned above, a separation of head and feet tracking is required. It is achieved by introducing a second virtual axis into the scene ($axis_{V2}$), which copies the configuration of $axis_{V}$. It is however positioned on ground level directly beneath the avatar and always faces the same direction as the avatar. The feet are then again bound to the virtual pedals by IK targets located at the ankle. This allows us to position the entire tracking space in the VE to align the camera with the standing avatar’s eyes. Hence, the view in the HMD is already from the perspective of a standing person of a fixed height.

If those IK targets were to move in the same manner as the pedals of $axis_{V2}$, the feet’s movements would be described by the red circle in Figure 9.2 A. To closely match a real gait cycle, $axis_{V2}$ has to be shifted down so that its center is exactly on ground level (Figure 9.2 B). Next, the IK target movement has to be limited on the Y-axis. Restricting the Y-value from being lower than ground level prevents the feet from penetrating the ground surface (Figure 9.2 C). On the resulting half-dome shape, a peak point is defined at maximum step height (Figure 9.2 D), and an impact point at the maximum step length (Figure 9.2 E). The upper limit is finally defined by a circle that tangents the peak point on the heel side and the impact point on the toe side (Figure 9.2 F). The resulting mapping is depicted in Figure 9.2 G as four discrete phases of a single step, where the filled and the blank pedals represent the right and left foot respectively. This shape is akin to a realistic human gait cycle as described by Stoeckel et al. [296].

Furthermore, the radius of $axis_{V2}$ needs to be scaled with the movement speed, keeping the overall shape of the gait cycle intact [161, 296]. To blend the generic animations and our IK layer, a smoothing function was implemented that slows down the scaling of the radius. It takes the last 30 samples of $axis_{V2}$ rotation into account when determining the exact size of the radius. This is especially noticeable when abruptly stopping or starting, when the avatar smoothly puts down its feet on the ground after coming to a halt.

9.3.3 Enhancing the Walking Illusion

After a first pilot test of our LUI, we received feedback that using the VR Strider still induces a feeling of bicycling rather than walking, especially when the virtual feet are not in the view of the user. To address this issue, a simple head-bumping function that uses a sine-wave for the horizontal and vertical movement of the camera was implemented and synchronized to the current rotation of the axis and therefore the animation of the avatar [264]. Furthermore, the avatar was slightly manipulated to lean backwards, bringing the virtual feet into the FOV more often. The angle to which the avatar leaned was dependent on the smoothed speed of the 30 last samples, exactly as the virtual leg radius. The result is a feeling of inertia of the FOV, which is in accordance with the real-world experience when transitioning from standing to walking and vice versa.

9.3.4 Turning Mechanisms

We implemented, tested and adjusted multiple turning mechanisms, which were meant to be used in conjunction or for different use cases. Besides a standard joystick input with a maximum rotational speed of $50^\circ$/s, we implemented three additional methods that are (i) purely based on foot pressure, (ii) gaze-directed with foot pressure triggers and (iii) hand-directed only, which are explained in
more detail below:

(i) The main idea was to add pressure sensors to the bottom of the feet and detect when the user applies more force to one pedal than the other to allow natural turns while walking. The larger the difference, the sharper the turn. This method enables natural navigation that requires no additional input, similar to real-world walking.

(ii) The gaze-directed solution determines the rotation through a logarithmic function of the view direction. The turning mode is activated when looking to one side and deliberately applying pressure on the same side’s pedal. It ends when the user’s view direction is within a cone of 30° of the avatar’s forward vector. The benefit of this implementation over prior gaze-directed navigation techniques \[233, 263\] is the ability to look to the side while walking on a straight line, while relieving the hands from all navigation tasks.

(iii) For the hand-directed navigation, a mechanism was implemented that we called anchor-turning. While the trigger is pulled, the wand acts as an anchor for rotations. The world rotates around the user’s head in a similar way to a person sitting on a swivel chair, holding on to a fix point and turning themselves. A user can point at any object or reference point in the scene, and drag it into a different location relative to themselves. For example, pointing at a tree that is 45° to the left of the avatar’s forward direction, and dragging it 45° to the right, rotates the avatar in such a way that the tree is now to the front of the avatar. The calculation is the same as for the rotation of axis $V$. In the local object space of the avatar, the initial vector from the HMD to the triggering wand is compared to the current, resulting in the signed angle on the X-Z plane in world space. The angle is then inverted to turn the avatar setup in the opposite direction. For a standing avatar, the wand is anchored in the same position in world space, while the initial point keeps its relative position to the avatar and therefore turns with the user. Compared to bimanual \[63, 295\], gaze- \[42\] or pointing-based \[65\] navigation techniques, anchor-turning enables direct and precise single-handed turns while walking. The anchor is defined relative to the user and not the world, allowing for turns of any angle during movement. It is independent from the viewing direction and does not require a surface to point at. Therefore, it is a universal turning technique that can be applied to any seated or room-scale setup. To our best knowledge, this method of turning has neither been implemented, evaluated or published before.

9.3.5 Sole Haptic Feedback

Previous works have demonstrated the positive effect of multisensory integration of visual, audio and vibrotactile feedback on the users’ sense of presence and distance perception \[17, 178\]. To explore the applicability of tactile feedback in simulated walking, we implemented a pair of soles that provide audio-based tactile feedback in both feet, in the medial plantar area using a haptic reactor$^1$. The soles receive commands from the experiment PC, activate the actuator and reproduce pre-recorded audio files matching the properties of the material the user is walking on. For example, we reproduce an amplified audio stream of steps on grass if users walk over a grass surface, simultaneously to the audio feedback on the headphones. The intensity is defined by the walking speed. An Espressif ESP32 microprocessor controls the haptic reactor through an I2S 3W Class D amplifier and also collects pressure values from an array of six force-sensitive resistors (0.5 inches diameter) distributed ergonomically across the sole, transferring pressure data to the computer at a rate of 50Hz over Wi-Fi. The actuator-to-PC latency is approximately 28 ms.

The implementation’s source code is available on GitHub \[116\].

9.4 User Study

In this section we describe the user study that we conducted to evaluate the VR Strider LUI. Our hypothesis was that the VR Strider would increase the users’ perception of self-motion, distance

\[1\text{9x10x22.6mm}^3, \text{https://www.alps.com/prod/info/E/HTML/Haptic}\]
estimation and sense of presence compared to other established in-place locomotion techniques. Teleportation and joystick-based navigation were chosen for comparison, as these are among the most commonly used locomotion techniques in consumer solutions and in research [264]. Verifying our hypothesis required a test setup that allowed us to compare these vastly different interaction techniques. Therefore, we chose to design a user study based on a simple path-integration task, i.e., a triangle completion task as previously used for testing navigation performance [302]. Furthermore, we used metrics from similar previous studies that compared teleportation, joystick- and leaning-based approaches in regards to task performance (completion time and number of errors) [54]. This homing task required participants to walk in a triangle pattern.

As we provide multiple options for turning in the VE, a small focus group with 5 participants was conducted to find the most usable turning mechanism of the three alternatives described in Section 9.3. The results indicated that anchor-turning was the preferred method of turning. Participants reportedly found it difficult to consistently apply more pressure to one pedal than the other while pedalling. As the angle error and the distance error in the triangle completion task can be assumed to not be correlated [64, 302], the performance of real head turning can simultaneously be compared with joystick turning and anchor-turning, while evaluating the distance error for teleportation, joysticks and the VR Strider. Thus, it was necessary to disable the other implemented turning mechanisms of the VR Strider setup to have exactly one method of turning per trial.

We expected the VR Strider LUI to cause less cybersickness relative to the joystick condition due to the matching of avatar animation and real leg movement, in combination with a slight head-bumping. We assumed that this would minimize the sensory conflict between visual and proprioceptive systems, which is known to cause cybersickness [188], while supporting the sensation of walking. Furthermore, we expected tactile feedback to be the most significant factor in the users’ ability to estimate distances from the wide range of parameters that can be adjusted for the bike [178], so we separated its usage as a standalone condition. Therefore, we compared Teleportation, Joystick, the bike with tactile feedback Bike FOn and the bike without feedback Bike FOOff. Due to the four distinct methods, we chose a within-subject design.

Hence, we assumed the following hypotheses:

\( H_1 \): Illusion of walking improves the sense of self-motion. Bike FOn has the highest reported smoothness of movements and lowest difficulty to be accurate in movements.
\( H_2 \): Matching leg proprioception and avatar animation reduces sensory conflicts. Bike FOn and Bike FOOff cause less cybersickness symptoms than Joystick.
\( H_3 \): Cycling is closer to walking than joystick-based navigation. Bike FOn is easier to learn and use than Joystick.
\( H_4 \): Tactile feedback improves distance estimation. Bike FOn has a lower distance error than Bike FOOff.
\( H_5 \): Illusion of walking improves distance estimation. Bike FOn and Bike FOOff have the lowest distance errors.
\( H_6 \): Proprioceptive feedback of leg movements improves the user’s sense of presence. Bike FOn has a higher sense of presence than Teleportation and Joystick.
\( H_7 \): Anchor-turning is quick and precise. Bike FOn results in similar levels of angular errors as Teleportation.

### 9.4.1 Participants and Apparatus

20 participants (\( M = 30.6, SD = 6.82, 7 \) female) took part in the experiment. The mean time per participant was about 60 minutes. Unity3D was used to render the scene on an HTC Vive Pro and a non-swiveling chair to seat the participants within the tracking space for the bike and joystick conditions, and asked them to stand for the teleportation condition. Standing was required to let the participants use their full head and body proprioception for angular estimation as a baseline to test against. Depending on the condition they used an Xbox One Controller or the HTC Vive Wand for input.
9.4.2 Stimuli and Procedure

The experiment started with a demographic and SSQ [163], followed by a briefing about the nature of the task and the different techniques. Before each condition, the participants were given the chance to experiment with the input device in a test trial and were afterwards asked to perform the given task. In each trial, the participant was positioned at the scene’s center. This position was defined as vertex 1 (V1) of the triangle (cf. Figure 9.3). V2 was always positioned 10 meters ahead of them and had an arrow marker on top that pointed to V3. After being guided to V2 and V3, participants were then tasked to move back to V1, as precisely as possible. When the participant had arrived at the estimation of V1, they confirmed by pressing a predefined button on the controller or wand. After completing all trials per condition, the participant filled in the questionnaires described in the following section. After the experiment was finished, participants were asked to state their preferred locomotion technique and what they liked or disliked about it.

The order of the techniques was randomized for each participant, as was the order of the different triangle shape configurations. Initially, we planned to test 3 distance levels between V1 and V2, 3 distance levels between V2 and V3 and 3 angle levels between V2 and V3 like [8] for a total of 27 trials per method condition. We ultimately had to reduce this number after the pilot study because of several reports of strong cybersickness effects during the joystick condition that led to premature aborts of the entire experiment. Based on [302], we used two levels for the distance factor between V2 and V3 (5 and 10 meters), and three levels for the angle between them (60, 90 and 120°). The resulting 6 triangles were then mirrored at random to the left or right to reduce learning effects without increasing the overall number of trials. The markers consist of a semitransparent red cylinder with a height of 10 cm and a radius of 25 cm. This height was meant to make the participant look at the ground when close by to bring the avatar’s body into the FOV. The markers disappeared when stepped on. The ground in the predefined walking area was uniform as we didn’t want to introduce additional cues for orientation in form of textures or vibration patterns, benefiting some conditions more than others. Like [302] and [8], we used salient and non-salient cues as landmarks and reference points for orientation with a ring of unique geometric shapes at a distance of 16 and 22 meters from the center.

9.4.3 Measures

The measures we used to evaluate the techniques are based on a comparative study between teleportation, joystick and leaning for a travel task in VR [54]. This enables an indirect comparison
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of our technique with their described leaning locomotion technique and extends the performance findings from their travel task by analysing distance and angle estimation.

Performance was measured in terms of time to complete the path-integration task, as well as the absolute distance and angle error from V3 back to the starting point V1. The time for the completion of each trial was logged from the first user input to them pressing the assigned confirmation button. Even though the comparison of the required time between instant teleportation, a joystick movement of arbitrary speed and an emulation of walking is unlikely to give insightful results, a difference between the levels of the haptics factor might be observable and was thus considered. The absolute angle error was defined as the unsigned angle between the two vectors originating from the V3, to the starting position V1 and the current position of the user respectively. To make the distance error independent of the angle error, it was not defined as the distance from the user to the starting position as prior studies did [8, 302]. Instead, the difference of the distances from V3 to the starting position V1 and the current position of the user was considered. This reflects the participant’s ability to walk the correct distance after deciding on the direction, independent of the correctness of the chosen direction.

Cybersickness was self-reported with the SSQ [163], the sense of presence with the IPQ [268], and usability with the SUS [47]. Finally, comfort was self-reported with the Device Assessment Questionnaire (DAQ) [88]. It consists of 13 items, of which we adapted items 2, 5 and 6 to be equivalent to the comparative study of [54] and explicitly related to the split of measured performance in distance and rotation (smoothness of movements, difficulty to be accurate in movement and rotations) and added an item to measure leg fatigue. Each item can be rated on a 5-point Likert scale ranging from 1 to 5.

9.5 Results

In this section, we summarize the results from the experiment. We had to exclude four participants from the analysis. One of them misunderstood the task and three of them could not finish the session because of feeling slight nausea during the joystick condition. In all three cases the participants stated to generally be susceptible to VR and motion sickness. We included all other trials from the remaining 16 participants in the analysis. Results were normally distributed according to a Shapiro-Wilk test at the 5% level. We analyzed the results with an ANOVA test and Post-hoc Tukey’s multiple comparisons at the 5% significance level with Bonferroni’s correction. Whenever the Mauchly’s test indicated a violation of the assumption of sphericity, the degrees of freedom were corrected using the Greenhouse-Geisser method. For the questionnaires only significant results are reported. The significance codes for figures are as follows: **∗∗ ∗∗∗ ≤ .001, ∗∗ ≤ .01 and ∗ ≤ .05. The full statistics can be found in the appendix, Section 13.

9.5.0.1 Completion Time

The results for the completion Time are illustrated in Figure 9.4(left). The task Time was significantly longer for Bike FOff and Bike FOn in comparison with Teleportation and Joystick, showing that Teleportation (M = 20.9 seconds, SD = 9.79) was the fastest Method. All the resulting details can be found on Table 9.1. This result is not surprising as teleportation provides a discrete means to cover large distances, whereas VR Strider is a continuous locomotion method.

9.5.0.2 Distance Error

The results for the Distance Error are illustrated in Figure 9.4(center). The Distance Error was significantly lower for Bike FOff and Bike FOn in comparison with Teleportation and Joystick, revealing that Bike FOn (M = 1.58 meters, SD = 1.33) was the Method with less Distance Error. All the resulting details can be found on Table 9.2. This finding confirms hypothesis $H_5$ underlining that the proposed VR Strider LUIs is superior regarding distance perception.
9.5.0.3 Angle Error

The results for the Angle Error are illustrated in Figure 9.4(right). The Angle Error was significantly lower for Bike FOff, Bike FOn, and Teleportation in comparison with Joystick, revealing that Bike FOn ($M = 12.5^\circ$, $SD = 9.41$) was the Method with less Angle Error. All the resulting details can be found on Table 9.3. This finding confirms hypothesis $H_7$ which underlines that the proposed anchor-turning is superior regarding spatial orientation.

9.5.0.4 Cybersickness

For the SSQ, we compared the differences from the questionnaire results gathered before and after every Method (POST-PRE). The differences were compared with a Wilcoxon signed-rank test. We found significant differences between the methods; Bike FOff ($M = 1.17$, $SD = 25.1$, $p = 0.004$), Bike FOn ($M = -6.54$, $SD = 27.3$, $p = 0.003$), and Teleportation ($M = -7.01$, $SD = 32.8$, $p = 0.003$) received lower cybersickness scores than Joystick ($M = 44.6$, $SD = 43.6$). The SSQ scores are illustrated in Figure 9.5(left). This finding confirms hypothesis $H_2$, underlining that Bike FOn can be used for longer sessions.

9.5.0.5 Sense of Presence

For the IPQ, we used a Wilcoxon signed-rank test to compare the differences between Methods. We found significant differences between methods; Bike FOn ($M = 62.6$, $SD = 13.9$) presented the highest score, and it is significantly better than Bike FOff ($M = 56.7$, $SD = 14.4$, $p = 0.018$), Teleportation ($M = 48.6$, $SD = 12.0$, $p = 0.003$), and Joystick ($M = 36.4$, $SD = 9.35$, $p < 0.001$). Also, the scores for Bike FOff ($p < 0.001$) and Teleportation ($p = 0.002$) were significantly higher than Joystick. Finally, Bike FOff also presented a significantly higher score ($p = 0.019$) than Teleportation. The IPQ scores are illustrated in Figure 9.5(center). This finding confirms hypothesis
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Figure 9.5: Results for SSQ (top left, lower is better), IPQ (top right, higher is better), and SUS (bottom, higher is better).

\(H_6\) which underlines that leg proprioception has a strong impact on the sense of presence.

### 9.5.0.6 Usability

For the usability scale, we compared the questionnaire results with a Wilcoxon signed-rank test. We found significant differences between the methods; showing that Bike FOff \((M = 76.4, SD = 14.9, p = 0.004)\), Bike FOn \((M = 73.1, SD = 16.5, p = 0.014)\), and Teleportation \((M = 74.7, SD = 16.0, p = 0.003)\) produced higher usability scores than Joystick \((M = 57.0, SD = 15.0)\). Thus, according to the data, the usability scores for Bike FOff, Bike FOn, and Teleportation are similar. The SUS scores for the Learnability and Usability components are illustrated in Figure 9.5(right). This finding confirms hypothesis \(H_3\) which underlines that the proposed LUI is easy to learn and use.

### 9.5.0.7 Comfort

We analyzed the Likert ratings (1-5) related to comfort (DAQ) with an ordinal logistic regression in order to find differences between Methods. Figure 9.6 illustrates the distribution of responses for items with significant differences. For the required force, Bike FOff required less effort than Joystick \((p = 0.021)\). For the smoothness of movements, Bike FOff \((p < 0.001)\), Bike FOn \((p < 0.001)\), and Joystick \((p = 0.003)\) produced higher scores than Teleportation. Also Bike FOn was better than Joystick \((p = 0.032)\). For the mental effort, Bike FOff produced a lower score than Joystick \((p = 0.016)\) and Teleportation \((p = 0.034)\). For the difficulty to be accurate in movements, Bike FOff \((p = 0.01)\), and Bike FOn \((p = 0.004)\) produced lower scores than Joystick. For the difficulty to be accurate in rotations, Bike FOff \((p = 0.007)\), and Teleportation \((p < 0.001)\) produced lower scores than Joystick. For the general comfort of usage, Bike FOff \((p < 0.001)\), Bike FOn \((p < 0.001)\) and Teleportation \((p < 0.001)\) produced higher scores than Joystick. The remaining scores did not present significant differences. This finding confirms hypothesis \(H_1\), underlining that Bike FOn improves the sense of self-motion.
Finally, we used a matrix of Pearson/Spearman rank coefficients in order to correlate our demographic data with the dependent variables. We found that older people were faster with the methods Bike FOn \( (p = 0.002) \), Bike FOff \( (p = 0.002) \) and the Joystick \( (p = 0.038) \). There was no correlation with 3D/Games experience. Also, participants with high experience in VR/3D/stereoscopic displays presented significantly lower distance errors for Joystick \( (p = 0.013) \) and Teleportation \( (p = 0.039) \), and lower angle errors for Joystick \( (p = 0.013) \). When asked which of the four tested locomotion devices the users preferred overall, 81.25\% stated they liked the VR Strider with enabled tactile feedback the most, citing the ease of usage, the smoothness of movement and the feeling of embodiment as most important benefits. 18.75\% preferred the teleportation, with the most common reasoning being the efficiency in travel, and 0\% preferred the VR Strider without tactile feedback or the joystick.

9.6 Discussion

The results of the study highlight the usability of the VR Strider. Regarding to task performance the proposed LUI had a positive impact on the participants’ ability to estimate distances and rotations compared to joystick and teleportation. To begin with, we will compare the two Bike conditions.

The results for the tactile feedback condition do not reflect a positive effect on distance estimation. While the mean of the distance error was favorable with feedback enabled (Bike FOn, \( M = 1.58m, SD = 1.33m \) versus Bike FOff, \( M = 2.08m, SD = 1.57m \)), it did not amount to a statistically significant effect \( (p = 0.15) \). Thus, hypothesis \( H_4 \) could not be validated. We assume that this circumstance is due to the low intensity the haptic actuator provides. This accords with reports from the open-comments section of our questionnaire, with 5 participants wishing for a stronger haptic feedback as it was too subtle while pedalling actively. We plan to solve the problem by using a more powerful surface transducer in our next hardware iteration. On the contrary, the results indicate an effect of tactile feedback on angular estimations \( (p = 0.044) \). There was no significant effect for tactile feedback regarding the time to complete the task. The means of these conditions were very close to each other, but the enabled feedback had a slight disadvantage (Bike FOn, \( M = 31.2 \) s, \( SD = 10.8 \); Bike FOff, \( M = 28.0 \) s, \( SD = 10.3 \)). We attribute this to an increased feeling of embodiment, as we observed participants looking down much more frequently and closely observing their virtual feet, testing slow and fast steps during the experiment. Additionally, we found no significant differences for the self-reported cybersickness, usability or comfort for for the Bike conditions. There was however a significant effect of tactile feedback enabled \( (M = 62.6, SD = 13.9) \) versus disabled \( (M = 56.7, SD = 14.4, p = 0.018) \) on the sense of presence in the IPQ questionnaire. To summarize, tactile feedback resulted in slightly better orientation and slower walking, but not to a significant margin. The main advantage is an increased sense of presence and sense of embodiment through the feeling of impact that matches the visual representation of the feet touching the ground. Following this observation, we will only discuss the VR Strider with feedback enabled (Bike FOn) when comparing the device with Teleportation and Joystick.

As expected, the instantaneous Teleportation was the fastest technique with Joystick close behind. As previously discussed, the movement speed for the Joystick can be set arbitrarily (to a maximum of 2m/s in our case), making comparisons futil. It is noteworthy however, that participants chose to frequently observe their virtual feet when using the bike and tried different techniques like counting their steps, resulting in an overall slower progression in the task. We also found no significant difference for the distance estimation; in fact, they were almost identical \( (Teleportation, M = 3.45 m, SD = 2.02; Joystick, M = 3.42 m, SD = 2.10) \). Bike FOn on the other hand produced significantly lower distance errors \( (M = 1.58 m, SD = 1.33) \). The synchronization of proprioception through real leg movements, the visualization and tactile feedback proved to be greatly beneficial to spatial orientation. This is in accordance with prior studies that examined multisensory input and embodied translation cues [178, 218, 331]. While technical attributes like a technique’s accuracy and latency might have confounded the results, we deem them minor factors...
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as the difference between VR Strider and teleport/joystick is enormous (means of 1.58m versus 3.45m/3.42m, p < 0.001).

For the angle error, the Joystick condition was significantly worse than any other condition, while the implemented anchor-turning performed equally as good as real head turning or even slightly better when tactile feedback was enabled. Again, the proprioception of pointing at a reference point and moving it one-to-one with the arm has helped the participants to navigate in the VE. This matches participant comments stating that the anchor-turning feels very natural.

Regarding cybersickness, our hypothesis was confirmed that the joystick would induce the

<table>
<thead>
<tr>
<th>Device</th>
<th>Percentage</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
<td>94%</td>
<td>1.31</td>
<td>0.79</td>
</tr>
<tr>
<td>Joystick</td>
<td>100%</td>
<td>1.12</td>
<td>0.34</td>
</tr>
<tr>
<td>Bike FOn</td>
<td>94%</td>
<td>1.69</td>
<td>0.60</td>
</tr>
<tr>
<td>Bike FOff</td>
<td>75%</td>
<td>1.88</td>
<td>0.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Required Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Smoothness of Movements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mental Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Difficulty to be Accurate in Movements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Difficulty to be Accurate in Rotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General Comfort of Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall Ease of Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleportation</td>
</tr>
<tr>
<td>Joystick</td>
</tr>
<tr>
<td>Bike FOn</td>
</tr>
<tr>
<td>Bike FOff</td>
</tr>
</tbody>
</table>

Figure 9.6: Results for the Device Assessment (DAQ).
most amount of cybersickness. There is no overlap of the visual input to the vestibular or proprio-
ceptive system, leading to increased incidences of nausea, disorientation and oculomotor related
symptoms. We found no significant increases from pre to post SSQ tests for Teleportation or the
Bike FOn, meaning that both the pedalling and the anchor-turning do not induce cybersickness
and are thus efficient and safe to use. This corresponds with studies that showed an improvement
in cybersickness-related symptoms when using leaning or teleportation over indirect locomotion
techniques [54, 249]. By extension, the Bike FOn causes significantly less cybersickness than
leaning techniques [54].

The usability for the Bike FOn and Teleportation conditions were similar. Since the teleportation
technique is generally considered to be easy to learn and our device achieved similar results, we
can deduce that the translation of circular movement to virtual walking is easy to learn and use.
An overall mean SUS score of 73.1 indicates that it can be integrated into a variety of applications
for experienced or beginner VR users alike. Sense of presence was reported highest for Bike FOn,
again confirming that leg proprioception has a strong impact on the sense of presence. Thus,
the attempt to create an illusion of walking in VR while in reality being seated was an overall
success. The reported comfort shows the Bike FOn to be superior in the sense of smoothness
of movement, required mental effort, difficulty to be accurate in movements and rotations when
compared to Joystick and Teleportation. The general comfort of usage was tied between Bike FOn
and Teleportation. This is conform with the quantitative measurements of the experiment and
supports our claim for the general applicability of our device for VR experiences.

Sarupuri et al. [264] compared Walking-In-Place (WIP) to teleportation, joysticks and Trigger-
Walking with respect to usability and cybersickness. They reported similar overall SSQ scores for
teleportation, joysticks and WIP, and an SUS score of 69.8 for WIP. TriggerWalking as a specific
implementation of WIP achieved similar results as our teleportation and joystick conditions in a
near-identical path integration task. This is conform with other studies that found no significant
differences in distance estimation between these techniques [337]. In comparison to WIP, it can be
assumed that VR Strider improves distance estimation due to the precise matching of leg proprio-
ception and momentum. It also received higher usability ratings, in particular for leg fatigue. This
suggests that a cycling motion is a closer metaphor for walking than WIP.

To summarize, Joystick is not an appropriate method of locomotion for VR experiences. Their
usage resulted in high distance and angular estimation errors, and a high amount of cybersickness,
while providing a low sense of presence. They lacked in usability and had a low general comfort of
usage. Teleportation had an equally low rate of success for distance estimation, but real head turning
was vastly superior for angular estimation. It showed less overall occurrences of cybersickness, had
a better sense of presence and a higher usability score. The sense of smoothness of movements was
unsurprisingly very low, but the general comfort of usage was rated significantly higher than the
Joystick. The Bike FOn was the slowest tested locomotion technique, but achieved the best results
in distance and angular estimation. cybersickness was comparable to Teleportation, as was the
usability. However, regarding sense of presence and comfort it was rated higher than Teleportation.
Overall, Bike FOn performed at least as good or better than Teleportation and Joystick in all
quantitative and qualitative measures except time.

9.7 Confirmatory Study

As described above, the VR Strider can also be applied to other forms of virtual movement. As
an indicator to see how it could be used as a multi-purpose locomotion device, we conducted a
confirmatory study. The goal was to test the switch from a virtual walking to a virtual pedalling
experience and vice versa. For this, the pedalling implementation from Section 9.3 was used and
applied to a virtual GoKart as an example of a direct translation of real to virtual pedalling (see
Figure 9.7).
Figure 9.7: A translation of real pedalling to a virtual GoKart.

Seven participants were asked to walk up to the GoKart and enter it via a button press on the wand, drive around a race track and then again exit the vehicle. In the second trial the visual representation of the pedalling was disabled and instead a motor sound was played, even though they still had to peddle to accelerate. The transition was done with a short fade-to-black when entering or leaving the vehicle from either side. With this setup we wanted to test if our device is restricted to walking and pedalling experiences, or to a more broad range of motorized vehicles. The feedback we received was generally in favor of using the manual GoKart over the motorized version. The consensus was that the manual GoKart worked really well and that switching from walking to driving and vice versa was a smooth and pleasant transition. Pedalling to accelerate the motorized vehicle however was described as surreal, awkward or even immersion breaking. These reports most likely infer a reduction in sense of presence.

This unfortunately indicates that VR Strider’s applicability is limited to experiences specifically tailored to walking or vehicles that are powered by pedalling like bicycles, GoKarts, paddle boats or airplanes with manual propellers. This needs to be confirmed in a fully controlled study, but already suggests that the hardware needs to be modified and extended to be useful for a wider range of VR experiences and thus be a universal VR input method.

9.8 Conclusion

We presented a novel LUI for VR that proved to be superior to established techniques like joysticks and teleportation in a path-integration task. We contributed the implementation as well as evidence from a user study suggesting that this approach significantly improves the sense of presence and comfort compared to joystick and teleportation. Results also showed that it does not cause more cybersickness than teleportation and is equally as learn- and usable. The provided tactile feedback further increased the users’ sense of presence and embodiment. Anchor-turning proved to be a valid and universal technique for turning in seated or standing VR experiences. The tested implementation of pressure-turning however could not satisfy participants in our pilot study and needs to be iterated on. Even though a smooth transition from virtual standing to virtual seated driving is possible, the applicability of the device is limited to virtual walking and specifically made experiences that have a direct translation of real to virtual pedalling. Other forms of virtual locomotion like motorized
vehicles need a different approach as the confirmatory study indicated the necessity of synchronized avatar animations to match proprioception and the virtual representation of legs.

Following our findings in the main study, we would like to further evaluate the positive effect of our realistic cycling-to-walking animation mappings compared to generic animations and naive IK implementations. Another major remaining goal is to improve the implementation of pressure turning and strafing. This could be realized through additional joints on the pedals that enable tilting or swiveling of the feet. To address the challenges of controlling virtual motorized vehicles, we plan to modify the base hardware. The main axis of the bike could be split to make the left and right side independent, with an electronic locking mechanism that enables split and joined rotations. This setup could simulate the behaviour of pedals used for acceleration and braking in cars or yaws in aircrafts and helicopters. Building and testing the required hardware remains as a target for future work.

In this chapter, we addressed the hybrid user group aspect of sitting and standing modes with regard to locomotion and its visualization. In the next chapter, we will investigate how full-body avatars can be applied to any type of continuous or noncontinuous locomotion, and how they are perceived by observers.
Teleportation is one of the most-often provided locomotion types, even in shared MR spaces [54]. This is likely due to a high degree of usability and efficiency while typically inducing only few cybersickness-related symptoms. However, continuous movements have been shown to be superior to teleportation with regard to both the sense of presence of its user and the co-presence of observers [54]. This is likely due to the abrupt visual nature of teleportation from both first- and third-person perspectives. In previous chapters we identified the importance of natural looking locomotion visualizations, and presented a technique for full-body avatar animations for continuous movement with VR Strider. In this chapter, we explore how full-body avatars can be applied to any kind of continuous or noncontinuous locomotion. The following RQs will be discussed:

- RQ6: Can continuous locomotion be modified to incorporate merits of teleportation such as a high usability and reduction of cybersickness, and how can noncontinuous movements be visualized as continuous movements to observers?

10.1 Motivation

In shared MR spaces, multiple users can meet and interact with each other via their virtual representations. In order for users and their avatars to travel, in particular over long distances, typically teleportation is employed. While such teleportation provides an efficient and comfortable way of moving through VEs, previous work has shown that this technique might induce spatial disorientation and misperception of space and distances [291]. Indeed, a further limitation, which has rarely been studied yet, is involved when using teleportation in shared environments. When avatars abruptly teleport between different locations, it is irritating and challenging for observers to keep track of their movements and trajectories. In this context, we showed that noncontinuous visualizations lead to a reduction in co-presence and perceived fairness in a competitive game scenario [105]. On the other hand, from a first-person perspective, teleportation has several advantages over continuous locomotion, such as joystick control. For example, it has been shown that teleportation causes less cybersickness than joystick-based continuous camera movement that does not correlate to a user’s physical movement [54, 186]. This results in a discrepancy between the needs of observers, who would benefit from continuous avatar movement by a user, and the user themselves, who may have a more pleasant VR experience through noncontinuous locomotion.
In this chapter, we approach this mismatch of user requirements from two directions. First, we address the problem from an observer perspective, by developing four novel techniques to visualize noncontinuous movements (e.g., resulting from teleportation) as continuous transitions through an advanced avatar system. Second, we consider the problem from a first-person perspective, by converting conventional continuous movements (e.g., resulting from joystick input) into a series of short-distance teleport steps to reduce cybersickness. This technique is applied to both joystick-based navigation and our novel hand-motion-based PushPull technique, that correlates proprioception to virtual movement. All introduced techniques are compared in a multi-stage user study and are bundled in a toolkit that is publicly available via [114].

The remainder of this chapter is organized as follows. Section 10.2 gives an overview of research in avatar visualization and locomotion before setting the current work in context. Section 10.3 presents the proposed avatar visualization and locomotion techniques and provides implementation details. The proposed techniques are compared in a multi-stage user study, which is introduced in Section 10.4, before separately explaining the evaluation of the avatar visualization techniques in Section 10.5 and that of the locomotion techniques in Section 10.6. The chapter concludes with a summary as well as possible future directions in Section 10.7.

To summarize, the contributions of this chapter are as follows:

- **PushPull**: a hand motion-based navigation technique with a dynamic velocity multiplier
- **Stuttered locomotion**: teleport steps for joystick-based navigation and PushPull
- **Smart Avatars**: smooth visualizations of continuous and noncontinuous VR locomotion
- A study to compare Smart Avatar visualizations from an observer’s viewpoint
- A study to investigate the effects of Stuttered Locomotion

10.2 Background

In MR, the choice of locomotion has great impact on the user experience and interaction paradigms in general. At the same time, the visual representation of any locomotion technique is usually bound to the avatar of the moving user. The drawback of many avatar animation systems, however, is a lack of plausible locomotion visualizations for those human representations. This circumstance and further related work on locomotion and avatar animation systems has been discussed in-depth in Chapters 2, 8 and 9.

Farmani and Teather [99] presented discrete viewpoint control methods, which either rotate the user’s viewpoint by a fixed degree, or translate the user’s viewpoint by a fixed distance. The translations are limited to forward/backward movements of each 1 meter, which are triggered through mouse buttons. Their study results suggest that both discrete rotations and discrete lateral movements caused significantly lower cybersickness symptoms than continuous locomotion. Similarly, Adhikari et al. [3, 4] incorporated teleportation into a continuous locomotion technique (controller- or leaning-based). While the user controls simulated self-motion continuously using a given interface, once locomotion speeds exceed a threshold where cybersickness becomes likely, teleportation steps are added periodically in the direction of the continuous locomotion, with teleportation distance increasing with increasing joystick deflection or leaning. They reported similar levels of spatial awareness between continuous and non-continuous movement techniques.

As for the related work on avatar visualization, many works on locomotion techniques primarily focus on the experience of a single user, in this case, the moving user. In a multi-user environment, however, it is equally important to make a user’s movements transparent to observers. Therefore, our goal was to combine the positive effects of continuous locomotion, which can be easily tracked by observers, with the previously discussed benefits of teleportation, which has been shown to reduce cybersickness. Our resulting technique is called Stuttered Locomotion and will be presented in detail in Section 10.3.2.
10.3 **Technique Description**

In this section we elaborate on the design and development of the proposed avatar visualization and locomotion techniques’ main components. Our goals were twofold: (i) create an avatar system that provides realistic human-like movement visualizations for noncontinuous locomotion and (ii) provide a cybersickness-reducing mode for continuous locomotion techniques through short-distance teleport steps. All implementations are available on [114].

### 10.3.1 Smart Avatars - Masking Noncontinuous Movements

For noncontinuous locomotion, such as teleportation, conventional avatars would disappear from the initial location and reappear in the target location, which can be a confusing experience for observers in shared MR spaces. To mask these noncontinuous movements, we developed a novel avatar system that relies on IVAs for continuous human representations. The core idea is to assign an IVA to a target user and give them the objective to imitate their assigned user’s tracked real world movement when close-by, and to autonomously navigate to their user when the distance is too long, i.e., when the user teleports.

#### 10.3.1.1 Basic Implementation

To make an avatar’s movement visually as smooth and natural as possible, the locomotion animation has to be perfectly synchronized to the actual translation and rotation of the avatar. Otherwise, the avatar feet will visually slide over the ground’s surface which risks breaking the illusion of looking at an actual human being. To achieve this visual synchronization, we utilized Unity’s pathfinding framework 'NavMesh' and their animation rigging system 'Mecanim'. NavMesh defines both walkable surfaces in a given scene and agents which can autonomously navigate and move on these surfaces. These agents are often used to implement AI controlled characters and require a single 3D world-coordinate as input to perform a pathfinding sequence. There are also options for off-mesh links to cross gaps between walkable surfaces that require custom behaviour, such as jumping between isolated surfaces or climbing ladders.

Smart Avatars can be applied to any animation controller, simple or complex, humanoid or non-humanoid, as long as that controller is compatible with autonomously navigating agents and IK passes. For our avatar agents we used Unity’s standard assets character controller [316] and a set of root transformation animations obtained from Mixamo [5], which will move the avatar entity through 3D space as opposed to merely transforming its assigned mesh. Rather than having NavMesh move the entity and blending an animation that matches the movement, we take the desired velocity of the NavMesh agent in each frame and interpret this value as input for the Mecanim animator. Based on this input the animator blends between several animations such as walking forward, leaning and turning. The result is a root animation that will move the entity in such a way that the visible feet and the entity movement perfectly match. To summarize, the NavMesh agent determines the required movement, and Mecanim generates a root animation that will satisfy the desired lateral and angular velocity. This procedure results in smoothly and believably animated agents. The pathfinding target is constantly updated with the VR camera rig’s position, letting the avatar smoothly follow their assigned user.

While the avatar is close to their user, it should imitate their real-world movements and posture. This requires the avatar to be turned in the same direction as the user, which is achieved through the combination of a gimbal lock and a second set of animations, primarily consisting of strafe-movements. We found that a radius of 2 meters around the camera rig works well as strafing zone. The gimbal lock forces the avatar to be rotated the same as the virtual camera on the X/Z plane. It is engaged over time to co-incite with the animation blending of the animator blend tree. When the walking avatar approaches the position of their user from a medium distance it will quickly, but not abruptly, turn to view the same direction once the threshold is passed. Inside of this strafing zone we defined an even smaller zone of 0.5 meters in which we blend in an IK pass to the animator.
Thus, when the avatar and user position overlap substantially, it begins to imitate the user’s head and hand movements.

10.3.1.2 Transition Types

Without applying any special effects, the previously described implementation results in a continuous Walking animation of the smart avatar whenever its assigned user is teleporting. The limitation of this technique is that the avatar locomotion only looks realistic up to a certain movement speed. By limiting the maximum possible movement speed, there can be a considerable discrepancy between avatar and user position when teleporting over long distances. This could potentially lead to unintentional or inconsistent behaviour and interactions between users. To minimize this positional discrepancy, we developed three long-distance travel visualizations for *Smart Avatars*: *Afterimage*, *Dissolve* and *Foresight*. When the distance between user and avatar is greater than a predefined threshold, a long-distance travel sequence is initiated to quickly realign avatar and user.

*Afterimage* (cf. Fig. 10.1 A) increases the maximum movement speed of the agent tenfold during long-distance travel. The avatar will additionally leave a trail of ghost-like afterimages that allows observers to visually follow and retrace the path. In order to create a ghost-like image, we bake the avatar’s skinned mesh renderer in its current configuration, apply the resulting mesh to a new entity, and add a transparent texture with fresnel effect that fades out over time.

*Dissolve* (cf. Fig. 10.1 B) likewise creates a copy of the avatar mesh when the sequence is initiated. Unlike this copy, the original avatar is teleported together with the user and made invisible. Both original and copy use a dissolve shader with the same noise map; while the original avatar appears over time, the copy disappears over time. Concurrently a particle system depicts a stream of matter from the initial to the current avatar location. This gives the impression that the avatar is de- and reconstructed.

*Foresight* (cf. Fig. 10.1 C) uses three agent avatars at the same time for one user: (i) A ghost-like avatar that is teleported with the user, depicting their current position and imitating their pose without delay. (ii) An invisible avatar with the same increased movement speed as the *Afterimage* avatar, which leaves a trail of fading ghost-like images. And (iii) a solid avatar which runs towards the user with default speed. The trail images are timed in such a way that they disappear once the *Smart Avatar* passes through them. When triggered, the effect looks like a normal moving user, but with additional ghost-like projections of the avatar’s imminent path.

10.3.2 Stuttered Locomotion - Mapping Continuous Input To Noncontinuous Movements

Numerous cybersickness-reducing techniques for VR locomotion are concerned with the user’s viewpoint, for example by limiting their FOV or dynamically blurring their vision [12, 101]. At the same time, noncontinuous locomotion techniques such as teleportation regularly receive favorable cybersickness ratings when compared to continuous movements like joystick-based locomotion [54, 104]. A commonality among these approaches is the limitation of optical flow, which itself was closely related to the level of elicited cybersickness by multiple authors (for an overview, see [61]). The approach of reducing optical flow also seems to be applied in several commercial applications, such as the home menus of Steam VR and Oculus, which use discrete rotation steps for joystick-based turning mechanisms [99]. From these observations, we conclude that a possible solution to limit the optical flow in continuous locomotion is to decompose a given translation into a series of discrete teleport steps, thus converting a continuous movement into a noncontinuous one. We call this technique *Stuttered Locomotion*. *Stuttered Locomotion* can be applied to any continuous motion control method, which we will exemplify with two of these methods, *Joystick* and *PushPull*.

In the following, we will first introduce the techniques without the application of *Stuttered Locomotion* before describing the necessary implementational changes for integrating *Stuttered Locomotion*. 
Smooth Joystick locomotion was included in both the toolkit and the empirical comparison described in Section 10.6, as it can be used in regular VR systems without the need for special sensors, and because it is optimal for observers in shared VEs (due to the continuous movements). In a literature review of 2017, [37] identified controller/joystick as one of the two prevalent continuous locomotion techniques in VR research (besides walking-in-place). The user tilts the joystick on a controller to move in the VE, with the degree of tilt linearly determining the movement speed.

Stuttered Joystick locomotion extends the previous motion control by executing a teleport step with a specified step length on the first frame the left joystick is tilted. While the tilt is continued, another teleport step is triggered each time an internal countdown has passed. This countdown can be divided through an arbitrary user selected multiplier or be made dependent on the degree of joystick tilt. We tested several configurations for step length and fixed/dynamic movement multipliers, and derived a number of presets ranging from a focus on efficiency to maximizing comfort. As part of the provided toolkit, these settings for velocity multipliers, step length, turning steps (i.e., discrete user rotations by a fixed angle), etc. can then be fine-tuned to personal preference by the user in a menu.

Smooth PushPull is a hand motion-based locomotion technique with a dynamic velocity multiplier. It is built upon the Anchor Turning technique described in Chapter 9, which, from the user’s perspective, lets them drag-and-drop the virtual world around them. In Anchor Turning, the virtual camera acts as center point of the rotation. While a drag-and-drop motion is performed, the user is rotated in such a way that the dragging hand stays in a fixed position relative to the virtual world.
For PushPull, this technique’s principle has been transferred to lateral movements. While the right hand performs the rotations as described above, the left hand translates the user in a similar manner. When a drag motion is initiated, the left hand acts as a fix point relative to the world, allowing the user to pull themselves through space. This metaphor has been described as world-drag before [325]. The required movement is achieved by saving the initial coordinates of the dragging hand in the user’s local reference frame and comparing this value to the same hand’s current position. We project this vector onto the plane that is defined by an upwards pointing normal vector to constrain movements to the XZ-plane (in a left-handed coordinate system). The user’s position is then set to its initial position when the drag motion began, offset by the projected vector. As both rotation and translation are calculated in the user’s local reference frame, they are independent from each other and can be employed at the same time.

This approach results in fine movements, which is desirable in terms of achieving a high precision, but unsuitable to cover medium to long distances. We therefore implemented a dynamic velocity multiplier based on the hand’s position on the Y-axis in the user’s reference frame. When the hand is held at chest height or above, the dynamic multiplier is set to 1, resulting in fine control. When the hand is held at hip height or lower, a maximum multiplier of 4, which was determined to result in comfortable and efficient movements in a pilot study, is assumed. Corresponding multipliers for in-between heights are calculated through linear interpolation. This dynamic velocity multiplier brings a noteworthy implication: when the user performs an arm-swing motion starting in front of their body and ending behind their back, their velocity over the movement’s duration resembles a parabola with its peak at the halfway point. Essentially, an arm-swing will result in a short visual dash that eases in and out of the motion. In summary, PushPull is a continuous motion control technique that allows users to be highly flexible with movement options that range from precision to efficiency and dash-like motions.

Stuttered PushPull behavior is an extension of the previously described behavior, which requires to add a dead zone around the initial drag position. Once a certain threshold of aggregated hand movement has been exceeded, a teleportation is initiated with a distance equal to the threshold’s value, which we will subsequently refer to as step length. If the vector from initial to current hand position exceeds an exemplary step length of 25cm, a teleport step in the vector’s direction is initiated to a point 25cm away from the user’s current position. Then, the process resets and the current hand position is assumed to be the new initial position. The resulting movement of a user performing an arm-swing motion with Stuttered PushPull thus is a series of short-distance teleport steps that cover the same total distance as the same motion with Smooth PushPull. The dynamic velocity multiplier described in the previous section also applies to Stuttered PushPull. However, it had to be implemented in such a way that the step length would remain consistent with the selected user settings. This can be achieved by dividing the required threshold through the velocity multiplier, as opposed to multiplying the travel distance.

10.4 User Study Overview

To assess the effectiveness of the introduced techniques, we conducted a multi-stage user study. The study consisted of an observation section (to compare the avatar visualization techniques) and a first-person interaction task (to compare the locomotion techniques). The observer and first-person segments will be described separately in the following two sections.

10.4.1 Participants and Apparatus

24 participants (12 male, 12 female) took part in the study. Age was specified in brackets to comply with general data protection regulation. 12.5% of participants were in the age group of 18 - 24, 58.3% in 25 - 34, 16.6% in 35 - 44, and each 4% in the groups of 45 - 54, 55 - 64 and 65 - 74.
mean time per participant was about 20 minutes per study segment, adding up to 40 minutes for the entire two-stage study. Unity3D was used to render the scene on an Oculus Quest 2. The full study was conducted remotely through the Remote Study Framework as described in Section 4.1, with detailed instructions for the participants regarding the procedure and requirements for the study environment.

10.5 Observer Study

The observer part of the user study explores the acceptance and perception of our four *Smart Avatar* transition types, *Walking, Afterimage, Dissolve*, and *Foresight*. It simulates a shared VE scenario in which a user (represented by their avatar) performs teleportation while the study participant assumes the role of the observer. To validate that the advantages of continuous over noncontinuous locomotion demonstrated in Chapter 8 still apply to *Smart Avatars*, we included a *Primitive* condition as a baseline, involving a conventional avatar that disappears and reappears during teleportation. This conventional avatar consisted of a hovering capsule body with detached hands and head, as this is a common human representation that can be found in commercial products such as Oculus Home. For the other four levels, we used a low-poly humanoid mesh with natural human locomotion animations, enabled by the *Smart Avatar* technique. Both types were monocolored. A joystick-controlled full-body avatar was not included in the comparison as it is, from an observer’s perspective, indistinguishable from the *Smart Avatar Walking* transition. As the study was already fairly long, we did not include additional conditions that could help to further tease apart the relative contributions of avatar fidelity versus transition types in future studies, such as applying *Afterimage, Dissolve*, and *Foresight* to a conventional (capsule body) avatar, or including a *Smart Avatar* condition without any transitions (thus directly teleporting).

10.5.1 Measures

Of particular interest was the observer’s spatial awareness of the avatar user’s position and movement intentions. We expected the default teleportation visualization, where the avatar instantly moves between locations, to be perceived as difficult to anticipate and to visually track. Our custom spatial awareness questionnaire consisted of three 7-point Likert scales ranging from 1 to 7, asking the participants how strongly they agree with the following statements:

- “I had a sense of where the avatar’s user currently is.”
- “I had a sense of where the avatar’s user intends to move.”
- “I could reliably point the laser pointer at the avatar.”

These values were aggregated in our analysis as the *Spatial Awareness* score.

In addition to spatial awareness, we wanted to investigate whether or not transitions with special effects, such as *Foresight*, have an effect on the perceived pragmatic and hedonic qualities of the avatar. We expected that the applied visual effects would reduce the humanness of an avatar, but make them visually intriguing and easier to predict and track. To measure the *Pragmatic* and *Hedonic* qualities of the visualizations we employed an English version of the AttrakDiff questionnaire [140, 318]. It uses 7-point Likert scales ranging from -3 to +3, asking participants if they would describe the technique rather with the left term (e.g., *unpredictable, isolating*) or right term (e.g., *predictable, connective*) of 28 word pairs. There are four sub-scales, each consisting of 7 word pairs - *Pragmatic Quality* (PQ), *Hedonic Quality - Identity* (HQ-I), *Hedonic Quality - Stimulation* (HQ-S) and *Attractiveness* (ATT). Here, *Pragmatic Quality* measures usability while *Hedonic Quality* measures emotional reactions. Additionally, participants were asked to rate their desire to use each visualization technique in a real VR application on a 7-point Likert scale.
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10.5.2 Hypotheses

Based on the above described criteria, the study was designed as within-subject, and the following hypotheses were formed:

$H_1$: Continuous avatar transition techniques are rated higher in spatial awareness than noncontinuous transition techniques.

$H_2$: The Primitive transition is rated lowest in Pragmatic and Hedonic qualities.

$H_3$: The Walking transition appears the most natural and is thus rated highest in Pragmatic Quality and Hedonic Quality - Identity.

$H_4$: The transitions including special effects (i.e., Afterimage, Dissolve, and Foresight) are rated highest in Hedonic Quality - Stimulation.

10.5.3 Stimuli and Procedure

In the beginning of a study session, participants filled in a demographic questionnaire and gave their informed consent to participation, followed by a briefing about the nature of the task and the different techniques.

The participant wore an Oculus Quest 2 HMD, and was positioned in a mostly empty VE. In each trial, participants were tasked to observe an avatar moving in a figure eight in front of them. By having the avatar walk in this pattern, the locomotion can be observed from all sides at different distances. The figure eight had dimensions of 50 by 10 meters and was oriented orthogonal to the participant, who was standing at a distance of 10 meters from the figure’s center point. The shown avatar animation was a pre-recorded real user sequentially teleporting to 11 points along the figure eight path, over the course of roughly 40 seconds. Participants held an Oculus controller in their preferred hand that was represented virtually as a laser pointer, which they were asked to point at the avatar at all times. The laser’s color was green while intersecting the avatar, and red when not. Participants were not embodied beyond visible hands and the attached laser pointer.

There was one trial for each of the five tested transition types. The order of trials was randomized by Latin square to counteract learning effects. After each trial, participants had to rate their experience by filling in the questionnaires described in Section 10.5.1. Then, after all trials had concluded, participants were further asked to indicate their preferred avatar visualization.

10.5.4 Results

In this section the results of the statistical analysis are presented. When the Shapiro-Wilk test indicated a normal distribution of residuals, a repeated-measure ANOVA and post-hoc pairwise comparisons with Bonferroni adjustment were used to test for differences between conditions. Otherwise, the Friedman test and Wilcoxon signed-rank tests with Bonferroni correction were used. Mauchly’s test did not indicate a violation of the assumption of sphericity for any of the variables. A 5% significance level was assumed. All aggregated questionnaire results are listed in Table 10.5.3 and illustrated in Figure 10.2.
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Figure 10.2: Boxplots of the observer study results: Pragmatic Quality (A), Hedonic Quality - Identity (B), Hedonic Quality - Stimulation (C), Attractiveness (D), Spatial Awareness (E), and Desire to use again (F). Boxplots indicate means, quartiles, min/max, and outliers. The gray horizontal lines indicate significant differences between conditions in the order of occurrence in Section 10.5.4.

10.5.4.1 Pragmatic Quality - cf. Fig. 10.2 A

The ANOVA revealed significant differences between the transition types ($F(4, 92) = 15.783, p < 0.001, \eta^2_p = 0.407$). The Walking transition was rated significantly higher than Primitive ($p < 0.001$), Afterimage ($p < 0.001$) and Foresight ($p = 0.001$) as well as Dissolve ($p = 0.032$). Additionally, Dissolve was rated higher than Primitive ($p = 0.001$). The depiction of human gait without artificial effects was therefore rated as the most natural and clearly structured visualization type. By virtue of not having a fully humanoid shape, it was unsurprising that the primitive avatar received low ratings for humanness. This, however, is only one item of seven in the Pragmatic Quality category.

10.5.4.2 Hedonic Quality - Identity - cf. Fig. 10.2 B

A Friedman test revealed a significant effect of transition type on Hedonic Quality - Identity ($\chi^2(4) = 41.624, p < 0.001$) A post-hoc analysis with Wilcoxon signed-rank tests was conducted with a Bonferroni correction applied, resulting in a significance level set at $p < 0.01$. The HQ-I score was significantly lower for the Primitive condition in comparison to all other transition
types, i.e., Walking ($Z = -4.138, p < 0.001$), Afterimage ($Z = -4.122, p < 0.001$), Dissolve ($Z = -4.198, p < 0.001$) and Foresight ($Z = -3.916, p < 0.001$). All variations of the Smart Avatar system were rated similarly, highlighting the integrating and connecting properties of naturally and continuously moving full-body avatars.

10.5.4.3 Hedonic Quality - Stimulation - cf. Fig. 10.2 C

A Friedman test revealed significant differences between the transition types ($\chi^2(4) = 65.502, p < 0.001$). Again, we Bonferroni-adjusted the significance level to 0.01 and performed multiple Wilcoxon signed-rank tests. Foresight was rated significantly better than all other transitions, i.e., Primitive ($Z = -4.173, p < 0.001$), Walking ($Z = -3.958, p < 0.001$), Afterimage ($Z = -2.994, p = 0.003$) and Dissolve ($Z = -2.924, p = 0.003$). In addition, Primitive was rated significantly lower than Afterimage ($Z = -4.198, p < 0.001$) and Dissolve ($Z = -4.138, p < 0.001$). Also, Walking was rated significantly lower than Afterimage ($Z = -4.199, p < 0.001$) and Dissolve ($Z = -3.833, p < 0.001$). The Foresight technique was rated highest for the characteristics of inventive, innovative, creative and captivating.

10.5.4.4 Attractiveness - cf. Fig. 10.2 D

An ANOVA indicated a significant effect of transition type on Attractiveness ($F(4, 92) = 18.742, p < 0.001, \eta^2_p = 0.449$). The ATT score was significantly lower for the Primitive condition in comparison to all other transition types ($p < 0.001$). All variations of the Smart Avatar system were rated similarly, with the same ranking as for the HQ-I score. Special effects had little influence on the ATT score, signaling that the attractiveness of the locomotion visualization is again directly linked to the continuously moving full-body avatar.

10.5.4.5 Spatial Awareness - cf. Fig. 10.2 E

Regarding Spatial Awareness, an ANOVA revealed significant differences between transition types ($F(4, 92) = 20.916, p < 0.001, \eta^2_p = 0.476$). The Spatial Awareness score was significantly lower for the Primitive condition in comparison to all other transition types ($p < 0.001$). Furthermore, Afterimage performed significantly worse than Dissolve ($p = 0.011$). There were no other significant differences between the Smart Avatar variations. This confirms the findings of Chapter 8, showing that continuous locomotion is generally easier to interpret and anticipate than noncontinuous locomotion.

10.5.4.6 Desire to use again - cf. Fig. 10.2 F

After each trial of the observation experiment, participants were asked to rate their desire to use the depicted visualization in a shared MR space with real users on a scale of 1 to 7. A Friedman test revealed significant differences between transitions ($\chi^2(4) = 44.230, p < 0.001$). According to the post-hoc analysis, the Primitive visualization was rated significantly lower than all variations of Smart Avatars, i.e., Walking ($Z = -4.049, p < 0.001$), Afterimage ($Z = -3.679, p < 0.001$), Dissolve ($Z = -4.126, p < 0.001$) and Foresight ($Z = -3.265, p = 0.001$). Additionally, Afterimage got significantly lower scores than Walking ($Z = -2.987, p = 0.003$) and Dissolve ($Z = -2.857, p = 0.004$). The Walking transition received the highest score, however, Foresight was rated most often as the favorite avatar type with 37.5% of votes. Dissolve received 33.33% of votes, followed by Walking with 25%, Afterimage with 4.16% and Primitive with 0% of votes.

10.5.5 Discussion

In this section we discuss the results of the observer study with regard to the formed hypotheses.

10.5.5.1 Higher Spatial Awareness for Continuous Than for Noncontinuous Transitions ($H_1$)

The Primitive transition received the lowest Spatial Awareness score, while Walking was rated second highest and significantly better than Primitive, confirming hypothesis $H_1$. This result
suggests that the observer’s Spatial Awareness score is not positively correlated with the relative time an avatar is displayed at the user’s actual position, as this would be highest for Primitive avatars. Therefore, although the displacement between user and Smart Avatar can be substantial for long-distance teleports, the continuous locomotion visualization possibly (falsely) convinced the observers that the user is actually located where the avatar is depicted. Moreover, the Dissolve technique visualizes both start and end point of a long-distance travel simultaneously, while the particle flow implies quick movement, therefore providing users with additional cues to accurately predict the avatar’s movement.

10.5.5.2 Lowest Pragmatic and Hedonic Quality for Primitive Transition (H₂)

As expected, the Primitive transition received the lowest mean ratings for both Pragmatic and Hedonic Quality, confirming hypothesis H₂. Additionally, it received significantly lower Attractiveness scores, making it the consistently lowest rated condition in all measures. It could be argued that the avatar appearance was a major contributing factor to these differences, as it was not identical to the Smart Avatar variations. While similar in color, dimensions and overall complexity, the Primitive avatar had no legs. However, having smoothly animated legs without the need for tracking devices should not be considered an unfair advantage of the Smart Avatar conditions, but one of the key technical contributions that set them apart from conventional VR avatars by design. A comparably animated full-body avatar for the baseline condition would itself have required the application of a technique such as Smart Avatars, thus missing the goal of being a baseline to compare the newly created system to. Moreover, the findings of Chapter 8 suggest that a likely cause of the lower Attractiveness scores of the Primitive avatar is not its appearance, but the lack of motion animation. Nonetheless, we are interested in conducting a similar experiment with different avatar visualizations in the future.

Among the Smart Avatar transitions, Afterimage performed the worst. From these conditions, it scored lowest in Spatial Awareness, Pragmatic Quality, Hedonic Quality - Identity and Attractiveness. In essence, it is conceptually similar to Foresight but inferior in every tested measure. We therefore cannot recommend using this technique.

10.5.5.3 Highest Pragmatic Quality and Hedonic Quality - Identity for Walking Transition (H₃)

As hypothesized, Walking received significantly higher Pragmatic Quality scores, partially confirming hypothesis H₃. Contrary to hypothesis H₃, Dissolve received the top scores for both Hedonic Quality - Identity and Attractiveness, however without being significantly better than the other Smart Avatar transitions. The graphically elaborate nature of this technique lead to a higher score in presentability. In terms of AttrakDiff word pairs, it was perceived to be professional, stylish and premium in the Hedonic Quality - Identity category, and pleasant, appealing and motivating in Attractiveness.

10.5.5.4 Higher Hedonic Quality - Stimulation for Transitions With Special Effects (H₄)

Our interpretation of the subjective preferences between conditions is that Foresight was the most memorable technique, which is supported by receiving the highest scores in the Hedonic Quality - Stimulation category of the AttrakDiff questionnaire. In contrast, the Walking transition received the highest mean rating in Pragmatic Quality - a measure of humanness and overall usability in terms of being clearly structured and predictable. In fact, the order of mean scores between Pragmatic Quality and desire to reuse a technique were identical. This strongly suggests that there is a correlation between these two measures. Overall, Foresight, Afterimage and Dissolve were the strongest transitions for Hedonic Quality - Stimulation, confirming hypothesis H₄.

The results conclusively show that the Smart Avatar system and the human representations it enables are better suited for shared MR spaces than conventional Primitive Avatars from an observer’s perspective. It should be pointed out that it is likely that Smart Avatars would be rated
similarly to other full-body avatar animation systems during continuous locomotion. Based on the Spatial Awareness results, it stands to reason that observers would not be able to differentiate between those systems and Smart Avatars. The true benefit of using Smart Avatars is that the discussed qualities can also be applied to visualizations of noncontinuous locomotion.

10.6 Interaction Study

In this section, we describe the locomotion part of the study. This part was a direct follow-up to the observation study and was thus conducted with the same participants and likewise as within-subject design. To validate whether Stuttered Locomotion indeed reduces the occurrence of cybersickness-related symptoms, we compared it to smooth locomotion for both joystick-based input and our motion-based PushPull technique. Locomotion parameters were chosen to result in comparable maximum movement speeds between PushPull and Joystick and to reflect average human sprinting. Based on a pilot study, the maximum PushPull velocity multiplier was set to 4, and the maximum Joystick movement speed was 2.5 meters per second (9 km/h). During the stuttered conditions, the step length for both PushPull and Joystick was set to 0.5 meters and the turning step to 30°. Stuttered Locomotion works independently of the movement speed as the step length is fixed.

10.6.1 Measures

To inquire the perceived Efficiency and Pleasantness of the compared techniques, we used one 7-point Likert scale, ranging from 1 to 7, each.

We further employed a modified Embodiment questionnaire that covers the dimensions Body Ownership, Agency and Motor Control, and Location of the Body of the Avatar Embodiment Questionnaire of Gonzales et al. [118]. The individual questionnaire items are listed in Table 10.3. Each item was a 7-point Likert scale ranging from 1 to 7, and items 6 and 8 were inverted when calculating the aggregated Embodiment score.

Cybersickness was rated with a condensed form of the SSQ [163]. Similar to [101], it consisted of one item for each of the three SSQ sub-scales (nausea, oculomotor and disorientation). We gave three examples of individual SSQ items belonging to those sub-scales. Every item was represented by a 5-point Likert scale ranging from 0 (not affected) to 4 (strongly affected).

Presence was rated using the SUSP [280], and Usability was rated through the SUS [47].

10.6.2 Hypotheses

Based on the above described criteria the following hypotheses were formed:

$H_5$: PushPull’s hand-based movement is directly linked to the user’s proprioception and thus receives lower Cybersickness scores than Joystick.

$H_6$: PushPull is physically more demanding than Joystick, leading to lower Usability.

$H_7$: Stuttered Locomotion has less optical flow and will receive lower Cybersickness scores than Smooth Locomotion.

$H_8$: Stuttered Locomotion is unnatural and will be perceived as less Pleasant than Smooth Locomotion.

10.6.3 Stimuli and Procedure

This experiment directly followed the observation task. At this point participants were reminded they could take breaks between sub-sections. An initial locomotion tutorial prepared the participants to use the Joystick and PushPull methods by having them reach certain target areas in their vicinity.

After the tutorial concluded, participants were asked to indicate their current level of cybersickness by filling in the condensed SSQ. During the experiment, the participants’ task was to find and slice oversized fruits with a sword, and afterwards return to their starting position. There were three sets of three fruits each, arranged in such a way that the participant had to move forward to
reach the first set, turn approximately 90° left to find the second set, turn approximately 180° to see the third set, and finally turn approximately 90° right to return to their highlighted starting point. The next set of fruits was only activated when the previous one was successfully cut. The distance between the starting point and each set of fruits was 5 meters. A black vignette from VR Tunneling Pro [274] with default values was faded in during movement or rotation regardless of locomotion technique, which is in line with current state-of-the-art VR experiences [8]. In each trial only one combination of input method (Joystick / PushPull) and stuttering (Smooth / Stuttered) was available, while the order of trials was randomized by Latin square. After each trial, participants were asked to fill in the questionnaires described in Section 10.6.1.

10.6.4 Results

We considered the two factors Input Method (Joystick / PushPull) and Stuttering (Smooth / Stuttered), and therefore performed a two-way ANOVA with a 5% significance level for each of the dependent variables. For Pleasantness and Embodiment, an inspection of both histograms and Q-Q plots showed a small negative skewness (−0.280 and −0.510, respectively) and kurtosis (−0.701 and −0.448, respectively) of the residuals, however, the ANOVA has been shown to be robust against such mild deviations from the normal distribution [221]. All questionnaire results are listed in Table 10.6.3 and illustrated in Figure 10.3.

10.6.4.1 Efficiency - cf. Fig. 10.3 A

A two-way ANOVA revealed a significant main effect of Stuttering on self-reported Efficiency ($F(1,23) = 7.472, p = 0.012, \eta^2_p = 0.245$). Stuttered locomotion ($M = 3.79, SD = 1.60$) was perceived as significantly less efficient than Smooth locomotion ($M = 4.46, SD = 1.79$). We did not find a significant difference between Joystick and PushPull locomotion.

10.6.4.2 Pleasantness - cf. Fig. 10.3 B

No significant main or interaction effects of Input Method and Stuttering on Pleasantness were found.

10.6.4.3 Embodiment - cf. Fig. 10.3 C

As for Pleasantness, we also did not find any significant effects of the two factors on Embodiment.

10.6.4.4 Cybersickness - cf. Fig. 10.3 D

For the SSQ, we compared the differences from the questionnaire results gathered before and after every trial (POST-PRE). Therefore, positive results indicate an increase in Cybersickness, while negative results indicate a decrease or return to normal upon usage of the method. A two-way ANOVA revealed a significant spreading interaction between Input Method and Stuttering ($F(1,23) = 10.147, p = 0.004, \eta^2_p = 0.306$). We also found significant main effects of Input Method ($F(1,23) = 17.149, p < 0.001, \eta^2_p = 0.427$) and Stuttering ($F(1,23) = 12.963, p = 0.002, \eta^2_p = 0.360$) on Cybersickness, however, they only have limited conclusiveness in the presence of a significant interaction. We therefore performed a follow-up simple main effects analysis with Sidak-adjusted comparisons, which indicated that for Joystick input, Cybersickness was rated 13.402 points higher for Smooth locomotion than for Stuttered locomotion ($p < 0.001$). For PushPull

<table>
<thead>
<tr>
<th></th>
<th>Efficiency</th>
<th>Pleasantness</th>
<th>Embodiment</th>
<th>Cybersickness</th>
<th>Presence</th>
<th>Usability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Smooth Joystick</td>
<td>4.71</td>
<td>1.90</td>
<td>3.92</td>
<td>2.15</td>
<td>5.45</td>
<td>1.13</td>
</tr>
<tr>
<td>Stuttered Joystick</td>
<td>4.13</td>
<td>1.57</td>
<td>4.21</td>
<td>1.56</td>
<td>5.22</td>
<td>1.05</td>
</tr>
<tr>
<td>Smooth PushPull</td>
<td>4.21</td>
<td>1.67</td>
<td>4.29</td>
<td>1.37</td>
<td>5.51</td>
<td>1.07</td>
</tr>
<tr>
<td>Stuttered PushPull</td>
<td>3.46</td>
<td>1.59</td>
<td>4.38</td>
<td>1.97</td>
<td>5.20</td>
<td>1.27</td>
</tr>
</tbody>
</table>

Table 10.2: Means and standard deviations for all measures in the interaction study.
Figure 10.3: Boxplots of the interaction study results: Efficiency (A), Pleasantness (B), Embodiment (C), Cybersickness (D), Presence (E), and Usability (F). The gray horizontal lines indicate significant differences between conditions (for significant interactions, only the significant simple main effects are illustrated).

<table>
<thead>
<tr>
<th>Code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO1</td>
<td>I caused the movement and cutting actions.</td>
</tr>
<tr>
<td>BO2</td>
<td>I performed the movement and cutting actions myself.</td>
</tr>
<tr>
<td>BO3</td>
<td>The visible avatar represented me.</td>
</tr>
<tr>
<td>BO4</td>
<td>I felt like I could control the avatar as if it was my own body.</td>
</tr>
<tr>
<td>BO5</td>
<td>I felt as if the avatar was my body.</td>
</tr>
<tr>
<td>BO6</td>
<td>I felt out of my body.</td>
</tr>
<tr>
<td>BO7</td>
<td>I felt as if my body was located where I saw the avatar.</td>
</tr>
<tr>
<td>BO8</td>
<td>I felt like the avatar was someone else.</td>
</tr>
</tbody>
</table>

Table 10.3: The Body Ownership questionnaire based on [118]. Participants were asked how strongly they agreed with these statements.

input, no significant difference between Smooth and Stuttered was found in the simple main effects analysis ($p = 0.108$).
10.6.4.5 Presence - cf. Fig. 10.3 E

For the self-reported sense of Presence, all conditions received similar ratings, and therefore no significant differences were found.

10.6.4.6 Usability - cf. Fig. 10.3 F

Regarding self-reported Usability, a two-way ANOVA revealed a significant main effect of Input Method ($F(1, 23) = 8.659, p = 0.007, \eta^2_p = 0.274$) as well as a significant interaction effect between Input Method and Stuttering ($F(1, 23) = 6.386, p = 0.019, \eta^2_p = 0.217$). We conducted a simple main effects analysis with Sidak adjustment and found a significant difference between Smooth PushPull and Stuttered PushPull ($p = 0.011$), with the latter scoring 9.687 points worse on average. For Joystick input, no significant simple main effect was found ($p = 0.864$).

10.6.5 Discussion

In this section we discuss the results of the interaction study with regard to the formed hypotheses.

10.6.5.1 Lower Cybersickness for PushPull Than for Joystick ($H_5$)

The analysis of the SSQ revealed that PushPull indeed caused fewer occurrences of cybersickness symptoms than Joystick, thus confirming hypothesis $H_5$. The major benefit of motion-based locomotion, the reduction of cybersickness, also applies to PushPull, making it an attractive choice for regular usage. This applies in particular to PushPull in combination with Stuttered Locomotion, as discussed in Section 10.6.5.3. For Joystick-based locomotion, the comparatively higher mean score for cybersickness was primarily due to the Smooth condition, while Stuttered Joystick received similar scores to both PushPull conditions.

10.6.5.2 Lower Usability for PushPull Than for Joystick ($H_6$)

PushPull’s Usability score was significantly lower than that of Joystick, confirming hypothesis $H_6$. Participants reported that PushPull required more time to learn and master. As it is similar to the drag-and-drop metaphor, we expected it to be natural and easy to learn, which did not appear to be the case. A potential factor for this might be the fact that motion-based input was a novel concept to many participants. This had no effect on the perceived Efficiency of the technique, however.

At the same time, PushPull and Joystick received similar ratings for Pleasantness, Embodiment and sense of Presence. Regarding those measures, other works found significant differences between teleportation and joysticks as well as motion-based locomotion and leaning [54, 104], but no such effects could be found between PushPull and Joystick in this study.

10.6.5.3 Lower Cybersickness for Stuttered Locomotion Than for Smooth Locomotion ($H_7$)

Regarding Stuttered Locomotion, we predicted a reduction in Cybersickness due to fewer instances of optical flow, a hypothesis that is supported by the results of our analysis, in particular for Joystick locomotion. Thus, hypothesis $H_7$ was confirmed. These results are similar to those of [99], who implemented discrete forward/backward teleport steps of each 1 meter that can be triggered via mouse buttons. However, Stuttered Locomotion expands on this idea by being compatible to virtually any continuous locomotion technique, while supporting movements in any direction with a multitude of available user settings. In the context of teleport steps, a participant came forward with an interesting analogy. They compared their perception of Stuttered Locomotion to the unique gait of birds like pigeons and chickens. During ground movement, those animals keep their heads in a stable position while the body moves and abruptly thrust their head forward to the next stable position. The most likely theory for why these birds bob their heads is for the same reason that we move our eyes around – to stabilize the image of their surroundings while in motion [106]. This is indeed similar to the Stuttered Locomotion approach to reducing Cybersickness by limiting optical flow, motivating further investigations in the future.
10.6.5.4 Lower Pleasantness for Stuttered Locomotion Than for Smooth Locomotion ($H_8$)

We found no significant differences for the measure of Pleasantness between Stuttered and Smooth Locomotion. Hence, Stuttered Locomotion was received more positively than anticipated and hypothesis $H_8$ was rejected. Although the analysis suggests that stuttering has no disadvantages over smooth locomotion in this regard, individual participants reported that they perceived this technique to be unpleasant. When analyzing the interaction effect for Usability, we indeed noticed that the combination of Stuttered Locomotion and PushPull was rated strikingly unfavorable. We suspect that this is due to the initial threshold that has to be passed in order for the first translation to take place. Until the threshold is passed, there is no visual feedback on whether or not the technique works correctly, whereas there is immediate feedback for both joystick configurations. One solution to this problem is to visualize the vector from initial to current hand position in form of an arrow inside a sphere with the radius of the required threshold. When the arrow touches the wall of the sphere, a teleport step is initiated and the arrow resets. If this extension is considered, our recommendation based on the presented user study is to offer Stuttered Locomotion as an option whenever continuous locomotion is employed.

10.7 Conclusion and Future Work

In this chapter, we presented two approaches for improving shared virtual experiences by reducing confusion of observers while a user is (potentially noncontinuously) moving through the VE. We addressed this challenge (i) from the observer perspective, by visualizing noncontinuous movements of users via continuous avatar transitions, and (ii) from a first-person perspective, by introducing a locomotion mode that allows mapping continuous input to short-interval movements with reduced cybersickness.

In terms of transitions, we introduced and compared four Smart Avatar techniques, which use different continuous visualizations for noncontinuous movements. All the techniques have in common that the avatar imitates the assigned user’s (head and arm) movements when nearby, but switches to an autonomous navigation as soon as the user performs a noncontinuous movement in the VE (e.g., teleportation). In a user study, observers rated Smart Avatars significantly higher in self-reported Spatial Awareness, Pragmatic and Hedonic qualities as well as Attractiveness when compared to conventional avatars.

A second approach to ensure that observers can follow a user’s avatar movements would be to utilize continuous locomotion techniques, such as joystick-based input. However, since this has been shown to induce higher levels of cybersickness compared to teleportation, we proposed a concept called Stuttered Locomotion. It involves the decomposition of a continuous movement into short teleport steps that are easier to track by observers than a single teleport over a long distance, but at the same time can lead to reduced cybersickness levels of the moving user. These hypothesized positive effects were confirmed in a second user study in which Stuttered Locomotion was applied to two continuous locomotion techniques. This benefit was more substantial for the joystick-based input, possibly due to PushPull’s demonstrated property of causing less cybersickness than joystick movement overall. On the downside, it was also found that Stuttered Locomotion was perceived as significantly less efficient than smooth locomotion.

The techniques of Smart Avatars and Stuttered Locomotion for both joysticks and PushPull were bundled into a toolkit that was made openly available for other researchers to use and extend.

While both approaches can separately contribute to a smoother experience for multiple moving users in a shared VE, they can also be combined. Since teleportation has been previously shown to increase spatial disorientation not only for the observer but also for the moving user [291], Stuttered Locomotion could provide an alternative, especially for traveling short distances. In fact, the intermittent short-range teleports that were added on top of continuous locomotion in HyperJump
by Adhikari et al. [3, 4, 256] did not impair spatial orientation, which suggests that *Stuttered Locomotion* might similarly be able to reduce cybersickness without significantly impairing users’ spatial orientation. Compared to related techniques like *Dashing* [27] or *Viewpoint Snapping* [99, 100], that can also provide repeated jumps, *Stuttered Locomotion* has the advantage of not needing to be manually triggered, thus presumably reducing cognitive load. By adding the *Smart Avatar* system on top, stuttered motion can be smoothed out to simulate a fully continuous avatar movement for the observers.

Different nuances of interplay between moving users and observers are the subject of future studies. In particular, we only measured whether observers had the impression that they knew where the other user was, which can be the case even if there is a considerable difference between the user’s actual position and the position of their avatar. Other objective measures could be included to examine the extent to which the subjectively assumed position and the actual position match. The influence of a possible mismatch on interaction quality between users could be investigated with according tasks.

Furthermore, the current study did not assess how participants would perceive *Smart Avatar* transitions from their own perspective. Instead of seeing their own avatar only at the actual destination, users could be shown the same transitions as observers when they look behind them or via mirrors in the scene. *Smart Avatar* could likewise be employed as tools for distant interactions by performing the required action in the user’s stead. As such, the following chapter discusses an extension of *Smart Avatar* that allows the user to remotely control their virtual body.
11. Puppeteer

The (Non-)Continuous Toolkit offers locomotion and avatar visualization techniques for shared MR spaces. While Smart Avatars have been demonstrated to be a useful tool for depicting natural-looking human gait for any kind of locomotion, the decoupling of avatar and user could be employed for user interactions as well. In this chapter, we explore how full-body avatars can be used to perform distant interactions. The following RQ will be discussed:

- **RQ**: How can the user’s point of view be transitioned to an outside perspective of their own body in order to replace self-movement?

11.1 Motivation

MR experiences are often limited by their users’ physical abilities. User interactions must be designed around the limitations of the human body, which prohibits intricate actions that can be found in non-immersive media, such as acrobatic maneuvers performed by the protagonist in 3D games. However, while most users would not be able to perform intricate acrobatic actions, a decoupled Smart Avatars could do so in their stead. By experimenting with off-mesh traversal to visualize an avatar that crosses a wide gap by performing a summersault, it became evident that Smart Avatars could also be used to visualize movements and interactions that would usually not be feasible in MR.

In this chapter we describe an extension to Smart Avatars that enables dynamic switching between first- and third-person perspectives, allowing users to perform supernatural interactions. The main principle of this technique is to give the user the capability to send their own virtual body to a specified location, while the virtual camera stays in place. This decoupled body can be seen and remotely controlled by their user, akin to a puppet. Hence, we call them Puppet Avatars and the overall technique Puppeteer.

Puppeteer replaces the need for self-movement with pseudo-locomotion by having the virtual body perform a distant interaction in the user’s stead. Furthermore, Puppeteer can visualize a delayed teleportation sequence, where the user’s view is realigned with the visible avatar after it performed a navigation task, e.g., after depicting a summersault over a wide gap. In a user study, we compared different input methods and avatar appearances regarding self-reported measures such as the perceived effectiveness and body ownership.
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To summarize, the contributions of this chapter are as follows:

- **Puppeteer**: remote and gesture controlled Smart Avatars for dynamic switching between first- and third-person perspective VR interactions &
- A study to survey the acceptance of remote controlled Smart Avatars from a third-person perspective.

11.2 Background

Third-person interactions in MR can be found in a number of commercial products and research. For instance, the VR game *Moss* uses a classic platformer-style control scheme to move the character, while the VR user observes the scene from a third-person viewpoint [246]. Furthermore, Nintendo Co., Ltd. recently released VR compatibility modes for a selection of their games on Nintendo Switch [220]. Here, the default third-person perspective is simply rendered as stereoscopic images. Similarly, the commercial software *VorpX* allows a plethora of non-immersive games to be experienced in VR by injecting code into the graphics rendering pipeline on the driver level. This includes games with a third-person perspective [13].

Regarding research projects, [165] proposed a third-person VR interaction method which lets users control objects and the VE through hand-based manipulations. They reported an overall similar sense of presence between third- and first-person interactions, and a slight reduction in cybersickness-related symptoms. [212] evaluated how different viewing perspectives relate to psychophysiological engagement, arousal, and valence metrics. There was no conclusive data on which perspective was superior in this regard, however. On the other hand, [108] conducted a study on body ownership during VR experiences with conflicting sensory stimuli. Their results indicate that illusory ownership of a virtual body can be achieved in both first- and third-person perspectives under congruent visio-motor-tactile conditions. However, subjective body ownership and reaction to threat were generally stronger for first-person perspective and alternating conditions than for third-person perspective. According to [241], a sensory illusion can be achieved in which participants look at their own body from another person’s point of view, while maintaining a high sense of body ownership of that other person’s body. While not an experiment involving avatars, this study demonstrates that the sense of body ownership can be transferred onto other bodies. With respect to the avatar’s positioning, a rubber-hand experiment was performed by [240] in which they manipulated the distance between visual and real hand. Synchronous visuo-tactile stimulation and connectivity of the virtual arm with the rest of the virtual body were found to be the main deciding factor for body ownership, while the alignment between the real and virtual arms and the distance between them were less important. [177] further found that body ownership can also be applied to non-humanoid avatars such as animals. In an experiment, they compared different first- and third-person controls for such animal avatars. Their results indicate that body ownership was generally lower during third-person trials. Lastly, [192] showed that full-body tracking can be used as a controller for puppetry of 2D shadow silhouettes, describing it as a mixture of acting and puppeteering.

11.3 Technique Description

We developed two distinct versions of *Puppeteer*: direct **Remote Controls** and **Gesture Controls**. **Remote Controls** let the user give movement commands to their puppet avatars with the same arching ray cast as common teleportation techniques employ for locomotion. When the command button is released, the avatar agent’s pathfinding target is set to the command marker’s location. Upon arrival, the puppet avatar engages the gimbal lock to always face in the same direction as its user, and enables the IK pass to imitate the user’s head and hand poses. In order for this IK
pass to work correctly, we implemented a simple imitator rig consisting of one entity each for both hands and the head. This rig is positioned within the reference frame of the puppet avatar and thus moves long with it. To correctly align these imitations we simply assume that the virtual camera should be positioned in the avatar’s head, and apply the same relative positional and rotational offset from the user’s head to their hands to the imitator equivalents. Now, any real-world motion is visualized through the puppet avatar, albeit in a different location, and thus visible to the user from a third-person perspective. Any item that was held by the user is transferred to the avatar’s hand upon decoupling, and transferred back to the user when the avatar returns. To recall the avatar, the user has to either give a movement command to their location or simply press a designated return button. Upon return, the avatar resumes the default Smart Avatar behaviour.

Besides direct Remote Controls, a variation of Puppeteer was implemented that relies on gesture commands. Gestures in general have been shown to be an effective medium for communication in shared VR spaces [330]. This principle can also be applied to a decoupled puppet avatar. Gesture Controls do not let the user give specific movement commands to a ground position, but instead use hand gestures to let the avatar play a specific animation. For example, quickly raising one’s arms above head level could be the gesture command to initiate a nearby off-mesh link traversal over a gap in the ground. In this scenario, the puppet avatar decouples, becomes observable and performs an animation that might be outside of the user’s physical limitations, such as the aforementioned summersault (cf. Figure 11.1 (A)). After the animation finishes, the user is teleported to the location the avatar was last seen in. Available interactions with nearby off-mesh links can optionally be visualized with the same transparent ghost-like shader discussed in Chapter 10. Other animations, not directly related to locomotion, can be incorporated as well, of course. Any action a character in a non-immersive experience can perform, is now also available to VR users by temporarily switching to a third-person perspective (cf. Figure 11.1 (B)).

The implementation of Puppeteer is available as part of the (Non-)Continuous Toolkit on GitHub [114].

11.4 User Study

To establish the effectiveness of the introduced technique, we conducted a user study. We compared both versions of Puppeteer, Remote Controls and Gesture Controls, with each other in the same task as in the previously presented locomotion study in Section 10.6. During the introductory section of the experiment, an array of three mirrors was positioned in the VE, reflecting the participant’s movement through a Smart Avatar. This element was mainly added to prime the participants on how they should expect their virtual body to look like in this remote control experiment stage.

Besides the input method, we were interested in possible effects of the puppet avatar’s appearance. We suspected that observing one’s own body from the outside might lead to unpleasant
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out-of-body experiences or uncanny valley effects [213]. A solution to this problem might be to present the avatar as a transparent ghost rather than a fully opaque body. The intent was to imply that the user remote controls an abstract projection of themselves rather than their actual body. The second independent variable therefore was the Avatar Appearance, using the same Ghost and Opaque avatars as employed in the long-distance travel visualizations of the (Non-)Continuous Toolkit.

This study was performed as part of the multi-stage experiment described in Chapter 10 and was thus conducted with the same participants and likewise as within-subject design. The presented task was the same as in the first-person experiment introduced in Section 10.6, giving us the opportunity to contrast first- and third-person controls in VR. Employed measures were the same as described in Section 10.6.1. The mean time for finishing this experiment stage was about 20 minutes per participant.

11.4.1 Hypotheses

Based on the above described criteria the following hypotheses were formed:

\( H_1 \): Gesture controls require fewer real world movements than any other input technique to perform the given task. It receives the highest Efficiency rating.

\( H_2 \): Embodiment is lower for third-person controls than in first-person controls.

\( H_3 \): Presence is lower for third-person controls than in first-person controls.

\( H_4 \): Third-person controls don’t manipulate the virtual camera and thus receive favorable Cybersickness scores compared to first-person controls.

\( H_5 \): Embodiment is higher for the Ghost appearance than the Opaque appearance.

11.4.2 Stimuli and Procedure

This experiment directly followed the locomotion task introduced in Section 10.6. Therefore, participants already spent an average of 40 minutes in a VE. Between the previous and this study part, participants were reminded they could take breaks between experiment stages.

The study utilized the exact same task as the locomotion study: slicing fruits. However, instead of using first-person controls to reach the fruits, participants had to use Puppeteer. Unable to move from the starting position, Remote Controls required them to navigate their puppet avatar remotely by giving movement commands through an arching laser pointer, and directly cut the fruits by performing the required motions with their own hands. If positioned correctly, all three fruits of a set could be cut in a single swing. Alternatively, with Gesture controls they had to directly look at their target and initiate a gesture command by raising their hands to eye level and swinging down to hip level. The puppet avatar would then decouple from them, dash towards the fruits with a supernatural acrobatic animation of performing multiple summersaults, before slicing all three fruits at once. Then the avatar returned to the participant’s location. There were 4 trials for this experiment stage. After each trial participants were asked to fill in the questionnaires described in Section 11.4.3.

11.4.3 Results

In this section the results of the statistical analysis are presented. We considered the two factors Input Method (Remote Controls / Gesture Controls) and Avatar Appearance (Ghost / Opaque), and therefore performed a two-way ANOVA with a 5% significance level for each of the dependent variables. To contrast first- and third-person controls, we further compared individual Input Method levels to those employed in the first-person experiment described in Section 10.6 (Joystick / PushPull) by a series of Tukey’s HSD tests. For Pleasantness and Embodiment, an inspection of both histograms and Q-Q plots showed a small negative skewness (−0.280 and −0.510, respectively) and kurtosis (−0.701 and −0.448, respectively) of the residuals, however, the ANOVA has been shown to be robust against such mild deviations from the normal distribution [221]. All questionnaire
results are listed in Table 10.6.3 and illustrated in Figure 11.2.

### 11.4.3.1 Efficiency - cf. Fig. 11.2 A

The two-way ANOVA revealed significant differences between the levels regarding self-reported Efficiency ($F(1,23) = 75.235, p < 0.001, \eta^2_p = 0.245$). Gesture Controls ($M = 6.44, SD = 0.62$) were rated significantly higher than Remote Controls ($M = 4.04, SD = 1.76, p < 0.01$), Joystick ($M = 4.42, SD = 1.73, p < 0.001$) and Push Pull ($M = 3.83, SD = 1.63, p < 0.001$). There was no significant difference between Ghost ($M = 5.35, SD = 1.84$) and Opaque appearances ($M = 5.13, SD = 1.84, p = 0.41$). Gesture Controls were therefore the only option that was rated significantly higher than any other.

### 11.4.3.2 Pleasantness - cf. Fig. 11.2 B

The ANOVA revealed significant differences between the levels regarding self-reported Pleasantness ($F(1,23) = 28.9, p < 0.001, \eta^2_p = 0.314$). Gesture Controls ($M = 5.94, SD = 1.05$) were rated significantly higher than Remote Controls ($M = 4.42, SD = 1.65, p < 0.001$), Joystick ($M = 4.06, SD = 1.84, p < 0.001$) and Push Pull ($M = 4.33, SD = 1.66, p < 0.001$). The Ghost appearance ($M = 5.44, SD = 1.53$) was rated significantly higher than the Opaque one ($M = 4.92, SD = 1.59, p = 0.048$). Again, Gesture Controls were rated highest among the locomotion techniques.

### 11.4.3.3 Embodiment - cf. Fig. 11.2 C

The ANOVA revealed significant differences between the levels regarding self-reported Embodiment ($F(1,23) = 1.95, p < 0.001, \eta^2_p = 0.032$). There were no significant differences between Gesture Controls ($M = 4.17, SD = 1.65$) and Remote Controls ($M = 4.47, SD = 1.25, p = 0.98$). The Remote Controls rating was on the edge of being significantly lower than Joystick ($M = 5.45, SD = 1.10, p = 0.051$), while Gesture Controls were significantly lower than both Joystick ($p = 0.002$) and Push Pull ($M = 5.35, SD = 1.01, p = 0.001$). There were no significant differences between the Ghost ($M = 4.53, SD = 1.55$) and Opaque appearances ($M = 4.11, SD = 1.35, p = 0.93$).

As we expected Embodiment to be the main deciding factor of Puppeteer’s viability, a deeper analysis was performed on individual questionnaire items. Here, we found no differences for any individual item between Joystick and Push Pull, as well as between Smooth and Stuttered locomotion. We will group them together and use the joystick results exclusively to represent traditional first-person input methods. All the mean and standard deviation values can be seen in Table 11.2. Please refer to Table 11.1 to cross-reference the full length questions. For Questionnaire item BO2, both Joystick and Remote Controls received significantly higher ratings than Gesture Controls ($p < 0.01, p = 0.044$). For item BO3, Joystick was rated higher than both Gesture Controls ($p = 0.028$) and Remote Controls ($p = 0.030$). In item BO4, Joystick was rated higher than Gesture Controls ($p = 0.01$). For items BO5 and BO7, Joystick received favorable ratings compared to both Gesture Controls and Remote Controls ($p < 0.01$ each). There were no significant differences for the items BO1, BO6 and BO8.

### 11.4.3.4 Cybersickness - cf. Fig. 11.2 D

For the SSQ, we compared the differences from the questionnaire results gathered before and after every trial (POST-PRE). The ANOVA revealed significant differences between the levels regarding self-reported Cybersickness ($F(1,23) = 29.2, p < 0.001, \eta^2_p = 0.532$). There was no significant difference between Gesture Controls ($M = -0.55, SD = 3.33$) and Remote Controls ($M = -0.47, SD = 3.63, p = 0.99$), while both yielded significantly lower SSQ scores than Joystick ($M = 3.58, SD = 10.77, p < 0.001$). We found no significant differences between the Ghost ($M = 0.48, SD = 3.72$) and Opaque appearances ($M = 0.47, SD = 2.92, p = 0.97$).
Figure 11.2: Boxplots of the study results: Efficiency (A), Pleasantness (B), Embodiment (C), Cybersickness (D), Presence (E), and Usability (F).
11.5 Discussion

<table>
<thead>
<tr>
<th>Code</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO1</td>
<td>I caused the movement and cutting actions.</td>
</tr>
<tr>
<td>BO2</td>
<td>I performed the movement and cutting actions myself.</td>
</tr>
<tr>
<td>BO3</td>
<td>The visible avatar represented me.</td>
</tr>
<tr>
<td>BO4</td>
<td>I felt like I could control the avatar as if it was my own body.</td>
</tr>
<tr>
<td>BO5</td>
<td>I felt as if the avatar was my body.</td>
</tr>
<tr>
<td>BO6</td>
<td>I felt out of my body.</td>
</tr>
<tr>
<td>BO7</td>
<td>I felt as if my body was located where I saw the avatar.</td>
</tr>
<tr>
<td>BO8</td>
<td>I felt like the avatar was someone else.</td>
</tr>
</tbody>
</table>

Table 11.1: The *Body Ownership* questionnaire based on [118]. Participants were asked how strongly they agreed with these statements.

<table>
<thead>
<tr>
<th>Input</th>
<th>BO1</th>
<th>BO2*</th>
<th>BO3*</th>
<th>BO4*</th>
<th>BO5*</th>
<th>BO6</th>
<th>BO7*</th>
<th>BO8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joystick</td>
<td>5.85, 1.27</td>
<td>5.88, 1.18</td>
<td>5.04, 1.40</td>
<td>4.83, 1.56</td>
<td>4.81, 1.55</td>
<td>2.42, 1.34</td>
<td>4.90, 1.56</td>
<td>2.33, 1.70</td>
</tr>
<tr>
<td>Gesture</td>
<td>5.46, 1.57</td>
<td>3.73, 1.94</td>
<td>3.79, 1.98</td>
<td>3.40, 2.04</td>
<td>3.38, 2.11</td>
<td>2.54, 1.86</td>
<td>3.44, 2.12</td>
<td>3.29, 2.32</td>
</tr>
<tr>
<td>Remote</td>
<td>5.63, 1.28</td>
<td>5.02, 1.53</td>
<td>3.81, 1.74</td>
<td>4.25, 1.79</td>
<td>3.40, 1.85</td>
<td>2.77, 1.65</td>
<td>3.27, 2.11</td>
<td>2.83, 1.82</td>
</tr>
</tbody>
</table>

Table 11.2: *Body Ownership* results for individual items (M, SD). An asterisk indicates a significant difference. Table 11.1 lists the full length questions.

11.4.3.5 *Presence* - cf. Fig. 11.2 E

The Friedman test showed that there were no significant differences between the levels regarding the self-reported sense of *Presence* (p = 0.98).

11.4.3.6 *Usability* - cf. Fig. 11.2 F

The ANOVA revealed significant differences between the levels regarding self-reported *Usability* \((F(1,23) = 37.06, p < 0.001, \eta^2 = 0.413)\). *Gesture Controls* \((M = 85.89, SD = 10.11)\) were rated significantly higher than *Remote Controls* \((M = 65.31, SD = 20.70, p < 0.001)\) and *Push-Pull* \((M = 61.20, SD = 20.77, p < 0.01)\), but not significantly higher than *Joystick* \((M = 75.16, SD = 17.09, p = 0.038)\). We found no significant differences between the *Ghost* \((M = 77.08, SD = 20.07)\) and *Opaque* appearances \((M = 74.11, SD = 18.30, p = 0.38)\).

11.5 *Discussion*

In this section we discuss the results of our user study with regards to the formed hypotheses. In the third experiment stage, both versions of *Puppeteer* and two puppet avatar appearances were evaluated in the same task as the first-person interactions. In this section we will therefore not only compare third-person controls with each other, but also with first-person controls.

**Efficiency** Regarding *Efficiency*, *Gesture controls* were rated significantly higher than *Remote Controls*. In fact, they were rated even higher than any of the first-person controls. Instead of manually moving to the indicated targets and interacting with them directly, *Gesture controls* allowed the participants to give their body a single command, upon which it performs the required task on its own. Naturally, these were also the quickest trials. Thus, hypothesis \(H_1\) (*Gesture controls* require fewer real world movements than any other input technique to perform the given task. It receives the highest *Efficiency* rating) was confirmed. We found no significant difference between the *Remote Controls* and first-person controls, however.

**Usability** The *Usability* ranking mirrors that of *Efficiency*. *Gesture controls* were rated with an outstanding mean Usability score of 85.89, placing it between "excellent" and "best imaginable" on the adjective rating scale according to the SUS evaluation guidelines of [24]. *Joystick*’s score
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(75.16) is "excellent", while Remote Controls (65.31) and PushPull (61.20) both fall under the "good" Usability category.

**Pleasantness** For Pleasantness, Gesture controls again received the highest ratings among all input methods. As with Efficiency, Remote Controls received similar ratings compared to both PushPull and Joystick. Participants enjoyed using both versions of Puppeteer as much or more than an established locomotion technique, indicating that there is great potential for third-person interactions in VR.

Of particular note is that the Ghost appearance was rated significantly higher than the Opaque puppet avatar appearance, but only by a slight margin. We believe that this is mainly due to the fact that Ghost puppet avatars don’t obscure the sight of their user, as they are mostly transparent. Thus, when the puppet avatar is positioned between user and interaction target, the target remains in sight. This is the only significant difference the analysis showed for the appearance. As such, hypothesis \(H_3\) (Embodiment is higher for the Ghost appearance than the Opaque appearance) has to be rejected. There were no measurable drawbacks to using the Ghost over the Opaque appearance, making it a safe choice to represent puppet avatars.

**Body Ownership** We expected Embodiment to be the main deciding factor for Puppeteer’s viability as a VR interaction paradigm. The results were difficult to predict, especially considering the out-of-body nature of this technique. Yet, the results were surprisingly positive. Remote Controls received ratings that were fairly close to first-person controls, with a mean value of 4.47 versus 5.45 of Joystick. The difference was on the edge of being significantly lower \((p = 0.051)\). However, this value still exceeded our expectations for Embodiment. Gesture controls and its mean value of 4.17 on the other hand was significantly lower than both Joystick and PushPull. It is likely that third-person controls in general provide a lower sense of Embodiment, and thus \(H_2\) (Embodiment is lower for third-person controls than in first-person controls) can be assumed to be correct. Even though Remote Controls mimicked the user’s hands and head pose perfectly, resulting in a slightly higher Embodiment mean score than Gesture controls, it did not amount to a significant effect. These findings are in line with other studies regarding third-person interactions \([108]\).

As this measure was of special interest to us, we performed further detailed analytic comparisons between individual items of the Embodiment questionnaire (cf. Tables 11.1 & 11.2). Here, we found that participants had perceived to have caused the visible actions in a similar manner between first- and third-person controls. They felt like they had performed the movement and interactions themselves almost equally between first-person controls and Remote Controls, but less so with Gesture controls. The same is true for the perceived ability to control the avatar as if it was their own body. The impression that the avatar was their body and located where they saw it was similar between both versions of Puppeteer, but higher for Joysticks. Interestingly, we found no indication that Puppeteer causes a feeling of having an out-of-body experience. By the same token, the avatar was not seen as a different person. In summary, there was a noticeable difference for Embodiment between first- and third-person controls, but arguably well within the range of acceptable embodiment for VR experiences.

**Cybersickness** We expected third-person controls in general to cause fewer Cybersickness related symptoms, simply by virtue of not having to move through the VE. The results indicate that Puppeteer neither increased nor decreased Cybersickness, making it a system that can be used for prolonged sessions and thus confirming hypotheses \(H_4\) (third-person controls don’t manipulate the virtual camera and thus receive favorable Cybersickness scores compared to first-person controls). It must be noted, however, that there undoubtedly were order effects in place when directly comparing first- and third-person controls, as those trials were separated from each other. It stands to reason, though, that these results would either have been nearly identical or in favor of Puppeteer if first- and third-person trials had been shuffled, as we compared the pre and post SSQ scores for each trial.
**Sense of Presence** Another prediction was that usage of third-person controls has a negative effect on the sense of Presence. The analysis revealed no such effect. [254] outlined that the sense of Presence directly relates to a user’s sense of agency, which is reflected on the Embodiment questionnaire items BO1, BO2 and BO4. Here, Remote Controls received similar ratings to first-person controls, implying equivalent agency. Subsequently, hypothesis $H_3$ (Presence is lower for third-person controls than in first-person controls) has to be rejected. This is another factor that further cements the viability of third-person controls.

**Guidelines** The data suggests that experience designers have creative freedom of how the inclusion of puppet avatars should be framed. It could be introduced as either the user’s own body or a projection of it. However, as item BO7 of the Embodiment questionnaire indicates that the puppet avatars were not seen as another person, it is questionable if they can be established as an independent companion. This is likely due to the fact that the puppet avatar emerges from the position of the user, and returns to them upon recall. Although, the Puppeteer technique could be repurposed for commanding external agents with minor modifications if so desired.

Both Remote and Gesture Controls have their pros and cons, and both seem to be promising and viable interaction forms for VR experiences. One of Gesture Controls’ potential use-cases is the visualization of off-mesh links, e.g., climbing a ladder or jumping over gaps. While the is in reach of an off-mesh link, performing a gesture can trigger a delayed teleportation. The avatar decouples, and visualizes the required motion from a third-person perspective. Afterwards, the user is teleported to again coincide with the Puppet Avatar.

The question that still remains is if experiences have to be deliberately designed around Puppeteer, or if it can be easily incorporated into existing solutions. From a technical standpoint, a given project only has to support autonomously navigating agents and IK passes for avatars in order to use both Smart Avatars and Puppeteer. Therefore, we believe that Smart avatars and Remote Controls can be easily added to existing solutions. Gesture Controls, on the other hand, require the implementation of specific interactions for the puppet avatar, making them less universally applicable.

Overall, Puppeteer demonstrated that third-person interactions in MR are not only possible, but highly enjoyable. The ability to perform superhuman actions by temporarily switching to a third-person perspective opens up VR experience design immensely, allowing the incorporation of mechanics that were thought to be exclusive to non-immersive interactive media. Potential applications include elaborate close quarters combat systems, parkour-esque locomotion or simply switching to a bird’s eye perspective on the user’s location. Because of the demonstrated qualities of Puppeteer, it was added as integral part of the (Non-)Continuous Toolkit.

**Conclusion and Future Work**

In this chapter, we presented an extension to the Smart Avatars system, which replaces the need for self-movement by having the virtual body perform distant interactions in the user’s stead. Remote Controlled avatars received Embodiment ratings close to first-person controls, while Gesture controls convinced participants with outstanding Usability, albeit at the cost of lower embodiment.

To combine the benefits of Remote and Gesture Controls, we would like to implement a hybrid Puppeteer solution. Based on participant feedback, the marker-based movement commands will be replaced by gesture commands to decouple and recall the avatar. While decoupled, the avatar takes on the Remote Control behaviour, directly mimicking its user. At any time, gesture commands for off-mesh link navigation or interactions can be triggered. However, these commands will only trigger a portion of the interaction animation. At certain key moments in the interaction, the user has to perform another predefined gesture command in order for the animation to continue. Missing the time window will abort the interaction. With this approach, we intent for the users to have a stronger feeling of directly being in control of the puppet avatar, even during supernatural animations. Implementing and testing this hybrid technique remains as a target for future work.
In addition to enabling distant interactions, *Puppeteer* can further visualize sitting users as standing avatars regardless of input method. This conversion is applied automatically, as the spatial relation of the user’s real hands and head are transferred to the puppet avatar when nearby. Depending on the underlying set of animations, the puppet avatar can thus be depicted as standing, sitting or even flying while imitating their assigned user. Overall, the (Non-)Continuous Toolkit proved to be a functional solution for the hybrid user group aspect of different locomotion types and their visualization from both first- and third-person perspectives.
In this dissertation, novel shared MR spaces and corresponding interaction techniques have been introduced, including an in-depth discussion of potential use cases, fundamental components and their technical implementation. Due to additional layers of information visualization, shared MR spaces can provide a high degree of remote human-to-human information transmission, which might surpass that of face-to-face communication. Such shared MR spaces are an ideal for the new work paradigm, for instance, by providing remote training in medicine, mechanical engineering or education. A notable use case that gained enormous media attention recently is the metaverse, which connects users through an alternative virtual world, consisting of many individual or linked shared MR spaces. However, several technical aspects of hybrid MR setups still remain largely unexplored.

This dissertation discussed research questions on how the state-of-the-art can be further advanced. These research questions cover aspects of hybrid user groups such as different hardware device types, sitting and standing modes, avatar appearance, locomotion types and different visualizations of said locomotion. The main contributions were grouped into three parts: (i) enabling hybrid collaborations, (ii) shared experiences, and (iii) interactions through embodied avatars. A number of novel techniques in the realm of interaction and visualization were introduced, and their usefulness was demonstrated through a series of user studies.

Two generic tools that facilitate the administration of MR user studies have been presented. The first being a questionnaire, which predicts the likeliness of a user experiencing cybersickness symptoms when exposed to MR, the CSSQ. The items on this questionnaire were compiled from several previous works that have demonstrated the influence of various biological, chemical and psychological factors on the human senses and nervous system. Using this questionnaire, users can have a greater degree of confidence entering MR for the first time, and researchers performing studies in MR can select participants based on the study’s purpose. A study showed a correlation between CSSQ items and the perceived cybersickness during and after motion in a VE. A high mean value in the CSSQ indicates a stronger perception of cybersickness during and after the exposure to MR.

Next, the Remote Study Framework was introduced to enable researchers to collect data remotely without direct supervision. It divides a user study into a series of Study States, which are grouped into Study Sequences to represent individual trials, and finally arranges Study Sequences into Study Blocks that have to be completed in a fixed order. The Study States define the behaviour of the VE, properties of the interaction and visualization techniques, the given instructions to the participant, as well as the state of an interactive questionnaire. This questionnaire can be handled
through an external service like LimeSurvey or Google Forms, while being displayed in the VE through a web browser extension. This framework has been demonstrated to be an effective tool in the user study described in Chapter 10.

**Hybrid Collaborations**

In order to enable collaborations between hybrid user groups with regard to the variance of MR device types, we integrated mobile devices and VST HMDs into shared MR spaces. To address the limitation of immersive experiences often being limited to those users wearing an MR HMD, we presented a project-independent smartphone application called VR Invite, which allows multiple bystanders to observe and interact with the VE and the HMD users through handheld VST AR viewports. The required viewports are rendered on a host computer, which transmits the data via wireless LAN to the mobile devices. Moreover, the position and orientation of the smartphone is tracked to adjust the viewpoints accordingly. We conducted a user study in the context of rehabilitation for older adults, with a focus on integrating bystanders. We compared VR Invite with a TV-gamepad-combination as interaction medium for the bystander regarding sense of presence, social presence, workload and usability, both with purely verbal and active assistance capabilities. The results indicate that the opportunity for direct interaction positively influences the bystander’s sense of presence in the VE and the reported usability of the smartphone application. However, social presence was rated higher in passive conditions in which the real person was the center of attention, as opposed to the avatar on the screen. Furthermore, users valued the comfort of sitting down over active participation and agency with room-scale locomotion. This streaming technology can be applied to any VST device, regardless of proximity to the user.

The principle of VST AR can likewise be applied to the VST HMD, which supports stereoscopic rendering of virtual objects in the real-world environment, e.g., the avatars of other users. Compared to real humans within one’s FOV, virtual human representations are easy to identify in VST AR, even when using high resolution human 3D scans. Their position is not stable within the visible real world reference frame due to camera-to-photon latency, which is a detriment to both the technical immersion and psychological sense of presence. In order to reduce the registration error between captured real-world videos and rendered virtual images, we introduced Camera Time Warp, a novel reprojection technique for VST AR. Instead of rendering the image plane locked to the virtual camera, Camera Time Warp renders the image plane at the real-world position it was captured at, and compensates for potential artifacts. We conducted two experiments to evaluate the effectiveness of Camera Time Warp. In the first experiment, participants were asked to report subjective discomfort while moving their head in a pattern inspired by the ISO 9241-9 Fitts’ Law task at different speeds while the video feed was rendered at varying frame rates. The results show that the technique can significantly reduce subjective levels of discomfort and cybersickness-related symptoms for all tested configurations. In the second experiment, participants were asked to move physical objects on a projected path as quickly and precisely as possible. Results indicate a positive effect of Camera Time Warp on speed and accuracy.

VR Invite and Camera Time Warp increase the accessibility of shared MR spaces for VST mobile devices and HMDs. Thus, the hybrid user group aspect of heterogeneous device setups could be addressed successfully.

**Shared Experiences**

With the ability to integrate MR devices from the entire reality-virtuality continuum into shared MR spaces, we further researched aspects of human-to-human interactions. We focused on visualization techniques with regard to shared spatial awareness as well as the sense of spatial and co-presence. This includes rendering techniques for points of interest, avatar animations, and visualization of
In shared MR spaces, passive information visualization mechanisms can support the users’ ability to forecast imminent actions of others. Visual indicators of users’ perspectives can reduce the required verbal communication and therefore increase the efficiency of work within remote teams. We compared three distinct types of visual indicators for a user’s point of interest in a VE regarding task completion time, precision and error rate. These perspective conveying methods include a 3D cone indicating the boundaries of a user’s FOV, highlighting the object a user is looking at, and displaying a direct video mirror of the user’s viewpoint. We used these methods to transmit information from one person to another, that would otherwise be inaccessible. In a virtual warehouse scenario, participants moved visually obstructed boxes to a target area with a crane, while an experiment conductor provided visual cues as to where these boxes are, solely by looking at them. The results indicate that object highlighting is significantly inferior regarding precision and error rate, while the video mirror proved to be the most reliable. The view cone was however perceived as the method with the highest degree of social presence. These findings suggest that users of VR Invite should be represented as either physical representations of the handheld device, or in form of a video mirror.

Furthermore, a user study was performed that was designed to investigate the impact of avatar appearance and locomotion techniques on observers in shared MR spaces. In our study we compared continuous joystick-based and non-continuous teleportation-based locomotion with regard to the observer’s perceived (co-)presence, cybersickness, fairness and enjoyment in a competitive game environment. Likewise, we compared the effects of humanoid and abstract avatar appearances. The results revealed significant effects of the locomotion type on perceived co-presence and subjective fairness, such that continuous locomotion yielded significantly higher perceived co-presence and fairness. However, there were no significant differences between the avatar appearances except for a weak positive effect of realistic avatars on mutual awareness. These findings suggest that a greater emphasis should be put on the visual representation of teleportation-based navigation in shared MR spaces, for instance, by animating positional transitions. They further suggest that a distinction for the effect of avatar appearance has to be made based on the context of the MR application. While previous work showed a positive effect of realistic avatars on co-presence during cooperative tasks, we found no such effect in a competitive setting.

The hybrid user group aspects of avatar appearance, locomotion and its visualization were confirmed as integral factors of human-to-human interactions in shared MR spaces.

Embodied Interactions

Following the confirmation of the importance of locomotion and its visualization, we presented a number of techniques that address these aspects of hybrid user groups. These novel techniques are centered around procedurally animated full-body avatars, which portray natural-looking human gait from both first- and third-person perspectives.

We introduced VR Strider, a novel LUI for seated MR experiences, which maps cycling biomechanics of the user’s legs to virtual walking movements. The core idea is to translate the motion of pedaling on a mini exercise bike to a corresponding walking animation of a virtual avatar while providing audio-based tactile feedback on virtual ground contacts. We conducted an experiment to evaluate the LUI and our novel anchor-turning rotation control method regarding task performance, spatial cognition, cybersickness, sense of presence, usability and comfort in a path-integration task. The results show that VR Strider has a significant positive effect on the participants’ angular and distance estimation, sense of presence and feeling of comfort compared to other established locomotion techniques, such as teleportation and joystick-based navigation. A confirmatory study further stressed the necessity of synchronized avatar animations for virtual locomotion. We have demonstrated that this technique offers a solution for the hybrid user group
aspect of sitting and standing modes.

Finally, we presented a toolkit for continuous and non-continuous locomotion with matching human representations based on IVAs. This toolkit includes two techniques each for avatar visualization, i.e., Smart Avatars and Puppeteer, as well as locomotion, i.e., PushPull and Stuttered Locomotion. Smart Avatars deliver continuous full-body human representations for non-continuous locomotion in shared MR spaces. They are controlled by IVAs that will either imitate their user’s real-world movements when close-by, or autonomously navigating to their assigned user when the distance between them exceeds a certain threshold, i.e., after the user teleports. As part of the Smart Avatar system, we implemented four avatar transition techniques and compared them to conventional avatar locomotion in a user study, revealing significant positive effects on the observers’ spatial awareness, as well as pragmatic and hedonic quality scores. Participants favored the Foresight technique, which provides a projection of where the user will end their movement with several in-between ghost-like images, that a naturally moving Smart Avatar passes through. Smart Avatars were developed to smoothly visualize Stuttered Locomotion, a technique which transforms continuous user movement into a series of short-distance teleport steps. In a second experiment, we compared smooth and Stuttered Locomotion for both joysticks and the novel motion-based PushPull technique, which employs a dynamic velocity multiplier based on the user’s hand pose. The results show that both PushPull and Stuttered Locomotion significantly reduce cybersickness symptoms. In a third experiment, we evaluated the acceptance of employing a third-person perspective on one’s own body through Puppeteer, a remote control extension of Smart Avatars. Here, direct remote controls showed body ownership close to first-person interactions, while gesture controls received higher usability scores than first-person controls. Furthermore, Puppeteer can visualize sitting users as standing avatars, thus addressing the hybrid user group aspect of sitting and standing modes without the need for proprietary LUIs.

Through our user studies and the proposed suite of techniques, the hybrid user group aspects of avatars, locomotion and its visualization were addressed for both first- and third-person perspectives. In conclusion, this work offers novel techniques and guidelines for the implementation of hybrid MR setups with respect to virtual interactions and their visualization.
In this dissertation, research questions related to shared MR spaces, enabling hybrid MR setups, shared experiences and embodied interactions were explored and evaluated. This dissertation has revealed and inspired further research, which could be addressed in future studies. For instance, shared MR spaces could greatly benefit from a sophisticated system that increases the expressiveness of avatars through facial and hand tracking. Such a system could further increase the capacity of non-verbal communication channels. In a prior work, we have demonstrated that hand tracking in combination with detailed haptic feedback can increase the body ownership of visible avatars, even if the proportions of limbs are distorted drastically [17]. However, multi-user hand tracking requires a relatively high network bandwidth, as the rotations for every joint have to be synchronized to all other clients. This is acceptable for applications with a low number of concurrent users, but is unlikely to scale well enough for use cases such as the metaverse. Therefore, an effective compression algorithm for hand poses would be beneficial. One potential approach for this compression is to utilize an unsigned 32 bit integer, which can hold numbers of up to 10 digits, and map each finger’s pose to two of those digits. This way, each finger can be represented through 100 different poses.

In order to map the angular configuration of three joints to two digits, we can define a finger’s pose as a combination of a single digit base joint angle and a single digit curling factor. For example, the index finger’s base joint has a range of motion of approximately 135°, which equates to ten increments, or one digit, of each 13.5°. However, the increments do not have to be mapped linearly, allowing for a more dense mapping of typical poses. The second and third joints are co-linked and can thus be described through a single digit, which similarly divides the range of motion into ten segments.

While this technique results in a reduction of visual fidelity, compared to a naive implementation, it reduces the bandwidth by a factor of 60 (15 joints, each represented through a quaternion consisting of four 32-bit floating point numbers). To ensure a smooth visualization, the transition between possible finger configurations can be interpolated. In order to test this approach’s applicability, we would like to study the detection threshold for finger movement on other users’ avatars. Depending on the distance at which the reduction of fidelity becomes detectable, this technique can either be used for universal performance optimization or exclusively for distant avatars in scenarios with a high number of concurrent users.

The expressiveness of avatar hands could be further improved by amplifying detected gestures. This is helpful in scenarios with large distances between avatars or occluding geometry between them. Moreover, the intended meaning of a gesture could be emphasized by displaying a matching
iconography, which opens an opportunity to deepen intercultural communication in the metaverse. If the metaverse concept proves to be successful, it will likely become a global platform for users from many different countries and cultures. However, the interpretation of both facial expressions and hand gestures have been reported to vary depending on cultural factors of observers [156]. Therefore, it is crucial for providers and users of MR social platforms to be aware of cultural differences in body language [76, 300]. A visualization tool for translation of gestures between users of different cultures would thus present an interesting research opportunity.

In the metaphor that is suggested in the metaverse’s name, each multi-user MR application is a singular universe within the meta-universe, the universe of universes. However, the aspect of transitioning between universes, and more specifically shared MR spaces, remains largely unexplored. As such, further research should be conducted on both the technical implementation and the user experience of this central aspect of the metaverse. Different visualizations of this transition are conceivable, ranging from simple camera fading techniques to interactable portals that lead to another realm. Depending on the content of the applications, techniques to blend together different shared MR spaces could be employed as well. Here, two universes could momentarily overlap, before the transition is completed and the universes separate. Additionally, it would be interesting to explore the aspect of transitioning between applications that belong to different categories of the reality-virtuality continuum, such as smoothly transitioning from an AR to a VR application. Computer vision algorithms used for camera-based inside-out 3D tracking such as SLAM build 3D maps of the user’s surroundings, indicating the possibility to visually interpolate between the geometry of the user’s real-world environment and the VE of the VR application.

Ultimately, the metaverse poses an enormous potential to change several aspects of our daily lives. Until the required infrastructure is built, research continues to develop and refine the visualization of and interactions within shared MR spaces. If this technology is used appropriately, it could transform the way we think about work, leisure and socializing. Thus, once the technical foundation is laid, it becomes important to consider not only the technical advancement of this new-found digital world, but also the humans that will live in it. Developers and designers of shared MR spaces will need to reflect on ethical, social and moral perspectives in order for the metaverse to thrive.


Appendices

Statistics

Perspective Study

<table>
<thead>
<tr>
<th>Main Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>η²_p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>2</td>
<td>46</td>
<td>6.956</td>
<td>0.002</td>
<td>*</td>
<td>0.078</td>
</tr>
<tr>
<td>Environment Size</td>
<td>2</td>
<td>46</td>
<td>4.801</td>
<td>0.01</td>
<td>*</td>
<td>0.039</td>
</tr>
<tr>
<td>Method × Environment Size</td>
<td>4</td>
<td>92</td>
<td>0.254</td>
<td>0.907</td>
<td></td>
<td>0.003</td>
</tr>
</tbody>
</table>

Post-hoc Test for Method (Multiple Comparisons of Means: paired t test)

<table>
<thead>
<tr>
<th>Pair</th>
<th>t</th>
<th>Df</th>
<th>p</th>
<th>p&lt;.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting - View Cone</td>
<td>2.533</td>
<td>97.967</td>
<td>0.013</td>
<td>*</td>
</tr>
<tr>
<td>Object Highlighting - Video Mirror</td>
<td>3.439</td>
<td>79.554</td>
<td>0.001</td>
<td>*</td>
</tr>
<tr>
<td>View Mirror - View Cone</td>
<td>-2.016</td>
<td>127.71</td>
<td>0.045</td>
<td>*</td>
</tr>
</tbody>
</table>

Descriptive Statistics

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting</td>
<td>216</td>
<td>4.806</td>
<td>6.856</td>
<td>0.808</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>View Cone</td>
<td>216</td>
<td>2.639</td>
<td>2.387</td>
<td>0.281</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Video Mirror</td>
<td>216</td>
<td>1.944</td>
<td>1.686</td>
<td>0.198</td>
<td>1</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 7.1: Perspective study Omnibus/Post-hoc and descriptive results for Error Rate.
### Main Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>η²p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>2</td>
<td>46</td>
<td>4.264</td>
<td>0.02</td>
<td>*</td>
<td>0.038</td>
</tr>
<tr>
<td>Environment Size</td>
<td>2</td>
<td>46</td>
<td>13.190</td>
<td>&gt;0.001</td>
<td>*</td>
<td>0.105</td>
</tr>
<tr>
<td>Method × Environment Size</td>
<td>4</td>
<td>92</td>
<td>0.328</td>
<td>0.858</td>
<td>0.003</td>
<td></td>
</tr>
</tbody>
</table>

**Post-hoc Test for Method** (Multiple Comparisons of Means: paired t test)

<table>
<thead>
<tr>
<th>Pair</th>
<th>t</th>
<th>Df</th>
<th>p</th>
<th>p&lt;.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting - View Cone</td>
<td>-1.347</td>
<td>142.0</td>
<td>0.179</td>
<td></td>
</tr>
<tr>
<td>Object Highlighting - Video Mirror</td>
<td>-0.635</td>
<td>129.26</td>
<td>0.567</td>
<td></td>
</tr>
<tr>
<td>View Mirror - View Cone</td>
<td>-0.909</td>
<td>129.59</td>
<td>0.365</td>
<td></td>
</tr>
</tbody>
</table>

**Descriptive Statistics**

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting</td>
<td>216</td>
<td>116.988</td>
<td>60.789</td>
<td>7.164</td>
<td>43.370</td>
<td>350.650</td>
</tr>
<tr>
<td>View Cone</td>
<td>216</td>
<td>133.608</td>
<td>60.481</td>
<td>7.128</td>
<td>58.280</td>
<td>302.024</td>
</tr>
<tr>
<td>Video Mirror</td>
<td>216</td>
<td>125.598</td>
<td>43.922</td>
<td>5.176</td>
<td>59.290</td>
<td>281.359</td>
</tr>
</tbody>
</table>

Table 7.2: Perspective study Omnibus/Post-hoc and descriptive results for Precision.

### Main Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>η²p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>2</td>
<td>46</td>
<td>1.012</td>
<td>0.372</td>
<td>*</td>
<td>0.012</td>
</tr>
<tr>
<td>Environment Size</td>
<td>2</td>
<td>46</td>
<td>20.315</td>
<td>&gt;0.001</td>
<td>*</td>
<td>0.120</td>
</tr>
<tr>
<td>Method × Environment Size</td>
<td>4</td>
<td>92</td>
<td>0.892</td>
<td>0.472</td>
<td>0.009</td>
<td></td>
</tr>
</tbody>
</table>

**Post-hoc Test for Method** (Multiple Comparisons of Means: paired t test)

<table>
<thead>
<tr>
<th>Pair</th>
<th>t</th>
<th>Df</th>
<th>p</th>
<th>p&lt;.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting - View Cone</td>
<td>-1.347</td>
<td>142.0</td>
<td>0.179</td>
<td></td>
</tr>
<tr>
<td>Object Highlighting - Video Mirror</td>
<td>-0.635</td>
<td>129.26</td>
<td>0.567</td>
<td></td>
</tr>
<tr>
<td>View Mirror - View Cone</td>
<td>-0.909</td>
<td>129.59</td>
<td>0.365</td>
<td></td>
</tr>
</tbody>
</table>

**Descriptive Statistics**

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object Highlighting</td>
<td>216</td>
<td>119.988</td>
<td>60.789</td>
<td>7.164</td>
<td>43.370</td>
<td>350.650</td>
</tr>
<tr>
<td>View Cone</td>
<td>216</td>
<td>133.608</td>
<td>60.481</td>
<td>7.128</td>
<td>58.280</td>
<td>302.024</td>
</tr>
<tr>
<td>Video Mirror</td>
<td>216</td>
<td>125.598</td>
<td>43.922</td>
<td>5.176</td>
<td>59.290</td>
<td>281.359</td>
</tr>
</tbody>
</table>

Table 7.3: Perspective study Omnibus/Post-hoc and descriptive results for Time.
VR Strider Study

### Main Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFD</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>$\eta^2_F$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>3</td>
<td>45</td>
<td>12.454</td>
<td>0.000</td>
<td>***</td>
<td>0.454</td>
<td>0.752</td>
</tr>
<tr>
<td>Distance</td>
<td>1</td>
<td>15</td>
<td>1.567</td>
<td>0.230</td>
<td>.23</td>
<td>0.095</td>
<td>0.000</td>
</tr>
<tr>
<td>Angle</td>
<td>2</td>
<td>30</td>
<td>1.493</td>
<td>0.243</td>
<td>.24</td>
<td>0.091</td>
<td>0.809</td>
</tr>
</tbody>
</table>

Post-hoc Test for Method (Multiple Comparisons of Means: Tukey)

| Method Pair       | Estimate | SE  | t Value | Pr(>|t|) | p<.05 |
|-------------------|----------|-----|---------|---------|-------|
| Bike FOn - Bike FOff | 3.22     | 1.50 | 2.14    | 0.1415  |       |
| Joystick - Bike FOff | -5.61   | 1.50 | -3.73   | 0.0012  | **    |
| Teleport - Bike FOff | -7.10   | 1.50 | -4.72   | <0.001  | ***   |
| Joystick - Bike FOn | -8.83    | 1.50 | -5.87   | <0.001  | ***   |
| Teleport - Bike FOn | -10.32  | 1.50 | -6.87   | <0.001  | ***   |
| Teleport - Joystick | -1.49   | 1.50 | -0.99   | 0.7539  |       |

Descriptive Statistics

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>CI</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike FOff</td>
<td>96</td>
<td>28.0</td>
<td>10.3</td>
<td>1.051</td>
<td>[25.92, 30.1]</td>
<td>2.63</td>
<td>52.8</td>
</tr>
<tr>
<td>Bike FOn</td>
<td>96</td>
<td>31.2</td>
<td>10.8</td>
<td>1.099</td>
<td>[29.05, 33.4]</td>
<td>3.69</td>
<td>56.9</td>
</tr>
<tr>
<td>Joystick</td>
<td>96</td>
<td>22.4</td>
<td>10.8</td>
<td>1.099</td>
<td>[20.22, 24.6]</td>
<td>2.63</td>
<td>44.4</td>
</tr>
<tr>
<td>Teleport</td>
<td>96</td>
<td>20.9</td>
<td>9.79</td>
<td>0.999</td>
<td>[18.93, 22.9]</td>
<td>7.12</td>
<td>55.1</td>
</tr>
</tbody>
</table>

Table 9.1: VR Strider study Omnibus/Post-hoc and descriptive results for Time.
### Main Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>η²_p</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>3</td>
<td>45</td>
<td>40.109</td>
<td>0.000</td>
<td>***</td>
<td>0.728</td>
<td>0.644</td>
</tr>
<tr>
<td>Distance</td>
<td>1</td>
<td>15</td>
<td>7.802</td>
<td>0.014</td>
<td>*</td>
<td>0.342</td>
<td>0.000</td>
</tr>
<tr>
<td>Angle</td>
<td>2</td>
<td>30</td>
<td>16.635</td>
<td>0.000</td>
<td>***</td>
<td>0.526</td>
<td>0.883</td>
</tr>
</tbody>
</table>

Post-hoc Test (Multiple Comparisons of Means: Tukey)

| Method Pair                          | Estimate | SE  | t Value | Pr(>|t|) | p<.05 |
|--------------------------------------|----------|-----|---------|---------|-------|
| Bike FOn - Bike FOff                 | -0.171   | 0.081 | -2.12   | 0.15    |       |
| Joystick - Bike FOff                 | 0.421    | 0.081 | 5.22    | <0.001  | ***   |
| Teleport - Bike FOff                 | 0.432    | 0.081 | 5.37    | <0.001  | ***   |
| Joystick - Bike FOn                  | 0.591    | 0.081 | 7.35    | <0.001  | ***   |
| Teleport - Bike FOn                  | 0.603    | 0.081 | 7.49    | <0.001  | ***   |
| Teleport - Joystick                  | 0.012    | 0.081 | 0.15    | 1.00    |       |

### Descriptive Statistics

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>CI</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike FOff</td>
<td>96</td>
<td>2.08</td>
<td>1.57</td>
<td>0.1607</td>
<td>[1.754, 2.4]</td>
<td>0.0402</td>
<td>6.83</td>
</tr>
<tr>
<td>Bike FOn</td>
<td>96</td>
<td>1.58</td>
<td>1.33</td>
<td>0.1357</td>
<td>[1.304, 1.85]</td>
<td>0.139</td>
<td>7.46</td>
</tr>
<tr>
<td>Joystick</td>
<td>96</td>
<td>3.42</td>
<td>2.10</td>
<td>0.2144</td>
<td>[2.991, 3.85]</td>
<td>0.237</td>
<td>7.67</td>
</tr>
<tr>
<td>Teleport</td>
<td>96</td>
<td>3.45</td>
<td>2.02</td>
<td>0.2059</td>
<td>[3.041, 3.86]</td>
<td>0.134</td>
<td>7.58</td>
</tr>
</tbody>
</table>

Table 9.2: VR Strider study Omnibus/Post-hoc and descriptive results for Distance Error.
### Main Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>DFd</th>
<th>F</th>
<th>p</th>
<th>p&lt;.05</th>
<th>$\eta_p^2$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>3</td>
<td>45</td>
<td>12.953</td>
<td>0.000</td>
<td>***</td>
<td>0.463</td>
<td>0.851</td>
</tr>
<tr>
<td>Distance</td>
<td>1</td>
<td>15</td>
<td>0.013</td>
<td>0.911</td>
<td></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Angle</td>
<td>2</td>
<td>30</td>
<td>7.752</td>
<td>0.002</td>
<td>**</td>
<td>0.341</td>
<td>0.936</td>
</tr>
</tbody>
</table>

### Post-hoc Test (Multiple Comparisons of Means: Tukey)

| Method Pair             | Estimate | SE | t Value | Pr(>|t|) | p<.05 |
|-------------------------|----------|----|---------|--------|-------|
| Bike FOn - Bike FOff    | -0.533   | 0.203 | -2.63   | 0.044  | *     |
| Joystick - Bike FOff    | 1.008    | 0.203 | 4.97    | <0.001 | ***   |
| Teleport - Bike FOff    | -0.219   | 0.203 | -1.08   | 0.701  |       |
| Joystick - Bike FOn     | 1.541    | 0.203 | 7.60    | <0.001 | ***   |
| Teleport - Bike FOn     | 0.314    | 0.203 | 1.55    | 0.409  |       |
| Teleport - Joystick     | -1.227   | 0.203 | -6.05   | <0.001 | ***   |

### Descriptive Statistics

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>CI</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike FOff</td>
<td>96</td>
<td>16.4</td>
<td>10.7</td>
<td>1.091</td>
<td>[14.2, 18.6]</td>
<td>0.286</td>
<td>47.6</td>
</tr>
<tr>
<td>Bike FOn</td>
<td>96</td>
<td>12.5</td>
<td>9.41</td>
<td>0.9603</td>
<td>[10.63, 14.5]</td>
<td>0.268</td>
<td>44.7</td>
</tr>
<tr>
<td>Joystick</td>
<td>96</td>
<td>25.4</td>
<td>14.1</td>
<td>1.443</td>
<td>[22.48, 28.2]</td>
<td>1.96</td>
<td>48.8</td>
</tr>
<tr>
<td>Teleport</td>
<td>96</td>
<td>14.9</td>
<td>10.8</td>
<td>1.099</td>
<td>[12.71, 17.1]</td>
<td>0.0280</td>
<td>47.6</td>
</tr>
</tbody>
</table>

Table 9.3: VR Strider study Omnibus/Post-hoc and descriptive results for Angle Error.
Questionnaires

The following questionnaires were used in this thesis, whose items are summarized below.

**AttrakDiff**
7-point Likert scale (-3 - +3)

Would you describe this technique rather with the left (-3) or right (+3) term?

**Pragmatic Quality**
- technical - human
- complicated - simple
- impractical - practical
- cumbersome - straightforward
- unpredictable - predictable
- confusing - clearly structured
- unruly - manageable

**Hedonic Quality - Identity**
- isolating - connective
- unprofessional - professional
- tacky - stylish
- cheap - premium
- alienating - integrating
- separates me - brings me closer
- unpresentable - presentable

**Hedonic Quality - Stimulation**
- conventional - inventive
- unimaginative - creative
- cautious - bold
- conservative - innovative
- dull - captivating
- undemanding - challenging
- ordinary - novel

**Attractiveness**
- unpleasant - pleasant
- ugly - attractive
- disagreeable - likeable
- rejecting - inviting
- bad - good
- repelling - appealing
- discouraging - motivating

**Device Assessment Questionnaire**
5-point Likert scale (1 - 5)

- Required force
- Smoothness of movements
Mental effort
• Physical effort
• Difficulty to be accurate in movements
• Difficulty to be accurate in rotations
• Finger fatigue
• Wrist fatigue
• Arm fatigue
• Shoulder fatigue
• Neck fatigue
• Leg fatigue
• General comfort of usage

**Igroup Presence Questionnaire**

7-point Likert scale (1 - 7)

• In the computer generated world I had a sense of "being there".
• Somehow I felt that the virtual world surrounded me.
• I felt like I was just perceiving pictures.
• I did not feel present in the virtual space.
• I had a sense of acting in the virtual space, rather than operating something from outside.
• I felt present in the virtual space.
• How aware were you of the real world surrounding while navigating in the virtual world? (i.e. sounds, room temperature, other people, etc.)?
• I was not aware of my real environment.
• I still paid attention to the real environment.
• I was completely captivated by the virtual world.
• How real did the virtual world seem to you?
• How much did your experience in the virtual environment seem consistent with your real world experience?
• How real did the virtual world seem to you?
• The virtual world seemed more realistic than the real world
• Stomach awareness
• Burping

**NASA Task Load Index**

20-point Likert scale (0 - 100 in increments of 5)

• Mental demand - How mentally demanding was the task?
• Physical demand - How physically demanding was the task?
• Temporal demand - How hurried or rushed was the pace of the task?
• Performance - How successful were you in accomplishing what you were asked to do?
• Effort - How hard did you have to work to accomplish your level of performance?
• Frustration - How insecure, discouraged, irritated, stressed and annoyed were you?

**Networked Minds Social Presence Inventory**

7-point Likert scale (1-7)

Co-presence
• I often felt as if (my partner) and I were in the same (room) together.
• I think (my partner) often felt as if we were in the same room together.
was often aware of (my partner) in the (room).
(My partner) was often aware of me in the (room).
I hardly noticed (my partner) in the (room).
(My partner) didn’t notice me in the (room).
I often felt as if we were in different places rather than together in same (room).
I think (my partner) often felt as if we were in different places rather than together in the same (room).

Psycho-behavioral interaction: Perceived psychological engagement
• I paid close attention to (my partner).
• My partner) paid close attention to me.
• I was easily distracted from (my partner) when other things were going on.
• (My partner) was easily distracted from me when other things were going on.
• I tended to ignore (my partner).
• My partner) tended to ignore me.
• I was sometimes influenced by (my partner’s) moods.
• (My partner) was sometimes influenced by my moods.
• When I was happy, (my partner) tended to be happy.
• When (my partner) was happy, I tended to be happy.
• When I was feeling sad (my partner) also seemed to be down.
• When (my partner) was feeling sad, (my partner) I tended to be sad.
• When I was feeling nervous, (my partner) also seemed to be nervous.
• When (my partner) was nervous, (my partner) I tended to be nervous.
• I was able to communicate my intentions clearly to (my partner).
• (My partner) was able to communicate their intentions clearly to me.
• My thoughts were clear to (my partner).
• (My partner’s) thoughts were clear to me.
• I was able to understand what (my partner) meant.
• (My partner) was able to understand what I meant.

Psycho-behavioral interaction: Perceived behavioral interdependence
• My actions were often dependent on (my partner’s) actions.
• (My partner’s) actions were often dependent on my actions.
• My behavior was often in direct response to (my partner’s) behavior.
• The behavior of (my partner) was often in direct response to my behavior.
• What I did often affected what (my partner) did.
• What (my partner) did often affected what I did.
**Simulator Sickness Questionnaire**

4-point Likert scale (0 - 3)

- General discomfort
- Fatigue
- Headache
- Eye strain
- Difficulty focussing
- Increased salivation
- Sweating
- Nausea
- Difficulty Concentrating
- Fullness of head
- Blurred vision
- Dizziness with eyes open
- Dizziness with eyes closed
- Vertigo
- Stomach awareness
- Burping

**Slater-Usoh-Steed Presence Questionnaire**

7-point Likert scale (0 - 6)

- Please rate your sense of "being in" the virtual environment, where 6 represents your normal experience of being in a place
- To what extent were there times during the experience when the virtual environment was the reality for you?
- Did you perceive the virtual environment more as images (0) that you saw or more as somewhere that you visited (6)?
- During the time of the experience, which was the strongest on the whole, your sense of being in the virtual environment (0) or of being elsewhere (6)?
- When you think back to the experience, do you remember it like other places you have been today?
- During the time of your experience, did you often think to yourself that you were actually in the virtual environment?

**System Usability Scale**

5-point Likert scale (1 - 5)

- I think that I would like to use this system again.
- I found the system unnecessarily complex.
- I thought the system was easy to use.
- I think that I would need the support of a technical person to be able to use this system.
- I found the various functions in this system were well integrated.
- I thought there was too much inconsistency in this system.
- I would imagine that most people would learn to use this system very quickly.
- I found the system very awkward to use.
- I felt very confident using the system.
- I needed to learn a lot of things before I could get going with this system.
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