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Abstract 

Nonclassical nucleation and growth pathways of nanomaterials in solution often involve the emergence 
of pre-crystalline precursor states and the assembly of building blocks into superstructures, yielding 
nanomaterials with complex morphologies. Within the scope of nonclassical pathways, the formation of 
unoriented nanoparticle assemblies from amorphous precursors represents a particularly unexplored 
process. Nevertheless, a deep understanding of the underlying mechanisms is required to arrive at 
rational control over the synthesis. Within this thesis, in situ X-ray spectroscopic, scattering, and 
microscopic methods are utilized to follow chemical and structural changes during complex 
nanomaterial syntheses in solution. 

A combination of high energy-resolution fluorescence-detected X-ray absorption near edge structure 
(HERFD-XANES) and X-ray scattering is used to disentangle the nonclassical nucleation and growth 
mechanism of unoriented CoO nanoassemblies. The spectroscopy is sensitive to changes in the local 
chemical environment of the absorber. It reveals that initially, the precursor Co(III) acetylacetonate is 
reduced to Co(II) acetylacetonate. At the same time, the complex rearranges from an octahedral to a 
square planar conformation and additionally coordinates to oxygen atoms of solvent molecules. A pair 
distribution function (PDF) analysis of total scattering data provides complementary structural 
information at pre-crystalline reaction stages and during crystallization. The PDFs allow to identify a 
lengthening of the Co-O bond during the rearrangement of the precursor complex and the subsequent 
crystallization into CoO. With small-angle scattering (SAXS), it becomes evident that CoO crystallites 
as small as 3 nm assemble into spherical superstructures of 20 nm. The individual crystallites and the 
assemblies continue to grow at a similar pace. The combination of complementary X-ray spectroscopy 
and scattering methods thus provides a detailed perspective on the formation of CoO nanoassemblies. 

The morphology of nanomaterials can be modified via secondary chemical reactions after the growth 
stage. Several pathways exist yielding hollow nanoparticles, but the exact mechanisms via which the 
hollowing occurs are often difficult to probe, since the applicability of transmission electron microscopy 
(TEM) in solution is limited. X-ray microscopy overcomes the limitations of TEM due to the high 
penetration power of X-rays and enables visual in situ studies on the morphological evolution of 
nanomaterials in a thick chemical reactor. Ptychography is a lensless coherent imaging technique in 
which the object is reconstructed computationally from a set of far-field diffraction patterns. To enable 
in situ imaging with X-ray ptychography, a reactor with high mechanical and thermal stability is 
designed.  

The applicability of X-ray ptychography for in-solution imaging is demonstrated on the example of 
Cu2O nanocubes growing on the windows of the reactor. The method allows to reconstruct separate 
images of nanocubes growing on the entrance and the exit windows of the reactor with the multi-slicing 
approach. Since the distance between the reactor windows exceeds the depth of field of the imaging 
experiment, multi-slicing additionally allows for an optimal lateral resolution of the images. A series of 
in situ images is recorded to track the growth and subsequent hollowing of the nanocubes with a spatial 
resolution of 66 nm and a time resolution of 21.6 min. The nanocubes reach an average size of 450 nm. 
The hot solution or free floating particles in the beam path induce background artefacts, however they 
do not compromise the image interpretation. Knowing the composition of the nanocubes, the 
quantitative phase shift in the images allows to calculate the particle thickness along the beam direction. 
This reveals that the nanocubes have in fact the shape of cuboids with one shorter edge perpendicular to 
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the substrate. Hollowing sets in when the Cu2O nanocuboids are reduced to metallic copper in the solid 
state. The void formation starts close to the particle-substrate interface. 

With an extended setup, scanning X-ray diffraction (XRD) is measured alongside the ptychographic 
images during the growth of Cu2O nanocuboids. This multimodal approach allows to link the shape of 
the particles with their crystallographic orientation, indicating the presence of (100) crystallographic 
planes at the facets of the nanocuboids. In a subsequent galvanic replacement reaction, the Cu2O is 
replaced with gold. The material contrast in the X-ray images enables to clearly distinguish the newly 
formed shell of gold particles from the Cu2O template. As the reaction progresses, porous gold 
nanocages form. 

The experiments indicate that radiation damage is a recurring problem for in situ imaging of 
nanochemical processes in solution. The interaction of the X-ray beam with reagents or with the solvent 
induces side reactions which can make the composition and morphology of the nanoparticles deviate 
from the usual reaction product. Taking images at a photon energy of 15 keV greatly reduces this effect 
in the case of Cu2O nanocuboids compared to imaging at 8.98 keV. Furthermore, the comparison of 
images measured in the X-ray focus with such measured out of focus shows that distributing the 
radiation dose to a large area reduces the damage when imaging the galvanic replacement with gold. 
Near-field ptychography can be used with a larger X-ray probe compared to the far-field ptychographic 
measurements in this work. In future experiments, the near-field method may thus allow to further 
reduce radiation damage. 
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Zusammenfassung 

Nicht-klassische Nukleations- und Wachstumsprozesse von Nanomaterialien in Lösung beinhalten oft 
die Entstehung von prä-kristallinen Vorstufen und die Assemblierung von Bausteinen zu 
Überstrukturen, wobei Nanomaterialien mit komplexer Morphologie entstehen. Im Rahmen nicht-
klassischer Prozesse stellt die Bildung von unorientierten Nanopartikel-Assemblaten aus amorphen 
Vorstufen einen besonders wenig erforschten Prozess dar. Dennoch ist ein tiefes Verständnis der 
zugrundeliegenden Mechanismen erforderlich, um eine gezielte Kontrolle über die Synthese zu 
erreichen. In dieser Arbeit werden röntgenbasierte in situ Spektroskopie-, Streuungs-, und Mikroskopie-
Methoden eingesetzt, um chemische und strukturelle Veränderungen während der komplexen Synthesen 
von Nanomaterialien in Lösung zu verfolgen. 

Eine Kombination von hochaufgelöster, fluoreszenzdetektierter Röntgen-Nahkanten-Absorptions-
spektroskopie (engl. high energy-resolution fluorescence-detected X-ray absorption near edge structure, 
HERFD-XANES) mit Röntgenstreuung wird verwendet, um den nicht-klassischen Nukleations- und 
Wachstumsmechanismus von unorientierten CoO-Nanoassemblaten zu entschlüsseln. Die 
Spektroskopie ist empfindlich auf Veränderungen in der direkten chemischen Umgebung des 
absorbierenden Atoms. Sie zeigt, dass zunächst das Edukt Cobalt(III)-acetylacetonat zu Cobalt(II)-
acetylacetonat reduziert wird. Gleichzeitig lagert sich der Komplex von einer oktaedrischen zu einer 
quadratisch-planaren Konformation um und koordiniert zusätzlich zwei Sauerstoffatome von 
Lösungsmittelmolekülen. Eine Analyse von Totalstreuungsdaten (engl. total scattering) mittels 
Paarverteilungsfunktionen (engl. pair distribution function, PDF) bietet komplementäre strukturelle 
Informationen über die Reaktionsstadien vor und währen der Kristallisation. Die Paarverteilungs-
funktionen ermöglichen es, eine Vergrößerung der Co-O Bildungslänge während der Umstrukturierung 
des Komplexes und der anschließenden Kristallisation von CoO zu bestimmen. Eine Untersuchung 
mittels Kleinwinkelstreuung (engl. small-angle X-ray scattering, SAXS) zeigt, dass CoO-Kristallite mit 
einer Größe von nur 3 nm zu 20 nm großen, sphärischen Überstrukturen assemblieren. Die einzelnen 
Kristallite und die Assemblate wachsen mit ähnlichen Geschwindigkeiten weiter. So bietet die 
Kombination von komplementären Methoden der Röntgenspektroskopie und -streuung einen 
detaillierten Einblick in die Entstehung von CoO-Nanoassemblaten. 

Die Morphologie von Nanomaterialien kann durch sekundäre chemische Reaktionen nach der 
Wachstumsphase verändert werden. Es existieren verschiedene Wege, die zu hohlen Nanopartikeln 
führen, doch die exakten Mechanismen der Hohlraumbildung sind oft schwer zu untersuchen, da die 
Anwendbarkeit von Transmissionselektronenmikroskopie (engl. transmission electron microscopy, 
TEM) in Lösung begrenzt ist. Röntgenmikroskopie überwindet diese Einschränkung von TEM aufgrund 
des großen Durchdringungsvermögens von Röntgenstrahlung, und ermöglicht visuelle in-situ-
Untersuchungen der morphologischen Entwicklung von Nanomaterialien in einem ausgedehnten 
chemischen Reaktor. Ptychographie ist eine linsenlose, kohärente Bildgebungstechnik, die einen 
rechnergestützten Algorithmus zur Rekonstruktion eines Objektes aus einem Satz von Fernfeld-
Beugungsmustern verwendet. Um die in-situ-Bildgebung mit Röntgenptychographie zu ermöglichen, 
wird ein Reaktor mit hoher mechanischer und thermischer Stabilität konstruiert. 

Die Anwendbarkeit von Ptychographie für die Bildgebung in Lösung wird am Beispiel von Cu2O-
Nanowürfeln demonstriert, die auf den Fenstern des Reaktors wachsen. Die Methode erlaubt es, mithilfe 
von Mehrschichtptychographie (engl. multi-slicing) separate Bilder von Nanowürfeln auf dem Eintritts- 
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und dem Austrittsfenster des Reaktors zu rekonstruieren. Da der Abstand zwischen den Fenstern die 
Schärfentiefe des bildgebenden Experiments übersteigt, führt die Mehrschichtptychographie zudem zu 
einer optimalen lateralen Auflösung der Bilder. Eine Serie von in-situ-Bildern wird aufgenommen, um 
das Wachstum und die darauffolgende Hohlraumbildung in den Nanowürfeln mit einer räumlichen 
Auflösung von 66 nm und einer Zeitauflösung von 21,6 min zu verfolgen. Die Nanowürfel erreichen 
eine durchschnittliche Größe von 450 nm. Die geheizte Lösung oder frei bewegliche Partikel im 
Strahlengang verursachen Hintergrundartefakte, die jedoch nicht die Interpretierbarkeit der Bilder 
beeinträchtigen. Da die Zusammensetzung der Nanowürfel bekannt ist, erlaubt es der quantitative 
Phasenschub in den Ptychogrammen, die Dicke der Partikel entlang der Strahlrichtung zu berechnen. 
Dies zeigt, dass die Nanowürfel eigentlich die Form flacher Quader haben, bei denen die Seite 
rechtwinklig zum Substrat kürzer ausfällt. Die Hohlraumbildung setzt ein, wenn die Cu2O-Nanoquader 
im festen Zustand zu metallischem Kupfer reduziert werden. Der Hohlraum entsteht nahe der 
Grenzfläche zwischen Partikeln und Substrat. 

Mit einem erweiterten Aufbau wird zusätzlich zur Ptychographie ortsaufgelöste Röntgenbeugung (engl. 
X-ray diffraction, XRD) während des Wachstums der Cu2O-Nanoquader gemessen. Dieser multimodale 
Ansatz erlaubt es, die Form der Partikel mit ihrer kristallographischen Orientierung in Verbindung zu 
setzen. Dies zeigt, dass an den Oberflächen der Nanoquader (100) Kristallebenen vorhanden sind. In 
einer anschließenden galvanischen Austauschreaktion wird Cu2O mit Gold ersetzt. Der Materialkontrast 
in den Röntgenbildern ermöglicht es, die neu gebildete Schicht von Goldpartikeln von dem Cu2O-
Vorläufer klar zu unterschieden. Die Reaktion bildet schließlich poröse Gold-Nanokäfige. 

Die Experimente machen deutlich, dass das Auftreten von Strahlenschaden ein wiederkehrendes 
Problem bei der in-situ-Bildgebung von nanochemischen Prozessen in Lösung ist. Die Wechselwirkung 
des Röntgenstrahls mit Reagenzien oder mit dem Lösungsmittel induziert Nebenreaktionen, die zu einer 
Abweichung in der Zusammensetzung oder der Morphologie der Nanopartikel vom erwarteten 
Reaktionsprodukt führen können. Im Fall von Cu2O-Nanoquadern reduziert das Messen bei einer 
Photonenenergie von 15 keV diesen Effekt deutlich gegenüber einer Messung bei 8,98 keV. Weiterhin 
zeigt ein Vergleich von Bildern, die im Fokus des Röntgenstrahls aufgenommen wurden mit solchen 
außerhalb des Fokus, dass eine Verteilung der Strahlendosis auf eine große Fläche den Strahlenschaden 
bei der Abbildung der galvanischen Austauschreaktion mit Gold reduziert. Im Vergleich zu der in dieser 
Arbeit angewendeten Fernfeld-Ptychographie kann Nahfeld-Ptychographie mit einer größeren Röntgen-
beleuchtung verwendet werden. In zukünftigen Experimenten kann die Nahfeld-Methode daher helfen, 
den Strahlenschaden weiter zu reduzieren. 
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1 Introduction 

The properties of materials often change drastically when they are structured on the nanometer scale. 
This effect is known since the pioneering experiment by Faraday back in 1857, demonstrating that the 
color of colloidal gold nanoparticles changes when modifying the particle size.1 We attribute the 
dependence of the material properties on the particle size to the large surface-to-volume ratio of 
nanoparticles. In consequence, the surface dominates their function. For gold, the surface makes up more 
than 30% of all the atoms in the particle when the size drops below 3 nm.2 

Only in the 1970s, nanoparticles became visible by the use of electron microscopy.3, 4 This development 
represents a milestone on the way to understanding the nanoscopic properties of materials. In 
combination with spectroscopic methods, visual observations on the nanoscale significantly facilitate 
studying the relation between the fundamental physical properties of nanoparticles and their 
morphology.5 Staying with the example of colloidal gold, experiments pointed out that a changing 
particle size influences the resonance frequency of surface plasmons, which in turn results in the 
absorption of different parts of the visible light spectrum.4 Another major step forward in nanomaterials 
research followed in the 1990s, when the first semiconductor nanoparticles were realized. It was found 
that nanostructured semiconductors exhibit a size-dependent electronic band gap due to spatial 
confinement.6, 7 Furthermore, the catalytic activity of crystalline nanoparticles can be improved by 
tuning their morphology. Highest catalytic activity is often reached with a morphology that leads to the 
preferential exposure of the most active crystallographic facets at the surface of the nanocrystals. Today, 
nanostructured materials are utilized in a wide range of applications such as optical devices,8, 9 energy 
conversion and storage,10 as well as sensors.11  

Tailoring the properties of nanomaterials for specific applications requires rational control over their 
morphology and composition during the chemical synthesis in solution. To this end, the classical 
nucleation theory (c.f. Section 2.1) is a commonly utilized model.12 It describes the formation of 
nanocrystals in a supersaturated solution via the addition of monomeric species onto a primary nucleus. 
Although the classical model holds for the growth of single-crystalline nanoparticles, it fails to explain 
more complex growth processes involving the assembly of primary building blocks into distinct 
superstructures. Such processes are therefore summarized under the term nonclassical nucleation and 
growth (c.f. Section 2.2).13 The CoO nanoassemblies shown in Figure 1.1a can serve as an example here. 
In a previous work, nanoassemblies of different cobalt oxides have been synthesized using a 
solvothermal route.14 High-resolution transmission electron microscopy (HR-TEM) revealed that the 
nanoassemblies consist of smaller CoO nanocrystals with no common crystallographic orientation.  This 
observation suggests a nonclassical formation pathway. However, due to the lack of models that can 
accurately describe the nonclassical formation of unoriented nanoassemblies, the exact mechanism 
underlying the assembly process remained unclear. 

Moreover, changing the material composition via secondary chemical reactions after the growth stage 
can be used to modify the morphology. Here, the formation of voids yielding hollow nanoparticles 
represents a major pathway. Owing to their large surface area and at the same time low density, hollow 
nanostructures are an attractive class of material for practical applications. They can serve in drug 
delivery,15 as catalysts16 as well as nanoreactors by encapsulating active agents.17 However, even though 
different void formation mechanisms are known (c.f. Section 2.3), it is not always clear which of them 
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applies to a particular reaction, and combinations of the mechanisms are possible. The bowl-shaped 
copper nanocubes shown in Figure 1.1b form during the solvothermal reduction of substrate-bound 
Cu2O nanocubes.18 They have an average size of 450 nm. However, the underlying hollowing 
mechanism is difficult to probe using TEM, since this method requires thin samples and cannot penetrate 
the bulky liquid environment necessary for the solvothermal reaction. 

 

Figure 1.1. False-colored scanning electron microscopy (SEM) images of materials showing 
nonclassical crystallization and shape transformation. a Unoriented CoO nanoassemblies. b Bowl-
shaped Cu nanocuboids formed via hollowing of substrate-based Cu2O nanocuboids. 

The limited knowledge on CoO nanoassembly formation and Cu2O nanocube hollowing underline the 
fact that understanding nonclassical nucleation and growth phenomena as well as secondary shape 
transformations continues to be a major challenge. Synchrotron-based X-ray methods (Chapter 3) are 
effective tools to overcome this problem. Since X-rays have the power to penetrate thick chemical 
reactors, they can be utilized to study the formation of nanomaterials in situ. This way, X-ray methods 
can help to elucidate the mechanisms underlying complex nanomaterial morphologies, which is a key 
requirement for rationally controlled syntheses and consequently, for highly efficient functional 
nanomaterials. 

1.1 Scope of this thesis 

After this general introduction, the classical nucleation theory is explained, followed by a comparison 
of different nonclassical nucleation and growth pathways as well as an overview of self-templating void 
formation mechanisms in nanoparticles (Chapter 2). Fundamentals of different X-ray based methods 
utilized to study nanomaterials are discussed in Chapter 3, pointing out their respective strengths and 
weaknesses to characterize chemical, structural, and morphological aspects of a material synthesis. 

The aims of the subsequent chapters are two-fold: First, in situ X-ray spectroscopy and scattering 
methods (c.f. Section 3.1) are utilized to disentangle the formation of the unoriented CoO 
nanoassemblies shown in Figure 1.1a (Chapter 4). The combination of different X-ray techniques allows 
to bridge the length scales from dissolved precursor molecules to the final nanoassemblies, elucidating 
all steps of the nonclassical formation mechanism. The in situ studies point out a rearrangement of the 
organo-metallic precursor complex at the pre-nucleation stage, followed by the growth of individual 
CoO crystallites and their concomitant assembly into a polycrystalline superstructure. 

Similar excitement as it was caused decades ago by the first electron microscopy observations of 
nanoparticles may arise today from visualizing in real time their formation and transformation in 
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solution using X-rays. Thus, the second aim of this thesis is to employ in situ X-ray ptychography (c.f. 
Section 3.2.2) to enable the visualization of growth and subsequent shape transformation processes of 
nanoparticles inside a chemical reactor. A novel reactor is designed to enable imaging experiments in 
solution with position stability in the nanometer range (Chapter 5). First ex situ experiments help to 
optimize the experimental procedure for imaging inside the reactor (Chapter 6). Since the nanoparticles 
can grow on both the entrance, and the exit windows of the reactor, it is necessary to apply the multi-
slicing model in ptychography (c.f. Section 3.2.2.2) and reconstruct separate images of particles on 
either of the windows. Subsequently, an in situ microscopic experiment showcases the applicability of 
X-ray ptychography for in-solution imaging on the example of substrate-based Cu2O nanocubes 
(Chapter 7). The growth of the nanocubes is followed by a hollowing process, yielding the bowl-shaped 
copper nanocubes shown in Figure 1.1b. Ptychography can even access the thickness of nanocubes, 
allowing to model their three-dimensional (3D) morphology and to uncover the hollowing mechanism. 
A multimodal approach rounds off the in situ microscopic study of Cu2O nanocubes (Chapter 8). The 
simultaneous measurement of X-ray ptychography and diffraction permits to link the shape of the 
nanocubes with their crystallographic orientation. Furthermore, a galvanic replacement of nanocube 
templates with gold is visualized. The thesis concludes by giving an outlook on future developments in 
the field of X-ray microscopy for in situ observations of nanomaterials (Chapter 9). 

Comment on the use of the term we in this thesis: In chapters explaining experimental methods and 
instrumentation, the term we refers to the reader and the author of the thesis and is used to guide the 
reader through the text. In chapters presenting the results of individual research studies, we means all 
authors of the respective work. 
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2 Growth of complex nanomaterials 

2.1 The classical nucleation theory 

We have seen in the previous chapter that the demand for nanoparticles with tailored sizes steadily 
increased since their discovery. To this end, rational control over the chemical synthesis and the ability 
to predict the size of the final particles were required. In 1950, LaMer and Dinegar had proposed a theory 
about the nucleation of a solid phase from a supersaturated solution.19 Since the mid-eighties, this theory 
was commonly adopted to model the formation of nanoparticles.12 When the supersaturation of a 
solution exceeds a critical level, a crystalline nucleus can form either via homogeneous nucleation as a 
result of random collisions of monomeric species, or via heterogeneous nucleation, that is from the 
interaction of monomer with a seed. The nucleation step is followed by layer-by-layer growth of a 
crystalline nanoparticle via the addition of more monomer from the solution onto the nucleus. This 
simple model is nowadays referred to as the classical nucleation theory. 

Consulting the Gibbs free energy of the nucleation process Δ𝐺𝐺nuc (Equation 2.1) allows to quantify the 
size of a stable nucleus.20 

 Δ𝐺𝐺nuc = −4

3
𝜋𝜋𝑟𝑟3 · Δ𝐺𝐺V + 4𝜋𝜋𝑟𝑟2𝛾𝛾 , ( 2.1 ) 

where Δ𝐺𝐺V is the free energy per unit volume of the solid phase, 𝛾𝛾 refers to the surface energy per unit 
area of the nanoparticle and 𝑟𝑟 is the particle radius. The first term denotes a decrease of the bulk free 
energy upon the formation of chemical bonds in the solid phase, while the second term represents an 
increase of the free energy due to the newly formed surface. As the surface-to-volume ratio decreases 
with 𝑟𝑟, we directly see that there must be a critical radius 𝑟𝑟∗ below which a nucleus is not stable and 
tends to re-dissolve. For 𝑟𝑟 > 𝑟𝑟∗, the nucleus is stable and further growth is energetically favorable.2 This 
behavior is illustrated in Figure 2.1a. In the classical model, the crystal shape is governed by the 
difference in surface energy of the crystallographic facets. The area of high-energy surfaces decreases 
during crystal growth, while low-energy surfaces are preferentially expressed.21 

 

Figure 2.1. Plots of the Gibbs free energy for a classical and b nonclassical nucleation and growth. The 
classical model predicts a critical radius 𝑟𝑟∗ below which a nucleus is unstable and tends to dissolve. 
Above 𝑟𝑟∗, growth is energetically favorable. Nonclassical pathways exhibit one or more stable 
intermediate structures within a multi-step growth pathway.22, 23 
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In response to the ever-growing demand for nanomaterials tailored for specific applications, 
nanostructures of various morphologies and compositions have been synthesized in recent years. It 
became evident that many of the newly synthesized materials do not follow the formation pathway 
outlined by LaMer, challenging the universal validity of the established classical theory. Therefore, we 
shall review nonclassical formation pathways in the next section. 

2.2 Nonclassical nucleation and growth 

In the classical model, the growth of nanoparticles is solely described by the addition of atoms, ions, or 
molecules onto a crystalline nucleus. Nonclassical nucleation and growth is a general term to describe 
crystallization processes that do not follow the classical model, but involve the formation of distinct pre-
crystalline entities and the aggregation of primary building blocks into superstructures. Consequently, 𝛾𝛾 and Δ𝐺𝐺V in Equation 2.1 become functions of the particle size as well as particle-particle interactions, 
resulting in stable intermediate structures and multi-step material formation pathways (Figure 2.1b).22 
Recent review articles13, 24 present elaborate overviews of nonclassical crystallization and categorize 
known pathways. This section summarizes major aspects by means of the schematic illustrations shown 
in Figure 2.2. 

The nonclassical concept of nucleation is fundamentally different from the classical theory. Initially, 
stable aggregations of precursor species emerge, generally referred to as pre-nucleation clusters, which 
are of amorphous nature (top left of Figure 2.2).25 From the pre-nucleation clusters, the pathways in 
Figure 2.2 split into two major branches, crystal growth (Figure 2.2a-c) and the formation of liquid 
droplets or amorphous precursors (Figure 2.2d). In the following, we shall discuss the two branches 
individually. 

 

Figure 2.2. Schematic illustration of classical and nonclassical crystallization pathways. a Classical 
crystallization from a stable nucleus to a single crystal by monomer addition. b Oriented aggregation of 
nanoparticles which can be followed by fusion into a single crystal. c Oriented aggregation of 
nanoparticles stabilized by organic ligands into a mesocrystal. Also the mesocrystal can fuse into a single 
crystal. d Formation of an unoriented assembly of nanoparticles via liquid droplets or an amorphous 
precursor phase. Adapted with permission from 13. Copyright 2019, American Chemical Society. 

d

a b c
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2.2.1 Oriented aggregation 

As shown in the top left of Figure 2.2, primary nanoparticles can crystallize from the pre-nucleation 
clusters. If the primary nanocrystals continue to grow (Figure 2.2a), the product is simply a single crystal 
as we know it from the classical model. However, the primary nanocrystals can also aggregate in a 
common crystallographic orientation, forming an ordered assembly of iso-oriented nanoparticles (Figure 
2.2b). The driving force of the attachment is the overall reduction of surface energy. Fusion of individual 
particles into a single crystal may follow, resulting in the same product as a classical nucleation and 
growth scenario. Furthermore, the interaction of organic ligands bound to the surface of the primary 
nanocrystals can mediate the aggregation process (Figure 2.2c). The ligands temporarily stabilize the 
primary nanocrystals and act as spacers in the final assemblies. An oriented assembly stabilized in such 
way is called a mesocrystal. 

2.2.2 Unoriented assemblies 

Starting from pre-nucleation clusters, crystallization can also occur via liquid droplets or amorphous 
precursors (Figure 2.2d). This pathway does not involve well-defined primary nanocrystals. It yields 
polycrystalline assemblies with complex shapes and no common crystallographic orientation of the 
building units. Some bio-inspired materials26 and biominerals are known to follow this mechnism,23, 27 
such as the formation of calcite structures in sea urchin spine via a granular phase of amorphous mineral 
particles.28 However, the emergence of unoriented nanoparticle assemblies, also referred to as 
nonoriented assemblies,29 is a multifaceted but rather unexplored branch as indicated by the question 
mark in Figure 2.2d. No generalized theory yet exists that could unequivocally explain the mechanisms 
leading from distinct, pre-crystalline entities to unoriented nanoassemblies. Thus, it is required to study 
the underlying mechanisms in more detail. In situ X-ray spectroscopic and scattering methods (c.f. 
Section 3.1) are effective tools to this end. 
Note that polycrystalline assemblies can also form via unoriented aggregation of primary crystalline 
particles,30 which is however not covered in this thesis. 

2.3 Void formation mechanisms 

Following the nucleation and growth stages, secondary transformations in solution can modify the 
composition and morphology of a nanomaterial. Void formation, or hollowing, is a major process in this 
regard. Hollowing mechanisms that directly follow the growth step are referred to as self-templating 
mechanisms. Here, the template defines the shape of the final structure while at the same time, it is 
involved in the chemical reaction that forms the final compound. We can distinguish four major self-
templating mechanisms: Ostwald ripening, the nanoscale Kirkendall effect, surface-protected 
conversion and electroless galvanic replacement.31 Figure 2.3 shows an overview of the self-templating 
hollowing mechanisms. Each mechanism is described in more detail in the following sections. 



2 Growth of complex nanomaterials 

18 
 

 

Figure 2.3. Overview of self-templating hollowing mechanisms of nanoparticles. a Ostwald ripening. 
b The nanoscale Kirkendall effect. c Surface-protected conversion. d Galvanic replacement reaction 

2.3.1 Ostwald ripening 

Ostwald ripening is a well-established phenomenon in crystal growth driven by the difference in surface 
energy for nanoparticles with different sizes. As we have seen earlier in Equation 2.1 and Figure 2.1a, 
the free energy of small particles is reduced when they decrease in size, that is when they dissolve. For 
large particles, the contribution of the bulk free energy dominates, and growth is energetically 
favorable.32 When the concentration of dissolved species is low at the end of a nanoparticle synthesis, 
the critical radius shifts to higher values compared to the nucleation stage. At this time, small crystals 
begin to re-dissolve, while the released material is taken up by large crystals which continue to grow. 

 

Figure 2.4. Hollowing of TiO2 spheres via Ostwald ripening. a Schematic illustration of the ripening 
process. b TEM image of the TiO2 spheres before ripening and c after 20 h of ripening. Scale bars: 
200 nm. Adapted with permission from 33. Copyright 2004, American Chemical Society. 
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In an assembly of nanoparticles composed of smaller or less densely packed crystallites in the center 
and larger or more compact crystallites in the shell, Ostwald ripening hence causes hollowing of the 
assembly.34 This behavior was first demonstrated for hollow TiO2 spheres composed of small crystalline 
nanoparticles synthesized from TiF4 under hydrothermal conditions at 180 °C (Figure 2.4).33 Varying 
the precursor concentration furthermore resulted in different surface morphologies. While a low 
precursor concentration led to hollow spheres with smooth surfaces (type (i) in Figure 2.4a), a high 
concentration caused rough surfaces (type (ii)). Void formation by Ostwald ripening also occurred in 
mesocrystals assembled from CaTiO3 nanocubes.35 

2.3.2 The nanoscale Kirkendall effect 

In classical metallurgy, the Kirkendall effect occurs in the case of unequilibrated inter-diffusion of atoms 
at an interface of two metals. In his first experiment in 1942,36, 37 Kirkendall studied the interface 
between copper and brass. He observed a shift of the interface due to the faster diffusive flux of zinc 
into copper (𝐽𝐽A) than copper into brass (𝐽𝐽B), resulting in a net directional flow of mass. In consequence, 
a net diffusive flux of vacancies (𝐽𝐽V) towards the faster diffusion component sets in. The vacancies 
accumulate and coalesce, giving rise to void formation close to the interface. This process is illustrated 
in Figure 2.5a. Kirkendall voids at metal interfaces are usually not desired, as they can cause for example 
cracks at solder joints or failures of integrated circuits.38 

However, scientists have turned this destructive effect into an advantage, using it to synthesize hollow 
nanoparticles.39 When a nanoparticle consisting of a metal M is oxidized by a nonmetal X, the reaction 
starts at the surface forming a shell of compound MXn. For most metal oxides, sulfides, nitrides and 
phosphides, the metal cations of the respective diffusion pairs have significantly higher diffusion 
coefficients.40 Thus, the outward diffusion of M towards the surface is faster than the inwards diffusion 
of X, and the resulting net inward flux of vacancies leads to the formation of voids.41 

 

Figure 2.5. Hollowing through the nanoscale Kirkendall effect. a Illustration of the Kirkendall effect at 
the interface between two metals A and B with diffusive fluxes 𝐽𝐽𝐴𝐴 and 𝐽𝐽𝐵𝐵. If 𝐽𝐽𝐴𝐴 is larger than 𝐽𝐽𝐵𝐵, a net 
flux of vacancies (𝐽𝐽𝑉𝑉) causes void formation in metal A. b Illustration of the Kirkendall effect on the 
nanoscale, yielding a hollow particle of compound MXn from the reaction of a solid particle of metal M 
with a nonmetal X. c-f Formation of hollow NiO nanoparticles from solid Ni templates. Panel a reprinted 
with permission from 41. Copyright 2013, American Chemical Society. Panel b reprinted with 
permission from 42. Copyright 2014, Royal Society of Chemistry. Panels c-f adapted with permission 
from 43. Copyright 2010, American Chemical Society. 

The vacancies accumulate close to the interface between M and MXn, initially causing a separation of 
the core from the shell. The resulting yolk-shell structure is a composite material consisting of an M 
yolk surrounded by an MXn shell. At full conversion, the reaction yields a hollow MXn nanoparticle 
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(Figure 2.5b).38, 41 Figure 2.5c-f exemplarily show this effect for the formation of hollow NiO 
nanoparticles from solid Ni templates.43 

2.3.3 Surface-protected conversion 

The Kirkendall effect leads to hollow structures in the special case of oxidation reactions of a metal M 
to form a compounds MXn. However, voids can also form during other chemical conversions if those 
involve a phase change leading to a volume shrinkage upon mass loss from the crystal lattice or upon 
densification. In such a scenario, it is key to protect the surface of the nanoparticles with strongly 
interacting capping ligands to stabilize it against a morphological deformation. Then, it is energetically 
favorable to compensate the volume reduction by the formation of voids in the interior of the 
nanoparticle instead of decreasing its outer dimension and therefore its passivated surface area (Figure 
2.6).31 

First experiments demonstrated the hollowing of TiO2 spheres associated with surface protection by 
poly(acrylic acid) ligands. When part of the material was etched with diethylene glycol, the outer shells 
of the spheres remained intact while the cores preferentially dissolved.44 Later, the conversion of solid 
β-FeOOH nanorods into hollow Fe3O4 structures pointed out that this effect could not only take place 
during an etching step, but also upon chemical reduction of a metal compound in the solid state. Again, 
the surface was passivated with poly(acrylic acid). When the loss of oxygen and hydrogen ions from the 
lattice during the phase change caused a volume shrinkage, hollowing occurred rather than deformation 
of the nanorod surface.45 

 
Figure 2.6. Schematic illustration of the surface protected conversion mechanism. After passivating the 
surface with strongly bound ligands, compound MXn is reduced to metal M. The mass loss is 
compensated by void formation. 

Similarly, porous MnO nanoplates formed during the reduction of Mn(OH)2 nanoplates,45 and solid CoO 
nanoparticles transformed into hollow Co nanoboxes.46 For the latter, oleylamine at the same time acted 
as solvent, passivating ligand and reducing agent in a simple one-pot route. 

2.3.4 Galvanic replacement reaction 

A galvanic replacement reaction (GRR) is a reaction between two metals, one of them contained in a 
sacrificial solid template particle, the other one dissolved in an aqueous solution. The driving force is 
the difference in the electrochemical reduction potentials of the metals, resulting in a favorable redox 
reaction. When a metal ion from in the solution gets in contact with the surface of the template, it reacts 
with an atom or ion in the template and thereby deposits onto the surface of the template, while the 
template itself dissolves. This way, a shell of new material forms around the template.31 
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Figure 2.7. Schematic illustration of the GRR of Mn3O4 with Fe2+ via the pinhole corrosion mechanism. 
From 47. Reprinted with permission from the AAAS. 

The coverage of the template with the initial shell increases, the dissolution of the template becomes 
more pronounced in the weakly covered areas, which causes the formation of pinholes. Experiments on 
the replacement of manganese(II, III) oxide nanocubes with iron(II) perchlorate indicate that the pores 
then act as transport paths for the dissolution of the core material.47 Finally, the inner surfaces of the 
template get covered as well, resulting in a thickening of the walls. The process is called pinhole 
corrosion mechanism and is illustrated on the example of Mn3O4 nanocubes in Figure 2.7. Due to the 
shell formation, the final hollow structures usually possess larger outer dimensions compared to the 
template. 

The GRR represents a versatile method to prepare hollow nanostructures, and combinations with other 
void formation mechanisms are possible.48 As the pinhole corrosion mechanism may leave layers of the 
template material within the shell of the hollow particles (last step in Figure 2.7), Kirkendall diffusion 
between the two materials can occur subsequently. This way, using repeated processing, multi-walled 
and multi-material hollow nanostructures can emerge.49 

2.4 Summary 

In the scope of the classical nucleation theory (c.f. Section 2.1), a crystalline nucleus forms in a 
supersaturated solution of atomic, ionic, or molecular monomers. If the size of the nucleus exceeds a 
critical radius, growth is energetically favorable. Nonclassical nucleation and growth phenomena (c.f. 
Section 2.2) deviate from the classical model. They involve the formation of pre-nucleation clusters and 
the aggregation of building blocks into superstructures. We distinguish oriented aggregation from the 
formation of unoriented assemblies. Oriented aggregation (c.f. Section 2.2.1)  describes the formation 
of a superstructure of nanocrystals with a common crystallographic orientation from primary, crystalline 
building blocks. Unoriented, polycrystalline assemblies (c.f. Section 2.2.2) can form without the 
crystallization of primary particles, but via amorphous intermediates or liquid droplets. The emergence 
of unoriented assemblies from amorphous intermediates in a rather unexplored pathway. 

We furthermore distinguished four self-templating void formation mechanisms that can follow the 
growth of nanoparticles: Ostwald ripening, the nanoscale Kirkendall effect, surface-protected 
conversion and electroless galvanic replacement. Ostwald ripening (c.f. Section 2.3.1) does not involve 
a chemical change of the material. If a nanoassembly consists of smaller particles in the center, the 
higher free energy of the central particles induces their dissolution, while particles at the surface grow 
and densify. The Kirkendall effect (c.f. Section 2.3.2) occurs when a nanoparticle consisting of a metal 
M is oxidized by a nonmetal X. The faster diffusion of M towards the surface compared to the inwards 
diffusion of X results in void formation. Hollowing via surface-protected conversion (c.f. Section 2.3.3) 
takes place when the surface of a nanoparticle is stabilized by strongly interacting ligands while the 
particle undergoes a phase change that leads to a volume shrinkage. A GRR (c.f. Section 2.3.4) yields 
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hollow structures if the more noble reactant forms a shell around a less noble template while the template 
dissolves. 
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3 Fundamentals of X-ray based methods utilized to study 

nanomaterials  

Material properties, chemical and structural ones, can be deduced from the interaction of the material 
with X-rays. This chapter introduces X-ray analytical and microscopy techniques and points out their 
respective strengths and weaknesses to observe different stages of nanomaterials formation and 
transformation. We shall see that the methods are often complementary to each other and combining 
them in multimodal experiments leads to the most complete picture of a synthesis. 

The most basic phenomenon is the interaction of an X-ray wave with an electron. In a classical picture, 
the incident electromagnetic wave accelerates the electron which in turn emits radiation of the same 
frequency. This effect is known as Thomson scattering. For the ensemble of electrons in an atom, we 
describe the scattering by means of the atomic form factor 𝑓𝑓0(𝒒𝒒), which is a function of the scattering 
vector 𝒒𝒒 = 𝒌𝒌i − 𝒌𝒌f, with 𝒌𝒌i and 𝒌𝒌f being the incident and outgoing wavevectors, respectively. 

When electrons are bound to an atomic nucleus, they are not entirely free to follow the incident 
electromagnetic wave. In our classical picture, we could think of such a bound electron interacting with 
the wave as a forced damped oscillator. A corresponding derivation is presented in 50, chapter 8. In 
essence, the scattering length of the atom is reduced, which is described by an additional term 𝑓𝑓′(𝜔𝜔) in 
the atomic form factor. Furthermore, we need to add an imaginary term 𝑖𝑖𝑓𝑓′′(𝜔𝜔), which accounts for 
dissipation in the oscillator and describes the absorption of X-rays. The complete atomic form factor is 
thus given by 

 𝑓𝑓(𝒒𝒒,𝜔𝜔) = 𝑓𝑓0(𝒒𝒒) + 𝑓𝑓′(𝜔𝜔)− 𝑖𝑖𝑓𝑓′′(𝜔𝜔). ( 3.1 ) 

The scattering term 𝑓𝑓0(𝒒𝒒) is dominated by loosely bound electrons in high energy levels. The behavior 
of the two correction terms 𝑓𝑓′(𝜔𝜔) and 𝑓𝑓′′(𝜔𝜔), however, is governed by core level electrons with binding 
energies comparable to typical photon energies of X-rays. The correction terms are therefore functions 
of the frequency 𝜔𝜔 of the incident X-rays but independent of 𝒒𝒒. They reach extremal values if the photon 
energy equals the binding energy of a core-level electron. 

We shall see in the course of this chapter, that from the interactions between X-rays and matter described 
with 𝑓𝑓(𝒒𝒒,𝜔𝜔), we can arrive at several analytical and microscopy techniques.  In favor of a concise 
overview of these methods, we skip detailed derivations. The following descriptions are based on 
textbooks by Als-Nielsen and McMorrow,50 Egami and Billinge,51 and Jacobsen52, and readers who seek 
for a more fundamental approach are referred to the respective chapters there. 

3.1 X-ray analytical techniques 

3.1.1 X-ray absorption spectroscopy 

In X-ray absorption spectroscopy (XAS), we make use of the frequency dependence of the absorption 
term 𝑓𝑓′′ in the atomic form factor (Equation 3.1). The method provides element-specific chemical 
information on the absorbing atom, such as the oxidation state, and on ligands in the local chemical 
environment. XAS spectra also encode short-range structural information. 
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The simple model of the forced damped oscillator is thus insufficient to properly describe the absorption 
of X-rays by bound electrons, but a quantum mechanical treatment of electronic transitions would be 
required, and the chemical environment of the absorber would need to be considered in the calculation. 
However, it is not the goal of this section to model 𝑓𝑓′′ from first principles. Instead, we will approach 
the topic from an experimental perspective, where we describe the absorption of X-rays with the 
Lambert-Beer law,53 

 𝐼𝐼 = 𝐼𝐼0 · 𝑒𝑒−𝜇𝜇𝜇𝜇 ( 3.2 ) 

where 𝐼𝐼0 and 𝐼𝐼 are the incident and transmitted intensities, respectively, 𝑑𝑑 is the thickness of the sample 
and 𝜇𝜇 denotes the linear absorption coefficient. The absorption coefficient 𝜇𝜇 relates to 𝑓𝑓′′ by 

 µ = 2𝜌𝜌at𝑟𝑟0𝜆𝜆𝑓𝑓′′ ( 3.3 ) 

where 𝜌𝜌at is the average atomic number density, 𝑟𝑟0 is the Thomson scattering length and 𝜆𝜆 is the X-ray 
wavelength. An absorption spectrum results from measuring the dependence of 𝜇𝜇 on the incident photon 
energy 𝐸𝐸. 

If 𝐸𝐸 passes the binding energy of a core-level electron, we observe a jump in 𝜇𝜇 due to photo-absorption 
of an incident photon upon excitation of the electron. This jump is called an absorption edge. In the 
nomenclature of absorption edges, capital letters K, L, M,… denote the primary atomic quantum number 
n of the initial state, indexes are used both to denote the azimuthal quantum number l as well as to 
differentiate the high spin-orbit split of the core states. Thus, the excitation of a 1s electron gives rise to 
a single K edge, while the excitation of a 2s electron is assigned to the L1 edge, and excitations from the 
2p1/2 and 2p3/2 levels to the L2 and L3 edges, respectively. The position of the edge additionally depends 
on the oxidation state of the absorber. The binding energy of core-level electrons slightly increases in 
higher oxidation states, and the edge shifts towards higher incident energies.53 

 

Figure 3.1. a X-ray absorption spectrum of CoO at the K edge of Co measured with high energy-
resolution fluorescence-detection (HERFD, c.f. Section 3.1.1.1). b Energy diagram illustrating the 
excitations that contribute to the respective parts of the spectrum. 

During the following explanations, we will use cobalt as an example, since this element will play a major 
role in Chapter 4. Figure 3.1a shows the spectrum across the Co K edge in CoO measured in HERFD 
mode (c.f. Section 3.1.1.1). We can separate a typical absorption spectrum into three regions: pre-edge, 
X-ray absorption near edge structure (XANES) and extended X-ray absorption fine structure (EXAFS). 
The excitations contributing to the respective regions in the spectrum are shown in the energy diagram 
in Figure 3.1b. 
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In the vicinity of the edge, within the XANES region, 𝜇𝜇(𝐸𝐸) is approximately proportional to a symmetry-
selected unoccupied density of states (DOS), since the conservation of angular momentum during photo-
absorption implies the dipole selection rule. At the Co K edge, the main contribution to XANES 
therefore results from the excitation of a 1s electron into unoccupied p states, while excitations into 
unoccupied s, d or f states are excluded.54 However, we observe an exception to this rule when p and d 
states mix upon breaking of the inversion symmetry around the metal center. In that case, weak 
symmetry-forbidden quadrupole transitions of 1s into unoccupied d states give rise to small features in 
the pre-edge region. Such pre-edge features occur, among others, in the absorption spectra of transition 
metals.55 From roughly 50 eV above the edge, the spectral features are governed by the interference 
between photoelectrons excited into the continuum and those backscattered from surrounding atoms. 
This EXAFS region encodes the structure of the atomic arrangement around the absorber.54 

3.1.1.1 HERFD-XANES 

The end state of a conventional XAS experiment in transmission is an intermediate excited state with a 
finite lifetime 𝜏𝜏n. During the subsequent relaxation to the final state, an X-ray fluorescence photon is 
created. Even though we denote the state after this secondary process as the final state, further relaxation 
steps follow before reaching again the ground state. In turn, also the final state after photon emission 
has a finite lifetime 𝜏𝜏f. Figure 3.2a illustrates an energy diagram of a corresponding photon-in/photon-
out process at the Co K edge with a 1s→4p dipole transition and a weak 1s→3d quadrupole transition.56, 

57 Multiple decay pathways usually exist that translate into the emission of fluorescence photons with 
different energies. At the Co K edge, the 2p→1s relaxation leads to the emission of the Kα lines and the 

weak Kβ lines correspond to the 3p→1s decay channel. The full landscape of excitations and relaxations 

provides detailed information on the electronic structure and is probed by varying both the incident and 
the detected emission energies, resulting in a resonant inelastic X-ray scattering (RIXS) map (Figure 
3.2b). 

 

Figure 3.2. Illustration of the photon-in/photon-out process and HERFD-XAS. a Energy diagram of the 
1s→4p excitation in Co. b Example RIXS plane of a similar system. Solid lines indicate the lifetime 
broadening. The dashed line illustrates a HERFD-XAS measurement. c Comparison of a conventional 
XAS (dashed line) and HERFD-XAS (solid line). Panels b and c adapted by permission from Springer 
Nature Customer Service Centre GmbH: Springer, The European Physical Journal, 58, Copyright 2009. 

In conventional XAS, the finite lifetime of the intermediate state results in a core-hole lifetime 
broadening of the spectral features according to the Heisenberg uncertainty relation, limiting the energy 
resolution. Photon-in/photon-out spectroscopy provides the means to overcome this limitation. As we 
can see in Figure 3.2b, the broadening 𝛤𝛤n along the incident energy (here 𝛺𝛺) due to the lifetime of the 
intermediate state 𝜏𝜏n is strong. The lifetime of the final state 𝜏𝜏f causes a weaker broadening 𝛤𝛤f along the 
axis of energy transfer (𝛺𝛺 −  𝜔𝜔). Moving diagonally thorough the RIXS plane (dashed line) gives a 
spectrum that resembles the conventional absorption spectrum but has a broadening smaller than 𝛤𝛤n and 𝛤𝛤f. This method is called high energy-resolution fluorescence-detected (HERFD) XAS (solid line in 
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Figure 3.2c).58, 59 Of course, to take advantage of bypassing the lifetime broadening, the energy 
resolution of the experimental setup must also fall below it. To measure HERFD-XAS, the fluorescence 
is detected at a specific emission line while varying the incident energy. We must note that, since  only 
one of all possible relaxation channels is observed, HERFD-XAS spectra represent an approximation of 𝜇𝜇(𝐸𝐸) and some features may be different from conventional XAS (feature at 4969 eV in Figure 3.2c).59 

3.1.1.2 Following chemical reactions in solution 

In Chapter 1, we have seen that the increasing complexity of nanomaterials syntheses results in a high 
demand for advanced methods to probe the pathways in situ. With the high brilliance of modern 
synchrotron sources, XANES has become a powerful method to this end. The development of dedicated 
beamlines for photon-in/photon-out spectroscopy enables high quality data acquisition from dilute 
reaction mixtures at high time resolution. Moreover, recording XANES in fluorescence mode facilitates 
measurements in chemical reactors, since photons are emitted from the same spot where the incident 
beam interacts. Thus, the reactor only needs one X-ray transparent window. Furthermore, XAS does not 
require a specific aggregation state of the sample, but it can probe dissolved precursors, amorphous 
intermediates, and crystalline nanoparticles in a reaction mixture. 

Using the absorption spectrum as a fingerprint for a specific chemical compound is a common approach 
to track chemical reactions. A time-resolved set of spectra then allows to detect which compounds are 
present at all steps of a synthesis. To this end, the high energy resolution of HERFD-XANES means a 
strong advantage when distinguishing similar chemical species with only slightly different spectral 
features, such as organo-metallic complexes exchanging individual ligands.60 

However, the method can go beyond fingerprinting chemical compounds.61 As we have seen in Section 
3.1.1, the post-edge features result from excitations into delocalized unoccupied states and are 
dominated by interference upon multiple-scattering at neighboring atoms. Thus, they encode 
information on ligands in the chemical environment of the absorber. Excitations into unoccupied 
localized states raise pre-edge features which additionally reflect the precise geometry within the first 
coordination shell around the absorber. The link between the chemical environment of the absorber and 
the spectral features becomes more easily accessible by comparing measured data with calculated 
absorption spectra. To this end, the FEFF code is a powerful implementation of the real-space multiple-
scattering theory and allows for precise calculations of XANES and EXAFS spectra.62 The calculations 
enable us to identify species which are not easily measurable ex situ, like intermediate organo-metallic 
complexes that only exist for a limited time during a nanoparticle synthesis. 

3.1.2 X-ray scattering methods 

X-ray scattering complements the chemical information accessible with XAS. It probes the structure of 
matter by means of the scattered intensity 𝐼𝐼(𝒒𝒒). From a historical perspective, this topic is often 
introduced in the context of X-ray diffraction from crystalline solids, which denotes the special case of 
X-ray waves scattered from a periodic structure interfering into a periodic diffraction pattern. However, 
non-crystalline forms of matter are of considerable importance not only due to their technological 
significance, but also since they often denote intermediate states during the formation of crystalline 
solids (c.f. Section 2.2). Thus, in this section, we will start with the general relation between scattered 
X-rays and the structure of matter, and cover crystals later on. 

A recurring observation in the following sections is that the amplitude 𝐴𝐴(𝒒𝒒) of scattered X-rays encodes 
the structure of matter in reciprocal space, which relates to the real-space structure by a Fourier 
transform. However, due to the missing phase information in the measurement of 𝐼𝐼(𝒒𝒒) ∝ |𝐴𝐴(𝒒𝒒)|2, the 
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absolute positions of scatterers cannot easily be reconstructed.63 The most straightforward goal of a 
scattering experiment is thus to resolve their relative positions, i.e. the distances between scatterers, 
which are readily accessible.a 

In order to describe an elastic X-ray scattering experiment, we can disregard the frequency-dependent 
contributions to the atomic form factor in Equation 3.1 and focus on 𝑓𝑓0(𝒒𝒒), which yields the amplitude 𝐴𝐴(𝒒𝒒) of X-rays scattered from a single atom in units of the Thomson scattering length 𝑟𝑟0. We assume 
that the scattering plane spanned by 𝒌𝒌i and 𝒌𝒌f is perpendicular to the polarization of the incident X-rays. 
If this is not the case, a polarization factor needs to be considered. In the so-called Born approximation, 
we furthermore disregard multiple scattering, which is valid for most scattering experiments. 𝑓𝑓0(𝒒𝒒) 
results from integrating the electron number density 𝜌𝜌e(𝒓𝒓) over the volume of the atom. Each volume 

element d𝒓𝒓 at a given 𝒓𝒓 carries a phase factor 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓. 
 𝐴𝐴(𝒒𝒒) = −𝑟𝑟0𝑓𝑓0(𝒒𝒒) = −𝑟𝑟0�𝜌𝜌e(𝒓𝒓) 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓 d𝒓𝒓 ( 3.4 ) 𝑓𝑓0(𝒒𝒒) is the Fourier transform of the real-space electron density of the atom. It is equal to the atomic 

number 𝑍𝑍 in the case of forward scattering (𝑞𝑞 = |𝒒𝒒| = 0) and decreases with increasing 𝑞𝑞. The precise 
scattering behavior depends on the shape of the atomic orbitals and is tabulated for all elements.64 From 𝑓𝑓0(𝒒𝒒), we can directly formulate the scattering intensity from a disordered arrangement of 𝑁𝑁 atoms of 
the same element. Conventionally, we stay in units of −𝑟𝑟0. 

 𝐼𝐼(𝒒𝒒) =
𝐴𝐴𝐴𝐴∗𝑟𝑟02 = 𝑓𝑓02�𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓𝑛𝑛𝑛𝑛 �𝑒𝑒−𝑖𝑖𝒒𝒒𝒓𝒓𝑚𝑚𝑚𝑚 = 𝑁𝑁𝑓𝑓02 + 𝑓𝑓02� � 𝑒𝑒𝑖𝑖𝒒𝒒(𝒓𝒓𝑛𝑛−𝒓𝒓𝑚𝑚)𝑚𝑚≠𝑛𝑛𝑛𝑛  ( 3.5 ) 

Similar to the integral over the atomic volume in Equation 3.4, we can integrate over the volume 𝑉𝑉 of 
the atomic arrangement to replace the sum over 𝑚𝑚 ≠ 𝑛𝑛. 

 𝐼𝐼(𝒒𝒒) = 𝑁𝑁𝑓𝑓02 + 𝑓𝑓02��  𝜌𝜌𝑛𝑛(𝒓𝒓𝑛𝑛𝑚𝑚) 𝑒𝑒𝑖𝑖𝒒𝒒(𝒓𝒓𝑛𝑛−𝒓𝒓𝑚𝑚) d𝑉𝑉𝑚𝑚𝑉𝑉𝑛𝑛  ( 3.6 ) 

Here, 𝜌𝜌𝑛𝑛(𝒓𝒓𝑛𝑛𝑚𝑚) is the local atomic number density at the position 𝒓𝒓𝑛𝑛 − 𝒓𝒓𝑚𝑚. Since the scattering signal 
arises from deviations of the local atomic density from the average density 𝜌𝜌at, subtracting and adding 
a term proportional to 𝜌𝜌at allows us to separate two important contributions. 𝐼𝐼(𝒒𝒒) = 𝑁𝑁𝑓𝑓02 + 𝑓𝑓02�� (𝜌𝜌𝑛𝑛(𝒓𝒓𝑛𝑛𝑚𝑚)− 𝜌𝜌at) 𝑒𝑒𝑖𝑖𝒒𝒒(𝒓𝒓𝑛𝑛−𝒓𝒓𝑚𝑚)𝑉𝑉 d𝑉𝑉𝑚𝑚𝑛𝑛���������������������������������𝐼𝐼SRO(𝒒𝒒)

+ 𝑓𝑓02𝜌𝜌at��  𝑒𝑒𝑖𝑖𝒒𝒒(𝒓𝒓𝑛𝑛−𝒓𝒓𝑚𝑚)𝑉𝑉 d𝑉𝑉𝑚𝑚𝑛𝑛�������������������𝐼𝐼SAXS(𝒒𝒒)

 
( 3.7 ) 

Averaging 𝜌𝜌𝑛𝑛(𝒓𝒓𝑛𝑛𝑚𝑚) in Equation 3.7 over different choices of origin leads to a simplified expression for 𝐼𝐼(𝒒𝒒). 

 𝐼𝐼(𝒒𝒒) = 𝑁𝑁𝑓𝑓02 �1 + �(𝜌𝜌(𝒓𝒓) − 𝜌𝜌at) 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓𝑉𝑉  d𝑉𝑉������������������������𝐼𝐼SRO(𝒒𝒒)

+ 𝑓𝑓02 ��𝜌𝜌at 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓𝑉𝑉 d𝑉𝑉�2�������������𝐼𝐼SAXS(𝒒𝒒)

 
( 3.8 ) 

 
a Resolving the full real-space structure of an object by recovering the phase information is a rich discipline. One 
example is resolving the periodic atomic structure of a single crystal from several diffraction experiments (c.f. 
Section 3.1.2.3) at multiple rotation angles. Here it can help to label specific sites in the structure composed of 
e.g., complex biomolecules, with heavily scattering atoms. Furthermore, using coherent X-rays, it is possible to 
reconstruct even non-periodic objects via an appropriate phase retrieval strategy (c.f. Section 3.2.2). 
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The first term is sensitive to local fluctuations in 𝜌𝜌(𝒓𝒓)− 𝜌𝜌at in the range of a few interatomic distances. 

The scattering described by 𝐼𝐼SRO(𝒒𝒒) therefore contains information on short range order. The second 

term 𝐼𝐼SAXS(𝒒𝒒) only contributes if 𝑞𝑞 → 0, i. e. at small scattering angles, and encodes structural 
information on size scales much larger than interatomic distances. We shall in the following discuss the 
two terms individually, as they correspond to different experimental methods.50 

3.1.2.1 Atomic pair distribution function 

We can rearrange the term 𝐼𝐼SRO(𝒒𝒒) to yield the atomic pair distribution function (PDF). By averaging 

over all possible orientations of 𝒓𝒓, the phase factor 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓 becomes sin(𝑞𝑞𝑟𝑟)/𝑞𝑞𝑟𝑟. Also, if we assume an 
isotropic arrangement of atoms, which is usually true in amorphous matter, we can replace 𝜌𝜌(𝒓𝒓) with 𝜌𝜌(𝑟𝑟). Then, by applying an inverse Fourier transform to 𝐼𝐼SRO(𝑞𝑞) in Equation 3.8, we arrive at the PDF 𝑔𝑔(𝑟𝑟). 

 𝑔𝑔(𝑟𝑟) =
𝜌𝜌(𝑟𝑟)𝜌𝜌at = 1 +

1

2𝜋𝜋2𝑟𝑟𝜌𝜌at  � 𝑞𝑞 �𝐼𝐼SRO(𝑞𝑞)𝑁𝑁𝑓𝑓02 − 1�  sin(𝑞𝑞𝑟𝑟)  d𝑞𝑞∞
0  ( 3.9 ) 

Equation 3.9 allows to convert the intensities 𝐼𝐼SRO(𝑞𝑞) into a PDF, which represents a histogram of 
interatomic distances (Figure 3.3).b A peak in 𝑔𝑔(𝑟𝑟) means that two atoms in the sample often have this 
particular distance 𝑟𝑟.50 In a real experiment, the Fourier transform is very sensitive to any background 
scattering from the sample matrix, thus one needs to carefully subtract the background before generating 
the PDF from measured scattering intensities. A second prerequisite results from the integral in Equation 
3.9. To avoid artefacts from the Fourier transform, one needs to record 𝐼𝐼(𝑞𝑞) within a wide 𝑞𝑞-range and 
at high resolution.51 

 

Figure 3.3. Illustration of the pair distribution function. Reprinted with permission from 65. Copyright 
2019, The Royal Society. 

The PDF enables studying the atomic arrangement in liquids, dissolved molecules and complexes, as 
well as in amorphous solids, where standard X-ray diffraction cannot be applied. In these compounds, 
one often encounters short range order at interatomic distances in the size range of a single molecule, 
but the PDF becomes flat at larger correlation lengths where no order exists. The method means a great 
advantage for in situ measurements of nonclassical nucleation and growth phenomena. It complements 
the chemical information available from HERFD-XANES (c.f. Section 3.1.1.1) with structural insights, 

 
b The figure shows 𝐺𝐺(𝑟𝑟) = 4𝜋𝜋𝑟𝑟𝜌𝜌at(𝑔𝑔(𝑟𝑟) − 1), which can be obtained from 𝐼𝐼SRO(𝑞𝑞) without knowledge of 𝜌𝜌at. 
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such as monitoring small changes in bond distances while molecules or complexes rearrange and 
transform into crystalline nanoparticles. As the nanoparticles grow and the atoms develop medium to 
long range order, refining the measurements with calculated PDFs66 further allows to estimate the strain 
of the unit cell and the size of crystalline domains. 

3.1.2.2 Small-angle X-ray scattering 

In this section, we discuss the second term on the right hand side of Equation 3.8, which only contributes 
at small scattering angles and therefore encodes structures which are large compared to interatomic 
distances. By introducing the single-particle form factor, 

 𝐹𝐹(𝒒𝒒) =
1𝑉𝑉p� 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓 d𝑉𝑉p ,𝑉𝑉p  ( 3.10 ) 

we can model the small-angle X-ray scattering (SAXS) intensity scattered from a single nanoparticle. 

 𝐼𝐼particleSAXS (𝒒𝒒) = Δ𝜌𝜌2 𝑉𝑉p2 |𝐹𝐹(𝒒𝒒)|2 ( 3.11 ) 

Here, Δ𝜌𝜌 is the difference in the scattering length densities of the particle and its surroundings, and 𝑉𝑉p 

is the volume of the particle. For simple shapes like spheres, discs, and rods, analytical solutions for 
|𝐹𝐹(𝒒𝒒)|2 exist, which allow to directly obtain the particle size, shape, and polydispersity from the SAXS 
intensities by fitting the data with the respective form factor. More complicated shapes require numerical 
calculations of the form factor.50 SAXS is commonly used to study the emergence of nanoparticles in 
situ, and it can furthermore track the formation of mesocrystals as well as unoriented assemblies (c.f. 
Section 4.3.3). 

3.1.2.3 X-ray diffraction 

The diffuse scattering obtained from amorphous solids transforms into a periodic arrangement of spots 
with high intensity when the atoms crystallize into a periodic structure. The resulting X-ray diffractionc 
(XRD) pattern encodes the crystal structure. To understand this behavior by means of the scattering 
amplitude introduced in Equation 3.4, we first need a mathematical description of the crystal structure. 
We can decompose every crystal structure into the convolution of a periodic lattice with an atomic basis, 
which is usually an arrangement of a few atoms. The set of vectors 𝑹𝑹𝑛𝑛 with 

 𝑹𝑹𝑛𝑛 = 𝑛𝑛1𝒂𝒂1 + 𝑛𝑛2𝒂𝒂2 + 𝑛𝑛3𝒂𝒂3 ( 3.12 ) 

specifies every lattice point. Here, 𝒂𝒂𝑖𝑖 are the primitive translations of the lattice and 𝑛𝑛𝑖𝑖 are integers. 
Given the positions 𝒓𝒓𝑖𝑖 of the atoms in the basis, we can reach every atom in the structure with the set of 
vectors 𝑹𝑹𝑛𝑛 + 𝒓𝒓𝑖𝑖. Similarly, we describe the reciprocal lattice, which is the Fourier transform of the 
crystal structure, by means of the reciprocal lattice vectors 

 𝑮𝑮ℎ𝑘𝑘𝑘𝑘 = ℎ𝒃𝒃1 + 𝑘𝑘𝒃𝒃2 + 𝑙𝑙𝒃𝒃3. ( 3.13 ) 

The vectors 𝒃𝒃𝑗𝑗 are the primitive translations of the reciprocal lattice derived from the condition 𝒂𝒂𝑖𝑖 · 𝒃𝒃𝑗𝑗 =

2𝜋𝜋𝛿𝛿𝑖𝑖𝑗𝑗. Here, 𝛿𝛿 is the Kronecker delta. The integers ℎ,𝑘𝑘 and 𝑙𝑙 are denoted Miller indices. 

Since we describe the crystal structure as the convolution of a lattice with a basis, it makes sense to also 
decompose the scattering amplitude into two contributions accordingly: 

 
c In a broader sense, the term diffraction can also refer to the interference of waves scattered at any obstacle. 
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 𝐹𝐹crystal(𝒒𝒒) = � 𝑓𝑓𝑗𝑗0 𝑒𝑒𝑖𝑖𝒒𝒒�𝑹𝑹𝑛𝑛+𝒓𝒓𝑗𝑗�𝑹𝑹𝑛𝑛+𝒓𝒓𝑗𝑗 = �𝑒𝑒𝑖𝑖𝒒𝒒𝑹𝑹𝑛𝑛𝑛𝑛�������𝐹𝐹lattice(𝒒𝒒)

 �𝑓𝑓𝑖𝑖0 𝑒𝑒𝑖𝑖𝒒𝒒𝒓𝒓𝑖𝑖𝑖𝑖�������𝐹𝐹basis(𝒒𝒒)

 
( 3.14 ) 

The scattering amplitude corresponds to the Fourier transform of the real-space crystal structure. From 

evaluating the first factor on the right hand side of Equation 3.14, 𝐹𝐹lattice(𝒒𝒒), it becomes clear why the 
scattering amplitude of a crystal is a set of discrete spots. The sum runs over all lattice points, which is 

a very large number. The phase factors 𝑒𝑒𝑖𝑖𝒒𝒒𝑹𝑹𝑛𝑛 will always cancel out, unless the phases 𝒒𝒒𝑹𝑹𝑛𝑛 are multiples 
of 2𝜋𝜋. From Equations 3.12 and 3.13, it is clear that the reciprocal lattice vectors 𝑮𝑮 meet this condition, 
since 

 𝑮𝑮𝑹𝑹𝑛𝑛 = 2𝜋𝜋(ℎ𝑛𝑛1 + 𝑘𝑘𝑛𝑛2 + 𝑙𝑙𝑛𝑛3). ( 3.15 ) 

Thus, high scattering intensities can only be measured if 𝒒𝒒 = 𝑮𝑮, which we refer to as the Laue condition. 
The spots of high scattering intensity at 𝒒𝒒 = 𝑮𝑮 are called reflections following the concept of Bragg 
reflection. In this alternative approach, a set of equivalent lattice planes is identified based on a unique 
set of (ℎ, 𝑘𝑘, 𝑙𝑙) with a distance 𝑑𝑑 between the planes. A high scattered intensity is measured when the 
angle 𝜃𝜃 between the incident X-rays and the lattice planes fulfills the Bragg condition 

 𝑛𝑛𝜆𝜆 = 2𝑑𝑑 sin(𝜃𝜃) ( 3.16 ) 

which is equivalent to the Laue condition. Here, 𝑛𝑛 is an integer and 𝜆𝜆 is the X-ray wavelength.50 The 

full width at half maximum 𝛥𝛥�2𝜃𝜃(ℎ𝑘𝑘𝑘𝑘)� of a Bragg reflection encodes the size 𝐿𝐿 of the crystal in the 

direction perpendicular to the lattice planes (ℎ 𝑘𝑘 𝑙𝑙). 

 𝐿𝐿(ℎ𝑘𝑘𝑘𝑘) =
𝐾𝐾𝜆𝜆𝛥𝛥�2𝜃𝜃(ℎ𝑘𝑘𝑘𝑘)�  cos�𝜃𝜃(ℎ𝑘𝑘𝑘𝑘)�  ( 3.17 ) 

Equation 3.17 is known as the Scherrer equation where 𝐾𝐾 ≈ 0.9 is the Scherrer form factor.67 

XRD rounds off the portfolio of X-ray scattering techniques. In addition to characterizing the crystal 
structure, it allows to determine the size, anisotropy, and orientation of crystalline domains. It is 
commonly used to study the growth of crystalline nanoparticles. 

3.2 X-ray microscopy 

3.2.1 X-ray microscopy for materials science 

We have seen so far that analytical X-ray spectroscopy and scattering methods allow to track chemical 
and structural changes at the atomic level. In the small-angle regime, the scattering signal also contains 
structural information at the size scale of entire nanoparticles. SAXS, however, has the drawback that it 
requires a model to interpret the data and extract insights on the morphology. Therefore, it can be 
difficult to arrive at an unequivocal understanding of shape transformation processes such as void 
formation. Also, the X-ray analytical methods usually average over a given sample volume and do not 
allow to observe single nano-objects individually. Hence, the ultimate tool for probing the mechanisms 
underlying various nanoparticle morphologies is a direct visualization at the micro-to-nanometer scale 
using X-ray microscopy. The method denotes a paradigm shift in the way we study nanostructures in 
situ, away from ensemble-averaging and model-based analyses towards real-time visual observations. 

Indeed, X-ray microscopy has proven to enable this novel, direct way of observing nanostructures in 
different modern fields of materials research. Here, in situ studies in gas atmospheres and at high 
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temperatures compose a major group of experiments. After an early demonstration on lithium zirconate 
nanoparticles studied at 600 °C in a CO2 atmosphere,68 in situ X-ray microscopy visualized the annealing 
of Au nanoparticles in different gas atmospheres69-71 and revealed a phase transition during the melting 
of Sn-Bi alloy particles with a spatial resolution of 25 nm.72  Operando measurements denote another 
promising class of experiments, tracking the effect of real operating conditions on particle morphology. 
Recent gas-phase experiments revealed morphological changes of a porous Ni/Al2O3 gel catalyst during 
the methanation of CO2 with H2 at 400 °C.73 Also, by exploiting magnetic contrast obtained with a 
circularly polarized X-ray beam, the magnetization of GdCo microdiscs was visualized in 3D during 
repetitive magnetization.74 X-ray microscopy using a free electron laser furthermore showed the 
formation of cracks in micrometer-sized Ge particles within a lithium ion battery anode during cycling.75 

To date, however, examples of X-ray microscopy experiments on nanoparticle syntheses are very rare, 
despite the great potential that comes from this method. This may be due to the fact that the vast majority 
of nanoparticle growth and transformation processes takes place in solution at elevated temperatures, 
which requires imaging in a more challenging liquid environment compared to the aforementioned 
examples. 

In this thesis, we extend the capabilities of in situ X-ray microscopy to samples in solution (Chapter 6), 
visualizing nanoparticle growth and shape transformation (Chapter 7). We make use of the latest 
developments in hard X-ray ptychography, which provides access to time-resolved morphological 
information at the required spatial resolution. Ptychography is a scanning microscopy technique based 
on coherent diffraction (c.f. Section 3.2.2). It is possible to combine ptychography with analytical 
methods in a multimodal imaging experiment. In combination with XAS, resonant ptychography 
revealed the chemical state of Au nanoparticles with high spatial resolution.76 In Chapter 8, we combine 
ptychographic imaging with XRD to track the crystallographic orientation of nanoparticles while we 
image them in situ. 

3.2.2 Ptychography 

Ptychography allows to reconstruct an aperiodic object from diffraction patterns that result from the 
interaction of the object with a coherent X-ray wavefield.77, 78 This task requires to recover the phase 
information lost during the measurement of the diffraction patterns. As we will see, the phase retrieval 
is achieved by propagating the X-ray wave back and forth iteratively between the detector plane and the 
object. The method was conceived already in the late 1960s,79, 80 however, it became computationally 
feasible only in the last two decades.81-86 

To describe the interaction of the coherent wavefield with the object, we recall the atomic form factor 
introduced in Equation 3.1. Any material consisting of an ensemble of scattering atoms induces a phase 
shift to an X-ray wave as it propagates trough the material, as well as reduces its amplitude due to 
absorption. We can express these two effects by means of the complex-valued refractive index 𝑛𝑛(𝜔𝜔). 

 𝑛𝑛(𝜔𝜔) = 1− 𝜌𝜌at𝑟𝑟0𝜆𝜆2
2𝜋𝜋 𝑓𝑓(𝑞𝑞 = 0) ( 3.18 ) 

Here, 𝑓𝑓(𝑞𝑞 = 0) is the atomic form factor for forward scattering. We can rewrite 𝑛𝑛(𝜔𝜔) in a way that the 
phase shift induced when X-rays travel through a material is expressed in a refractive index decrement 𝛿𝛿, and the absorption is given by an imaginary part 𝑖𝑖𝑖𝑖: 𝑛𝑛(𝜔𝜔) = 1− 𝛿𝛿 + 𝑖𝑖𝑖𝑖 , with 𝛿𝛿 =

𝜌𝜌𝑎𝑎𝑎𝑎𝑟𝑟0𝜆𝜆2
2𝜋𝜋 �𝑍𝑍 + 𝑓𝑓′(𝜔𝜔)� and 𝑖𝑖 =

𝜌𝜌𝑎𝑎𝑎𝑎𝑟𝑟0𝜆𝜆2
2𝜋𝜋 𝑓𝑓′′(𝜔𝜔) ( 3.19) 
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3.2.2.1 The basic ptychographic model 

The most essential components of the ptychographic model are two functions modeling the illuminating 
X-ray wavefield (probe) 𝑃𝑃(𝒓𝒓) and the object to be visualized, 𝑂𝑂(𝒓𝒓). Both functions are defined in two 
dimensions, thus 𝒓𝒓 = (𝑟𝑟𝑥𝑥, 𝑟𝑟𝑦𝑦). The beam axis defines the 𝑧𝑧 direction. Standard ptychography, like other 

coherent imaging techniques, relies on the fact that 𝑃𝑃(𝒓𝒓) is a single mode given by its amplitude 𝐴𝐴P(𝒓𝒓) 
and phase 𝜙𝜙(𝒓𝒓): 

 𝑃𝑃(𝒓𝒓) = 𝐴𝐴P(𝒓𝒓) 𝑒𝑒𝑖𝑖𝜙𝜙(𝒓𝒓) ( 3.20 ) 

The coherent illumination is incident on the object transmission function 𝑂𝑂(𝒓𝒓) that models the phase 
shift and the absorption induced by the object: 

 𝑂𝑂(𝒓𝒓) = exp �𝑖𝑖𝑘𝑘�𝛿𝛿(𝒓𝒓, 𝑟𝑟𝑧𝑧)  d𝑟𝑟𝑧𝑧����������������phase shift ∙ exp �−𝑘𝑘�𝑖𝑖(𝒓𝒓, 𝑟𝑟𝑧𝑧)  d𝑟𝑟𝑧𝑧����������������absorption  
( 3.21 ) 

where 𝑘𝑘 =
2𝜋𝜋𝜆𝜆  is the wave number of the probing X-rays. Since for ptychography the object should be 

two-dimensional (2D), 𝑂𝑂(𝒓𝒓) is defined as the projection of the phase shift and absorption induced by 
the object along the beam direction. As we will see in the next section, this is an approximation 
neglecting changes of the illumination along the thickness of a real object. 

From Equations 3.19 and 3.21, it follows that the phase shift in 𝑂𝑂(𝒓𝒓) directly relates to the atomic density 
and the atomic form factor. Thus, ptychographic phase images allow to determine the thickness of a 
reconstructed object quantitatively given that its chemical composition is known. If the X-ray energy is 
not close to an electronic binding energy, we can utilize tabulated values of the atomic form factors of 
the elements present in the sample to calculate 𝛿𝛿.64 We make use of this property in Chapter 7, when we 
derive a 3D growth model of nanoparticles from ptychographic projections and in Chapter 8, we estimate 
the amount of material in selected image areas. 

After the probe interacted with the object, the exit wavefield 𝜓𝜓(𝒓𝒓) directly behind the object is simply 
given by the multiplication of the two: 

 𝜓𝜓(𝒓𝒓) = 𝑃𝑃(𝒓𝒓) 𝑂𝑂(𝒓𝒓) ( 3.22 ) 

From here, the exit wavefield propagates to the detector. The fact that the wavefield consists of a single 
coherent mode allows to calculate its amplitude and phase in any plane along the 𝑟𝑟𝑧𝑧 direction. The actual 
mathematical operation to be performed depends on the propagation distance. In the near field, we use 
the Fresnel propagator 𝒩𝒩 while in the far field (Fraunhofer regime), the propagator is equivalent to the 
Fourier transform ℱ.52 To arrive at the detector, which is positioned in the far field, we thus calculate  

 𝛹𝛹(𝒒𝒒) = ℱ�𝜓𝜓(𝒓𝒓)� ( 3.23 ) 

If the detector was capable of measuring amplitude and phase of the complex-valued 𝛹𝛹(𝒒𝒒), we could 
propagate this back to the object plane and, with knowledge of 𝑃𝑃(𝒓𝒓), calculate the object function. 
Unfortunately, the detector only measures 𝐼𝐼(𝒒𝒒) =  |𝛹𝛹(𝒒𝒒)|2, thereby losing the phase information. The 
phases need to be recovered to calculate 𝑂𝑂(𝒓𝒓) and 𝑃𝑃(𝒓𝒓), which in ptychography is achieved on the basis 
of 𝑗𝑗 discrete measurements of 𝐼𝐼𝑗𝑗(𝒒𝒒) at different relative shifts Δ𝒓𝒓𝑗𝑗 between the object and the probe. 

Phasing is then handled by an iterative reconstruction algorithm. 

Before we discuss the data acquisition and the reconstruction algorithm, however, we need to lay out a 
way to handle real-world samples which are often not at all two-dimensional. To model the interaction 
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of the probe with such a thick object, we need to take into account the propagation of the wavefield 
within the sample. 

3.2.2.2 Extension of the model to thick objects 

We have seen that in the basic ptychographic model, the object function is a projection of the phase-
shifting and absorbing properties of the sample, and that its interaction with the probe is modeled by a 
multiplication. This thin sample approximation only holds if the illumination does not change 
significantly as it propagates inside the sample. A first estimation of the maximum propagation distance 
that we can tolerate within the sample is given by the depth of field (DOF) of the imaging geometry (c.f. 
Section 3.2.2.5). If the extension of the sample along the beam direction falls below the DOF, we can 
consider it optically thin. 

If this is not the case, we need to model the object as consisting of several layers, each of which fulfills 
the thin sample approximation. We furthermore introduce additional propagation steps between the 
layers. This approach is called the multi-slice model.87 At every object slice 𝑂𝑂𝑖𝑖(𝒓𝒓), the probe 𝑃𝑃𝑖𝑖(𝒓𝒓) 
interacts and forms the respective exit wave 𝜓𝜓𝑖𝑖(𝒓𝒓) just as it was the case in the basic model (c.f. Equation 
3.22). 

 𝜓𝜓𝑖𝑖(𝒓𝒓) = 𝑃𝑃𝑖𝑖(𝒓𝒓) 𝑂𝑂𝑖𝑖(𝒓𝒓) ( 3.24 ) 

The exit wave then propagates a distance 𝑑𝑑𝑖𝑖 to the next slice, where it acts as the new probe 𝑃𝑃𝑖𝑖+1(𝒓𝒓). 

 𝑃𝑃𝑖𝑖+1(𝒓𝒓) = 𝒩𝒩𝑖𝑖,𝑖𝑖+1�𝜓𝜓𝑖𝑖(𝒓𝒓)� ( 3.25 ) 

Here, 𝒩𝒩𝑖𝑖,𝑖𝑖+1 denotes the near-field propagator along the distance from slice 𝑖𝑖 to slice 𝑖𝑖 + 1. To model 

the propagation correctly, the distances between the slices must be known with an accuracy smaller than 
the DOF. The procedure is repeated until the wavefield interacted with all 𝑛𝑛 slices of the sample. Then, 
the propagation to the detector takes place in accordance with the basic model (c.f. Equation 3.23). 

 𝛹𝛹(𝒒𝒒) = ℱ�𝜓𝜓𝑖𝑖=𝑛𝑛(𝒓𝒓)� ( 3.26 ) 

The multi-slice model has the great advantage not only to enable imaging of thick samples, but also to 
achieve depth resolution within the sample, thereby partially revealing its internal structure in 3D. 
Having elaborated the ptychographic model for the general case of thick samples, we will continue with 
the experimental procedure to record a ptychographic data set. 

3.2.2.3 Data acquisition and sampling requirements 

We already stated that it is not possible to calculate 𝑂𝑂𝑖𝑖(𝒓𝒓) and 𝑃𝑃(𝒓𝒓) from a single measurement of 𝐼𝐼(𝒒𝒒) =  |𝛹𝛹(𝒒𝒒)|2 at the detector due to the missing phase information. To overcome this problem, we 

take a number of measurements 𝐼𝐼𝑗𝑗(𝒒𝒒) while scanning the object in the �𝑟𝑟𝑥𝑥, 𝑟𝑟𝑦𝑦� plane with respect to the 

probe position. This way, each measurement of 𝐼𝐼𝑗𝑗(𝒒𝒒) is recorded at a different offset Δ𝑟𝑟𝑗𝑗 between the 

object and the probe (Figure 3.4). For the reconstruction, all diffraction patterns and the respective 
measured offsets are combined into one ptychographic data set. However, scanning is only one part of 
the solution and by itself, it does not increase the amount of information contained in the diffraction 
patterns. The key to making the ptychographic problem solvable is an overlap of the probe between 
adjacent scan points, thereby creating redundant information in 𝐼𝐼𝑗𝑗(𝒒𝒒). Usually, with an overlap of 60 % 

to 70 %, the redundancy reaches a level that allows to perform phase retrieval and recover 𝑂𝑂𝑖𝑖(𝒓𝒓) and 𝑃𝑃(𝒓𝒓). When a thick sample is imaged with a divergent beam, one needs to pay attention that this overlap 
condition is fulfilled in all slices 𝑂𝑂𝑖𝑖(𝒓𝒓). 
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Figure 3.4. Acquisition scheme of a ptychographic data set. 𝑂𝑂(𝒓𝒓) is illustrated on the example of Cu2O 
nanocubes (c.f. Chapters 6-8). The object is scanned in the �𝑟𝑟𝑥𝑥 , 𝑟𝑟𝑦𝑦� plane near the focus of the coherent 
illumination. At each position, a diffraction pattern is recorded in the far field. 

It is important to note that the ptychographic model expects background-free diffraction patterns in 
which the intensity results purely from the coherent interaction between the probe and the object in 
forward direction. No other scattering effects, inside or outside the sample, such as scattering from the 
sample matrix or from air, are modeled. Those will contribute to an incoherent background in the 
diffraction patterns, potentially concealing the coherent signal towards higher 𝑞𝑞 and limiting the spatial 
resolution of the reconstructions. 

In addition to the overlap of the probe and the reduction of incoherent background, we must also ensure 
proper sampling of the speckles in the diffraction patterns. Sufficient sampling is achieved when the 
pixel size of the detector 𝑝𝑝det is smaller than half the specle size. Given that the speckle size scales 
inversely to the size of the illumination 𝑃𝑃, we can restrict the illumination size below to a certain limit 
to keep the speckles resolvable. 

 𝑃𝑃 <
𝜆𝜆𝑑𝑑SD
2𝑝𝑝det ( 3.27 ) 

Here, 𝑑𝑑SD is the distance between the sample and the detector. When using a focused X-ray beam, the 
sample is positioned at a certain defocus to adjust the illumination size. 

Having recorded a ptychographic data set with sufficient overlap of the probe and properly sampled 
speckles in ideally low-background diffraction patterns, we can move on to the image reconstruction. 

3.2.2.4 The 3PIE reconstruction algorithm 

In order to recover the object slices 𝑂𝑂𝑖𝑖(𝒓𝒓) and the probe 𝑃𝑃(𝒓𝒓) from the measurements 𝐼𝐼𝑗𝑗(𝒒𝒒) at their 

respective offset Δ𝑟𝑟𝑗𝑗, it is necessary to solve the inverse problem posed by the ptychographic model. We 

can achieve this task by means of the three-dimensional ptychographic iterative engine (3PIE) 
algorithm.87 It represents a generalization of the originally developed extended iterative ptychographic 
engine (ePIE) algorithm that was only capable of reconstructing objects consisting of a single slice.83 
The working principle is based on an iterative propagation of the wavefield from the object to the 
detector and back to the object, while updating the object and probe functions using the measured 
intensities. The algorithm is outlined in Figure 3.5. We can separate the algorithm into the forward 
direction (left side in Figure 3.5) and the backward direction (right side). 
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Figure 3.5. The 3PIE reconstruction algorithm on the example of a 2-sliced object. In the forward 
direction (left side), the algorithm calculates the ptychographic model until arriving at the detector plane. 
These steps are illustrated with a simulated wavefield. The brightness represents the amplitude of the 
wave, and the color encodes its phase. The scattering power of the object was enhanced for a good 
visibility of the scattering signal. At the detector, the amplitudes are replaced using the measured signal. 
In the backward direction, an update step is performed at each object slice. 𝑂𝑂(𝒓𝒓) is illustrated on the 
example of Cu2O nanocubes (c.f. Chapters 6-8). 

𝑂𝑂2 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗 ← update𝛼𝛼 𝑂𝑂2,  𝑃𝑃2,𝑗𝑗 ,  𝜓𝜓2,𝑗𝑗′ , 𝜓𝜓2,𝑗𝑗

𝑂𝑂1 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗

𝜓𝜓1,𝑗𝑗 𝒓𝒓 = 𝑃𝑃1 𝒓𝒓 ∙ 𝑂𝑂1 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗

𝑃𝑃1 𝒓𝒓

𝑃𝑃2,𝑗𝑗 𝒓𝒓 = 𝒩𝒩1,2 𝜓𝜓1,𝑗𝑗 𝒓𝒓

𝒩𝒩

𝑂𝑂2 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗

ℱ𝜓𝜓2,𝑗𝑗 𝒓𝒓 = 𝑃𝑃2,𝑗𝑗 𝒓𝒓 ∙ 𝑂𝑂2 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗

𝛹𝛹𝑗𝑗 𝒒𝒒 = ℱ 𝜓𝜓2,𝑗𝑗 𝒓𝒓

measured 𝐼𝐼𝑗𝑗 𝒒𝒒

𝛹𝛹𝑗𝑗′ 𝒒𝒒 = 𝐼𝐼𝑗𝑗 𝒒𝒒  ∙ exp 𝑖𝑖 ∙ angle 𝛹𝛹𝑗𝑗 𝒒𝒒
replace amplitudes

𝜓𝜓2,𝑗𝑗′ 𝒓𝒓 = ℱ−1 𝛹𝛹𝑗𝑗′ 𝒒𝒒

ℱ−1

𝑃𝑃2,𝑗𝑗 𝒓𝒓 ← updateβ 𝑂𝑂2,  𝑃𝑃2,𝑗𝑗 ,  𝜓𝜓2,𝑗𝑗′ , 𝜓𝜓2,𝑗𝑗
Equations 3.28, 3.29

𝒩𝒩
𝜓𝜓1,𝑗𝑗′ 𝒓𝒓 = 𝒩𝒩2,1 𝑃𝑃2,𝑗𝑗 𝒓𝒓

𝑂𝑂1 𝒓𝒓 − Δ𝒓𝒓𝑗𝑗 ← update𝛼𝛼 𝑂𝑂1,  𝑃𝑃1,𝑗𝑗 ,  𝜓𝜓1,𝑗𝑗′ , 𝜓𝜓1,𝑗𝑗𝑃𝑃1 𝒓𝒓 ← updateβ 𝑂𝑂1,  𝑃𝑃1 ,  𝜓𝜓1,𝑗𝑗′ , 𝜓𝜓1,𝑗𝑗

Equations 3.28, 3.29
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In the forward direction, the algorithm calculates the ptychographic model of a thick object as described 
above. It is advantageous that in the first iteration, no information needs to be a priori known about the 
object besides the number of slices and their spacing. Usually, the slices 𝑂𝑂𝑖𝑖(𝒓𝒓) are initialized to be non-
phase-shifting and non-absorbing. However, making an educated guess on 𝑃𝑃1(𝒓𝒓) can help to direct the 
algorithm towards a good solution. In this thesis, we either use a Gaussian illumination profile according 
to the parameters of the focussing optics, or a previously reconstructed illumination to initialize 𝑃𝑃1(𝒓𝒓). 

In the detector plane, the amplitudes of 𝛹𝛹𝑗𝑗(𝒒𝒒) are replaced by �𝐼𝐼𝑗𝑗(𝒒𝒒) obtained in the measurement, 

yielding an updated 𝛹𝛹𝑗𝑗′(𝒒𝒒). The phases, which were not measured, are left unchanged. 

In the backward direction, the wavefield is first propagated back from the far field via an inverse Fourier 
transform ℱ−1, so that it arrives at the exit wavefield 𝜓𝜓𝑖𝑖=𝑛𝑛′ (𝒓𝒓) the object slice which is closest to the 
detector. There, the object slice and probe functions are updated according to Equations 3.28 and 3.29. 

 𝑂𝑂𝑖𝑖�𝒓𝒓 − Δ𝒓𝒓𝑗𝑗� ← 𝑂𝑂𝑖𝑖�𝒓𝒓 − Δ𝒓𝒓𝑗𝑗� + 𝛼𝛼 𝑃𝑃𝑖𝑖∗(𝒓𝒓)

|𝑃𝑃𝑖𝑖(𝒓𝒓)|2𝑚𝑚𝑎𝑎𝑥𝑥 �𝜓𝜓𝑖𝑖,𝑗𝑗′ (𝒓𝒓) − 𝜓𝜓𝑖𝑖,𝑗𝑗(𝒓𝒓)� ( 3.28 ) 

 𝑃𝑃𝑖𝑖(𝒓𝒓) ← 𝑃𝑃𝑖𝑖(𝒓𝒓) + 𝑖𝑖 𝑂𝑂𝑖𝑖∗�𝒓𝒓 − Δ𝒓𝒓𝑗𝑗��𝑂𝑂𝑖𝑖�𝒓𝒓 − Δ𝒓𝒓𝑗𝑗��2𝑚𝑚𝑎𝑎𝑥𝑥 �𝜓𝜓𝑖𝑖,𝑗𝑗′ (𝒓𝒓) −𝜓𝜓𝑖𝑖,𝑗𝑗(𝒓𝒓)� ( 3.29 ) 

The parameters 𝛼𝛼 and 𝑖𝑖 denote the update strength per step. From there, the probe 𝑃𝑃𝑖𝑖=𝑛𝑛(𝒓𝒓) is back-
propagated with 𝒩𝒩𝑖𝑖,𝑖𝑖−1 to the next object slice, yielding the exit wavefield 𝜓𝜓𝑖𝑖=𝑛𝑛−1′ (𝒓𝒓) of that slice. 

Alternating update and back-propagation steps are repeated until arriving back at 𝑃𝑃1(𝒓𝒓). Performing this 
procedure for all 𝑗𝑗 measurements in random order completes one iteration of the algorithm. The 
algorithm usually runs for several hundred iterations until it converges. We can follow this process by 
means of the error measure 

 𝑅𝑅 = ���𝐼𝐼𝑗𝑗(𝒒𝒒)− �𝛹𝛹𝑗𝑗(𝒒𝒒)��𝑗𝑗
2

. ( 3.30 ) 

3.2.2.5 Spatial resolution 

The spatial resolution is an important measure to determine the quality of a microscopic measurement. 
It specifies how close two structural features in the sample can be to still be recognized as separate 

features in the image. We differentiate the lateral resolution in the �𝑟𝑟𝑥𝑥 , 𝑟𝑟𝑦𝑦� plane from the depth 

resolution in 𝑟𝑟𝑧𝑧 direction. 

Lateral resolution 

The best achievable lateral resolution (𝛿𝛿𝑟𝑟) in a coherent imaging experiment, that is the smallest 
distance at which two features can be resolved as separate, is given by the Abbe resolution limit52, 88 

 
(𝛿𝛿𝑟𝑟)  ≥ 𝜆𝜆

NA
  where 𝑁𝑁𝐴𝐴 = 𝑛𝑛 𝑠𝑠𝑖𝑖𝑛𝑛 �𝛺𝛺

2
�. ( 3.31 ) 

Here, NA denotes the numerical aperture and 𝛺𝛺 is the opening angle of the objective lens. In 
ptychography, the objective lens of a conventional imaging setup is replaced by the propagation to the 
far-field detector and the subsequent phase retrieval. We could thus use the opening angle covered by 
this virtual objective lens in Equation 3.31. Consequently, the resolution in ptychography can exceed 
that of X-ray optics which usually have a small NA. Moreover, as opposed to conventional scanning 
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transmission X-ray microscopy (STXM), the lateral resolution is not limited by the beam size on the 
sample. 

In practice, however, the opening angle to be used for calculating the resolution limit is usually smaller 
than the full opening angle covered by the detector, since the scattering intensity from the sample 
becomes weaker at higher 𝑞𝑞 and eventually is indistinguishable from the background. Thus, even though 
we use the same imaging geometry, the resolution limit varies between experiments. It depends on the 
scattering power of the sample and the statistics of the measurement. 

The measurement of the diffraction patterns with a pixel detector furthermore results in a discrete pixel 
size 𝑝𝑝rec of the reconstructed object given by 

 𝑝𝑝rec =
𝜆𝜆 𝑑𝑑SD𝑁𝑁det 𝑝𝑝det =

(𝛿𝛿𝑟𝑟)det
2

 ( 3.32 ) 

where 𝑑𝑑SD is the distance between the sample and the detector, 𝑝𝑝det is the detector pixel size, and  𝑁𝑁det 
is the size of the diffraction patterns in pixels. Restricting 𝑁𝑁det to that area of the detector containing 
coherent scattering signal by cropping the diffraction patterns results in a reconstructed pixel size that 
reflects the best achievable resolution of the imaging experiment. 

The actually achieved resolution in a ptychographic reconstruction can be worse than the resolution 
limit calculated so far due to experimental imperfections, especially when doing in situ measurements 
in a heated solution: 

• The X-ray probe can change due to inhomogeneities in the reaction medium while propagating 
through the reactor. Such changes are not covered by the ptychographic model. 

• The thermal expansion of the setup during heating leads to an unknown displacement of the sample. 
This reduces the accuracy in the measurement of the offset Δ𝑟𝑟𝑗𝑗. We can mitigate this problem with 

an extension of the reconstruction algorithm called position refinement,89 which corrects the 
measured positions in a way that leads to a better agreement between the measured and calculated 
diffraction patterns. 

• An intrinsic problem of in situ ptychography is that the sample changes during the acquisition of a 
single data set. This is not modeled in the ptychographic algorithm. Thus, the experimenter needs 
to find a compromise between a fast measurement to keep the changes of the sample per image 
acquisition small, and sufficient statistics in the measurement of the diffraction patterns. 

Depth resolution 

When we introduced the multi-slice model to cover thick objects in ptychography, we said that each 
slice must be thinner than the DOF in order not to violate the thin sample approximation. Similarly, the 
DOF sets the minimal distance at which two slices in the object can be spaced in order to reconstruct 
them separately. The theoretical DOF in ptychography can be estimated from Ewald sphere 
constructions:90 

 
DOF =

2(𝛿𝛿𝑟𝑟)2𝜆𝜆  . ( 3.33 ) 

However, empirical studies91, 92 indicated that the real DOF in ptychography is by a factor of 2.6 larger 
than predicted by Equation 3.33. In either case, the DOF is related to the actually achieved lateral 
resolution of the reconstructions. Therefore, we need to evaluate for each data set whether multiple 
object slices can be separated. We shall cover this topic in more detail in Chapter 6 by means of actual 
measurements on multiple layers of nanoparticles inside a chemical reactor, in preparation of in situ 
experiments presented in later chapters. 
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3.3 Summary 

The portfolio of X-ray methods outlined in this chapter provides the means for detailed investigations 
at all stages of nanomaterials formation in solution. Within the XANES region of an X-ray absorption 
spectrum measured with high energy resolution in fluorescence mode, we can track the oxidation state 
of metals and identify ligands in their close chemical environment (c.f. Section 3.1.1). X-ray scattering 
techniques provide complementary structural information. The PDF analysis of total scattering data is 
particularly useful to study amorphous materials and molecules in solution (c.f. Section 3.1.2.1), while 
XRD probes the structure, size, and orientation of crystals (c.f. Section 3.1.2.3). Scattering at small 
angles within the SAXS range models the structure of materials at the scale of individual nanoparticles 
and their assemblies (c.f. Section 3.1.2.2). We shall see in Chapter 4 that a combination of the analytical 
techniques is most effective to study a nonclassical nanomaterial synthesis, following chemical reactions 
and the associated structural changes on the molecular and mesoscopic length scales. 

Microscopy complements the analytical X-ray techniques by directly visualizing nanomaterials during 
their growth. This way, we can overcome the model-based interpretation of analytical measurements 
and obtain an immediate proof of the growth and shape transformation mechanisms that we observe. 
Ptychography is a microscopy technique that combines coherent diffraction imaging with a scanning 
scheme (c.f. Section 3.2.2). It reconstructs the object under study and the illuminating probe without a 
priori knowledge, and at a spatial resolution which is not limited by the beam size. The absorption and 
phase shift of the object are related to its atomic density and form factor. This allows to quantitatively 
assess the thickness of the object or the amount of material in the sample from the ptychographic 
projections, given that its chemical composition is known. As we shall see in Chapter 6, the depth 
resolution that comes in with the multi-slice model (c.f. Section 3.2.2.2) is particularly useful to image 
nanoparticles inside a bulky chemical reactor. 
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4 X-ray studies bridge the molecular and macro length scales 

during the emergence of CoO assemblies 
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My contribution to this work comprises the synthesis of CoO nanoassemblies, the measurement and 

analysis of in situ HERFD-XANES, the FEFF simulations, the measurement of in situ total scattering, 

and the TEM characterization. 

4.1 Abstract 

The key to fabricating complex, hierarchical materials is the control of chemical reactions at various 
length scales. To this end, the classical model of nucleation and growth fails to provide sufficient 
information.  Here, we illustrate how modern X-ray spectroscopic and scattering in situ studies bridge 
the molecular- and macro- length scales for assemblies of polyhedrally shaped CoO nanocrystals. 
Utilizing high energy-resolution fluorescence-detected X-ray absorption spectroscopy, we directly 
access the molecular level of the nanomaterial synthesis. We reveal that initially Co(acac)3 rapidly 
reduces to square-planar Co(acac)2 and coordinates to two solvent molecules. Combining atomic pair 
distribution functions and small-angle X-ray scattering, we observe that, unlike a classical nucleation 
and growth mechanism, nuclei as small as 2 nm assemble into superstructures of 20 nm. The individual 
nanoparticles and assemblies continue growing at a similar pace. The final spherical assemblies are 
smaller than 100 nm, while the nanoparticles reach a size of 6 nm and adopt various polyhedral, edgy 
shapes. Our work thus provides a comprehensive perspective on the emergence of nanoassemblies in 
solution. 

4.2 Introduction 

With the emerging demand for materials with complex morphological and structural properties, 
understanding their formation in solution continues to be a major challenge. Most syntheses of colloidal 
nanoparticles rely on classical crystallization and growth by monomer addition from supersaturated 
media, which enables the rational synthesis of nanocrystals.19, 93-98 The recently discovered nonclassical 
formation pathways involving the assembly of building blocks into distinctive superstructures have 
opened up completely new ways of complex nanomaterials design.13, 22, 99, 100 Different mechanisms exist 
within the scope of these nonclassical pathways.13, 24, 29 Besides the oriented assembly of nanocrystals 
into mesocrystals,22, 101, 102 the formation of polycrystalline, unoriented assemblies from distinct primary 
structures23, 26, 99, 103-105 is a major yet rather unexplored branch (see Cölfen et al. 201913, Figure 1d). To 
date, nonclassical nucleation is still far from reaching the level of control established for classical growth 
pathways. This is by no means a surprise, since the fundamental phenomena cannot be easily 
generalized, and the existing theory merely provides an overview of possible pathways.13, 106, 107 The 
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major experimental difficulties to provide a unique description arise from the fact that we need to study 
the complex chemical and structural changes on multiple length scales. 

To date, synchrotron-based methods such as X-ray absorption spectroscopy (XAS) and powder X-ray 
diffraction (PXRD) 14, 18, 108-114 are routinely combined to study colloidal reactions. However, to follow 
chemical and electronic changes in complex reactions in solution with high sensitivity and at low 
concentrations,115-118 more advanced spectroscopic techniques such as high energy-resolution 
fluorescence-detected X-ray absorption near edge structure (HERFD-XANES) are needed. Compared 
to conventional XAS, the higher energy resolution of HERFD-XANES makes it sensitive to subtle 
changes in the local chemical environment of the absorbing atom. Complementary structural 
information can be obtained from the pair distribution function (PDF) analysis of high energy in situ X-
ray total scattering. This method takes into account both the Bragg scattering from crystalline and the 
diffuse scattering from amorphous phases. It results in a real space representation of the interatomic 
distances of all constituents in a reaction mixture. In this manner, local ordering during the formation of 
nuclei, the initial growth of nanocrystals as well as the restructuring of solvent molecules at the surface 
of nanoparticles were revealed.119-122 Self-assembly of building blocks into superstructures can be 
probed with small-angle X-ray scattering (SAXS).123-125 This way, length scales all the way from atomic 
to macroscopic are accessible via X-ray techniques. 

Here, we uniquely combine HERFD-XANES, PDF and SAXS to study the emergence of CoO 
nanoassemblies, a noticeable example for a nonclassically crystallized nanostructure. In general, cobalt 
oxide has applications in lithium ion126, 127 and lithium oxygen batteries,128 as a catalyst for 
electrochemical129, 130 and for solar water splitting.131-135 Cobalt precursors under solvothermal 
conditions136 show a complex redox behavior that can lead to CoO, but also to  Co3O4, and to metallic 
Co particles. Interestingly, the crystal structure of individual CoO nanoparticles determines the growth 
mechanism. CoO nanoparticles with rock salt structure have the tendency to form polycrystalline 
assemblies, while wurtzite CoO preferentially grows into single crystals.106, 134, 137 The specific 
mechanism in solution, however, favoring crystallization into one or the other phase, and the 
interdependence of crystallite growth and their assembly into superstructures remain unsolved. Here, 
starting from Co(III) acetylacetonate (acac), we synthesize phase pure CoO assemblies with an average 
size of 58 nm composed out of smaller,  polyhedrally shaped, edgy 5-7 nm large particles. We show that 
HERFD-XANES enables us to track the rearrangement of the organo-metallic precursor complex 
accompanying the initial reduction of Co3+ to Co2+ in solution. PDF reveals the transition from the 
dissolved Co2+ complex to rock salt CoO nanocrystals by monitoring the changes in bond length between 
the metal ion and the surrounding oxygen atoms. The combination of PDF and SAXS finally elucidates 
the interdependence of crystallite growth and assembly that results in the final morphology.  

4.3 Results 

The reaction of Co(acac)3 with benzyl alcohol (BnOH) yields spherical CoO assemblies. They are 
composed of polyhedrally shaped, edgy nanocrystallites as shown in scanning electron microscopy 
(SEM) and high-resolution transmission electron microscopy (HR-TEM) images in Figure 4.1. From 
TEM images recorded at different reaction times, we estimate that both the smaller crystallites and the 
assemblies grow with reaction time (Supplementary Figure 4.2-4.4). Distinct particles are first visible 
in TEM after 20 min (Supplementary Figure 4.5). The crystallites reach an average size of 6 nm and the 
assemblies have a final size between 20 and 45 nm. The HR-TEM image of a single assembly in 
Figure 4.1c reveals an arbitrary orientation of the crystallites, since different crystallographic planes are 
exhibited within the same assembly. This can be more easily seen in Figure 4.1d and f where we Fourier-
filter the HR-TEM image of a single assembly, highlighting crystallites exhibiting the (111) planes in 
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violet and those exhibiting the (200) planes in blue. The assembly of polyhedrally shaped particles into 
spherical structures implies a nonclassical multi-step reaction pathway. To access the complexity of the 
reaction mechanism, we utilize complementary in situ X-ray spectroscopic and scattering methods. 

 
Figure 4.1. SEM and TEM images of CoO assemblies at the end of the reaction. Different 
magnifications highlight their hierarchical structure. a Probe-corrected SEM image of spherical 
assemblies built of irregularly shaped crystallites. b TEM image of assemblies grown after 90 min 
reaction time. c HR-TEM image and corresponding Fourier transformation (FT) (inset) reveal that an 
assembly exhibits different crystallite orientations. A dislocation in the (1�11) plane is marked with a 
white T. d Filtered image of c by inverse FT of the frequency components highlighted by circles in c 
selectively showing the (111) orientation in violet and the (200) orientation in blue. e HR-TEM image 
of a different assembly and its corresponding FT, and f filtered inverse FT of e highlighting only the 
(111) orientation. Individual crystallites do not align to each other in a common crystallographic 
orientation. 

4.3.1 Tracking chemical changes of the reactants via in situ X-ray absorption 

spectroscopy 

To elucidate the chemical reactions in solution, we recorded in situ HERFD-XANES spectra of the CoO 
assembly synthesis at 160°C. The full time series is shown in Supplementary Figure 4.6. There we notice 
that, immediately after the reaction temperature is reached, the absorption edge shifts by 3.4 eV towards 
lower energies, indicating the reduction of the Co3+ precursor. Figure 4.2a depicts four representative 
stages of the time series in more detail. The multiple features in the pre-edge (second row in Figure 4.2a) 
at 7709.5, 7712.5 and 7716 eV that are present at the beginning of the reaction, reduce to a single feature 
at 7708.5 eV. These pre-edge features originate from hybridization of 3d and 4p unoccupied states in 
Co2+ and Co3+, allowing quadrupole transitions of a 1s core electron into unoccupied 3d states.138-140 
Towards the end of the reaction, we observe an increase of the intensity of the white line at 7726 eV 
that corresponds to 1s→4p transitions in CoO, confirming the formation of the final product.139-141 
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Figure 4.2. Determination of chemical constituents from the in situ HERFD-XANES study and the 
MCR-ALS analysis. a Selected HERFD-XANES spectra of the time series with the main edge shown 
in the first and the pre-edge in the second row. The spectra are plotted together with the multivariate 
curve resolution by alternating least squares (MCR-ALS) compounds recovered at the respective times. 
Linear combinations of the recovered spectra (black solid lines) match the in situ data (dotted lines). b 
Spectra of recovered MCR-ALS compounds compared to measured reference spectra of Co(acac)3 
dissolved in BnOH (red), Co(acac)2 (orange) and CoO (violet). Dashed vertical lines emphasize the edge 
positions of Co2+ (“A” at 7720.2 eV) and Co3+ (“B” at 7723.6 eV). c Relative concentrations of the 
MCR-ALS compounds over reaction time. The dashed line indicates the temperature set point. We set 
t0 (beginning of reaction time) to the point when we start heating to 160 °C. 

We use a multivariate curve resolution by alternating least squares (MCR-ALS) analysis to recover the 
number and spectra of independent compounds in the reaction mixture and follow changes of their 
concentration over time.142, 143 This way, we determine the presence of three independent compounds in 
the in situ data. Further details on the MCR-ALS analysis are given in Supplementary Notes 4.1 and 
Supplementary Figure 4.7. By comparing linear combinations of the three recovered spectra to the in 
situ data at different reaction stages (Figure 4.2a), we conclude that these compounds accurately describe 
both the overall spectral features including the position of the absorption edge and the post-edge 
fluctuations as well as the pre-edge region. The residual portion of the experimental data not described 
by the three compounds is 2.1%. 
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Figure 4.3. Structure determination of the reaction intermediate Co(acac)2. The structure is determined 
by means of theoretical XANES spectra calculated using the FEFF code.62 The spectrum of Co(acac)3 
is shown in a for comparison. Examined structures include b tetrahedral, c square-planar and d solvent-
coordinated with water as a model solvent, since the precise coordination geometry of BnOH is 
unknown. The recovered spectra from the MCR-ALS analysis corresponding to Co(acac)3 and Co(acac)2 
are shown as dotted lines for reference in parts a and b-d, respectively. Spectra are plotted together with 
the local density of states (DOS) for s, p and d states of cobalt and oxygen atoms. The energy scale is 
relative to the absorption edge E0. The position of the Fermi level is indicated for each structure as a 
vertical dashed line. No instrumental broadening was necessary for the energy resolution of FEFF 
calculations to be in good agreement with the experimental HERFD-XANES spectra (for details, see 
Supplementary Notes 4.4). e Structural models of the proposed reaction pathway. The atomic positions 
in square-planar and tetrahedral Co(acac)2 were taken from reference144 and the structure of Co(acac)3 
was adopted from reference145. 

In Figure 4.2b we compare the recovered compound spectra to references. We find that the compound 
mostly present at the beginning of the reaction (shown in red) is in very good agreement with the 
reference spectrum of Co(acac)3 dissolved in BnOH. We determine the edge position at 7723.6 eV 
(labeled B in Figure 4.2b) confirming the valency of the precursor.146, 147 For the other compounds the 
edge is observed at 7720.2 eV (labeled A in Figure 4.2b) indicating that both are in the oxidation state 
Co2+.148-150 At the end of the reaction, the predominant compound (violet) reproduces all features of the 
CoO reference that was measured as a dry powder and corrected for self-absorption151 (for details, see 
Supplementary Notes 4.2 and Supplementary Figure 4.8).  

Most importantly, the compound shown in orange in Figure 4.2 compares well to the Co(acac)2 
reference, which we identify as a reaction intermediate. This is affirmed by the simulation of XANES 
spectra of Co(acac)2 using the FEFF code62 as shown in Figure 4.3, Supplementary Figure 4.10-4.11 
(refer to the Supplementary Notes 4.4 and Supplementary Table 4.3 for details on the FEFF 
calculations). Furthermore, FEFF calculations allow deeper insight into the conformation of the reaction 
intermediate, since the spectral features are very sensitive to the local chemical environment around the 
absorbing Co2+ ion. Tetrahedral and square-planar conformations have been suggested for the isolated 
Co(acac)2 molecule,144 however, only the calculated XANES spectra of an octahedrally coordinated 
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Co2+ ion are in good agreement with the experiment. We thus conclude that in solution, the Co2+ ion is 
additionally coordinated by oxygen atoms of two solvent molecules, forming a bis-adduct of the square-
planar Co(acac)2 with octahedral coordination.152 Due to the limited solubility of Co(acac)2 in BnOH at 
room temperature, the reference for the MCR-ALS analysis was measured as a powder where the 
complex is known to form the tetramer Co4(acac)8 that also exhibits octahedral coordination152, 153 
(Supplementary Figure 4.11d). Thus we attribute the deviations between the spectrum of the reaction 
intermediate recovered by MCR-ALS and the Co(acac)2 reference in Figure 4.2b to slight changes in 
the coordination geometry and the second-shell chemical environment upon dissolving. 

To quantify the portion of each compound in the system, in Figure 4.2c we examine the profiles of 
relative concentrations over time that result from the MCR-ALS analysis. When the temperature reaches 
the set point, BnOH reduces Co(acac)3 to Co(acac)2 within 10 min, significantly faster than the 
formation of CoO from Co(acac)2. Both reaction steps are best described by pseudo first order kinetics154, 

155 (for details, see Supplementary Notes 4.3 and Supplementary Figure 4.9) with the rate of the initial 
reduction being significantly higher than that of the formation of the final product. We ascribe the 
fluctuations in the relative concentrations most notable in the beginning and at the end of the reaction to 
changes of the position of the X-ray beam on the reaction cell, in combination with no stirring applied. 
This can be a reason why the relative concentration of Co(acac)2 never reaches 100%. Precipitation of 
large particles could be another reason why this is neither the case for CoO. However, it is important to 
note that the formation of CoO only sets in after the precursor has been completely reduced to Co(acac)2. 
We can thus exclude the possibility of parallel reactions such as the precursor reacting to CoO without 
a stable intermediate. 

4.3.2 Pinning down nucleation and growth of nanoparticles with in situ PDF 

X-ray spectroscopy provides information about the chemical state of cobalt species. However, it fails to 
investigate the crystallization and growth of the CoO nanoparticles from a structural perspective. 
Therefore, we performed in situ total X-ray scattering experiments of the synthesis at 160 °C. 
Supplementary Figure 4.12 shows the integrated and background-subtracted in situ total X-ray scattering 
data. The constant broad feature at around 1 Å-1 results from the remaining scattering from the sample 
environment (glass vessel filled with BnOH) after background subtraction (Supplementary Figure 4.13). 
Except for the residual background, no reflections are seen either in the initial stages of the reaction or 
during the step of heating. The crystallization of CoO starts after ca. 20 min reaction time suggested by 
the appearance of CoO reflections, which persist until the reaction finishes after 90 min.  

Total scattering data encodes structural information on chemical constituents independent of their 
aggregation state and ordering, and thus enables to study precursor molecules in solution, as well as 
amorphous and crystalline nanoparticles. To access this information, we convert the in situ recorded 
scattering data into the time-resolved PDFs (𝐺𝐺(𝑟𝑟)), as shown in Figure 4.4a. We obtain a real space 
representation of the interatomic distance changes of all compounds in the reaction mixture over the 
course of reaction. At the beginning, the time-resolved PDFs reveal only short-range order within a 
correlation length 𝑟𝑟 of less than 5 Å, indicating the presence of isolated molecular species. The long-
range order suddenly appears after 20 min, pinning down the nucleation of the crystalline CoO phase. 

The low 𝑟𝑟 region of the time-resolved PDFs before the crystallization as seen in Figure 4.4b clearly 
shows a single and intense feature at 𝑟𝑟 ca. 2 Å that is constant until longer-range order appears. This 
peak represents the nearest neighbor Co-O bond. However, the position of this peak starts shifting to 
higher 𝑟𝑟 values only 4 min after heating to the final reaction temperature is started, revealing the initial 
changes of the Co environment in the precursor prior to nucleation. To quantify this behavior, the PDFs 
corresponding to selected reaction stages are depicted in Figure 4.4c. At early reaction times below 13 
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min, the PDFs show only local order of the reactant. As the reaction progresses further to 20 min and 
beyond, the peaks related to the structure of CoO first on the short to medium range and soon also on 
the long-range emerge and intensify as indicated by the dashed lines. Moreover, small features at around 
2.34, 2.76 and 3.14 Å in the initial stage match very well with the C-O and two different Co-C bond 
distances in the Co(acac)3 molecule.145 These peaks change position over time and disappear when the 
crystalline CoO phase appears, most noticeably when the peak of nearest Co-Co distance at around 
3.01 Å emerges. The overall behavior is similar to ex situ reference measurements after selected reaction 
times, as shown in Supplementary Figure 4.14a,b. 

 

Figure 4.4. Following the structural rearrangement of the Co complex and the crystallization of CoO.  
a In situ time-resolved PDFs 𝐺𝐺(𝑟𝑟) for the CoO synthesis. The heating step includes heating from room 
temperature to 60 °C, 5 min at 60 °C, and heating from 60 to 160 °C. We set 𝑡𝑡0 (beginning of reaction 
time) to the point when we start heating to 160 °C. b Region of a illustrating the short range order before 
the crystallization of CoO. c Zoom into the local order region of the PDFs for selected reaction times of 
the in situ data. Dashed lines show the first coordination shells of CoO. d Changes in the shortest Co-O 
bond over the reaction course, which indicate 3 reaction stages. e Structural models for the proposed 
reaction stages. The structures were obtained from the crystallographic data from references145, 156, 157 
using the VESTA software.158 
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The observed shifts of PDF peaks during the reaction suggest that the effective Co-O distance can act 
as fingerprint of the nucleation pathway. To test this approach, we depict the changes in the shortest Co-
O distance over reaction time in Figure 4.4d. Simple eye inspection reveals three stages for the reaction. 
At room temperature and during heating, the Co-O distance remains close to ~1.90 Å (stage 1), which 
agrees well with the bond length obtained from our ex situ measurements of the Co(acac)3 reference 
(Supplementary Figure 4.15c). After about 4 min, the Co-O bond length rapidly increases and fluctuates 
around 1.98 Å until 20 min, suggesting an intermediate state (stage 2). Then, the Co-O distance gradually 
expands further up to 30 min, where it approaches a value of ~2.12 Å that remains close to constant 
(stage 3). It is worth noting that the transformation from stage 1 to 2 occurs much faster than the final 
changes from stage 2 to 3, matching the reaction rates found by the HERFD-XANES study (Figure 4.c). 

The reaction stages can thus be explained as follows. Stage 1 is associated with the precursor Co(acac)3 
without noticeable changes. For stage 2, HERFD-XANES pointed out Co(acac)2 as the reaction 
intermediate at comparable reaction times as those inferred from Figure 4.4d. Thus, it is reasonable that 
the Co-O bond lengthening associated with the lack of long range order corresponds to the reduction of 
the precursor to Co(acac)2 during stage 2, although the ex situ measurement of the Co(acac)2 reference 
at room temperature provides a slightly longer Co-O bond length of 2.05 Å (Supplementary Figure 
4.14c). Finally, stage 3 corresponds to the formation of CoO nanoparticles, as the Co-O distance 
approaches that of the first coordination shell in rock salt CoO. The proposed reaction course is 
illustrated in Figure 4.4e. 

To track the structural evolution of the CoO particles in the final phase 3, we perform a sequential 
refinement on the time-resolved PDFs starting from the final product after 90 min, and trace the signal 
back towards earlier reaction times. In this process, calculated PDFs are fitted to the data in the 𝑟𝑟 range 
between 1.5 and 40 Å applying the crystal structure of cubic CoO. Besides other structural parameters, 
we refine the spherical particle (sp) diameter which represents the size of individual crystallites in PDF. 
Figure 4.5a shows the sp-diameter as a function of the reaction time. The refinement results for the other 
parameters are depicted in Supplementary Figure 4.15. At 21 min 20 s, the initial value of the sp-
diameter is ~35 Å, increasing rapidly to ca. 50 Å within additional 10 min. Crystallites gradually 
continue to grow until the end of the reaction at 90 min and reach a diameter of 64 Å. At the final 
reaction stage, the crystallite sizes are in good agreement with the size of 6 nm of the small building 
blocks of the assemblies visible in TEM images as shown in Figure 4.1. The lattice parameter 𝑎𝑎 rapidly 
decreases as the reaction progresses and fluctuates around 4.28 Å throughout most of the reaction time. 
It is worth noting that the sequential refinement was also carried out in a higher 𝑟𝑟 range of 1.5–60 Å, 
comparable to the size of the small building blocks, and similar refinement results are observed as 
illustrated in Supplementary Figure 4.16. 

The fit quality 𝑅𝑅w (lower is better) corresponding to the PDF refinement presented in Figure 4.5a and 
S14 is shown in Figure 4.5b as a function of the reaction time. For the reaction time before 40 min, the 
co-existence of Co(acac)2 and CoO induces a misfit in the low 𝑟𝑟 region. The sp-diameter is robust against 
the misfit in this region and thus the relative changes of crystallite size are reliable. However, the CoO 
structural model does not well describe the experimental data before 40 min as shown in Supplementary 
Figure 4.17a. After 40 min and beyond, the PDF data and fit match well, with 𝑅𝑅w dropping below 0.3, 
and improving continuously with reaction time. The modeling of the PDF obtained at 90 min reveals 
good agreement with the cubic CoO structure in the whole 𝑟𝑟 range, i.e. a low 𝑅𝑅w of 0.233, as depicted 
in Figure 4.5c. Additional refinements of the PDFs at other reaction stages are shown in Supplementary 
Figure 4.17b-d. 
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Figure 4.5. Results of the sequential PDF refinement. a Evolution of sp-diameter as a function of the 
reaction time. b Fit quality 𝑅𝑅w progression as a function of the reaction time. The data in a and b were 
obtained from the sequential refinement of time-resolved PDFs. c Experimental and calculated PDFs 
G(r) for the reaction at 160 °C after 90 min. The calculation imposes a rock salt CoO phase.157

 

The in situ reaction at a milder temperature of 140 °C compared to the reaction at 160 °C discussed so 
far presents a similar trend of the formation of the CoO nanoparticles. The kinetics and growth rate are, 
however, significantly slower than those at 160 °C, as discussed in Supplementary Notes 4.5 and 
Supplementary Figure 4.18-4.19. 

4.3.3 Tracking the assembly with SAXS 

So far, we have elucidated the reaction pathway from the dissolved precursor to the product phase. While 
with PDF analysis we have been able to follow nucleation and growth, information about the process of 
crystallite assembly into the superstructure is missing. The size and the internal structure of assemblies 
in solution are accessible from the scattered X-ray intensity at small scattering angles 2𝜃𝜃, here below 
4.2°. We show this SAXS data as a function of scattering vector 𝑞𝑞 = 4𝜋𝜋 𝜆𝜆⁄ sin (𝜃𝜃), where 𝜆𝜆 is the X-
ray wavelength. SAXS intensities 𝐼𝐼(𝑞𝑞), shown in  Figure 4.6a, were recorded ex situ from aliquots 
obtained by ceasing the reaction at five different time points. After 10 minutes reaction time, the SAXS 
intensity shows a pronounced divergence at low 𝑞𝑞. The intensity obeys approximately a 𝑞𝑞−4 power law 
characteristic for scattering contrast from objects with well-defined boundaries.159, 160 The slight kink 

below 𝑞𝑞 = 0.01 Å−1 indicates that the characteristic length scale of the scattering objects (2𝜋𝜋/𝑞𝑞) is a 



4 X-ray studies bridge the length scales during the emergence of CoO nanoassemblies 

48 
 

few 10 nm. At this reaction stage, the intermediate Co(acac)2 dominates the reaction mixture according 
to our HERFD-XANES measurements reported in Figure 4.2c. Since the intermediate is not well soluble 
in BnOH at room temperature the scattering signal visible in SAXS at this stage may be from precipitates 
of the intermediate. 

From 20 min reaction time onwards, the SAXS signal at low angles, i.e. low values of 𝑞𝑞, is well 
described by an intensity plateau region and a subsequent intensity drop. This is clear evidence that well-
defined objects have formed. A fit with a model assuming homogeneous spherical assemblies (solid line 
in Figure 4.6a, see also Supplementary Notes 4.6 and Supplementary Table 4.4) yields an assembly 
diameter of 𝐷𝐷 = 21 nm. Additionally, a size polydispersity of 𝛥𝛥𝐷𝐷/𝐷𝐷 = 25% is obtained. For 40, 60, 
and 90 min reaction time, the assembly diameter gradually increases, i.e. the plateau region narrows. 
The sphere size obtained from the analysis levels off at a diameter of 𝐷𝐷 = 58 nm, 𝛥𝛥𝐷𝐷/𝐷𝐷 = 19%, as 
summarized in Figure 4.6b. 

For larger diameters, a second intensity oscillation is observed in the data close to the plateau region, as 
expected for scattering from homogeneous spheres. The homogeneous spherical model, however, only 

describes the SAXS intensity well up to 𝑞𝑞 = 0.04 Å−1. For larger 𝑞𝑞 values, the model strongly 
underestimates the SAXS intensity, indicating a more complex internal structure. 

 

Figure 4.6. SAXS data modelling to follow the assembly of CoO nanocrystals. a SAXS intensities 𝐼𝐼(𝑞𝑞) 
of CoO assemblies for different reaction times. Dashed curves: Calculated intensities for homogeneous 
spherical assemblies. Superimposed bold curves indicate the least-squares fitting range. Dotted lines: 
Power laws describing the contributions of compact particle shape (𝑞𝑞−4) and corrugated surface (𝑞𝑞−2) 
on the different length scales. An intermediate region is emphasized by vertical grey lines. b Comparison 
of size evolution over time of polyhedra (spherical particle diameter obtained from in situ PDFs and 
assemblies obtained from SAXS). Here, the error bars indicate the polydispersity of the assemblies. c 
Average number of crystallites per assembly obtained from average assembly size in b assuming that 
they are built from densely packed spherical units with a filled volume fraction of 74%. Here, the error 
bars result from the error propagation of the average assembly sizes (SAXS) and of the standard 
deviation of the crystallite sizes (PDF) in b. 
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Particles with pronounced internal structure, such as fractal and porous materials, are known to show a 
crossover of the power law underlying the SAXS intensity, at the point where 𝑞𝑞 is large enough to 
resolve these internal structures.159 Our data suggest that such a crossover from initially 𝑞𝑞−4 to 𝑞𝑞−2 

occurs here at ca. q = 0.06 Å-1, i.e. for length scales smaller than 10 nm, illustrated by the dotted lines 

in Figure 4.6a. The region described by 𝑞𝑞−2 extends up to 𝑞𝑞 = 0.2 Å−1 (indicated by vertical lines) 
beyond which the 𝑞𝑞−4 behavior is recovered. Thus, the scattering signal in the intermediate region 
originates from inhomogeneities at length scales of ca. 3 nm up to 10 nm. This size range is considerably 
smaller than the full diameter of the assemblies but coincides with the size range of the building units 

determined with PDF (sp-diameter in Figure 4.5a). On an even smaller scale, i.e. for 𝑞𝑞 > 0.2 Å−1, the 
assemblies scatter like compact objects. In SAXS the dimensional crossover is seen for all reaction times 
between 20 and 90 min, suggesting that the assemblies are corrugated and porous throughout the 
reaction.  The SEM and TEM images shown in Figure 4.1 and Supplementary Figure 4.2-4.3, 4.22 also 
display that the compact crystallites form porous assemblies with voids in the interior. 

We measured samples after selected reaction times in our laboratory SAXS system. Here, we are able 
to calibrate the SAXS data on absolute scale, allowing us to determine the volume fraction of the reactant 
(for details, see Supplementary Notes 4.6). At the end of the reaction, the volume fraction of the 
assembly is 0.026 %, corresponding to a CoO concentration of 1.65 mg/ml and a reaction yield of ca. 
22%. However, since these samples were measured ex situ, precipitation may have led to an 
underestimation of the concentration and thus the reaction yield. The final assembly size of 𝐷𝐷 = 58 nm 
reported by SAXS is in good agreement with TEM images taken from the same batch used for SAXS 
analysis (Supplementary Figure 4.22). However, assemblies are about 30 % larger than those from 
another batch shown in TEM images of Figure 4.1. Even though the absolute values vary between the 
batches, we observed the similar growth trends independent of the batch. We measured PXRD for the 
same samples as used for the SAXS analysis, yielding cubic CoO domain sizes of 4.9 ± 2.8 nm, 5.8 ± 
1.0 nm, and 6.0 ± 1.2 nm by Scherrer analysis for 40, 60 and 90 min reaction times, respectively. For 
details, refer to Supplementary Table 4.4 and Supplementary Figure 4.21. These values are in good 
agreement with the crystallite sizes found by the in situ PDF analysis. 

The average number of crystallites per assembly can now be estimated as a function of reaction time. 
For this purpose, we compare the assembly size as obtained from SAXS with the diameter of the 
crystallites, i.e. the sp-diameter as obtained from the PDF refinement (Figure 4.6b). We plot the resulting 
number of crystallites per assembly in Figure 4.6c, assuming dense packing of spherical units with a 
filled volume fraction of 74%. From the similarity of the three curves, we conclude that during the entire 
evolution of the CoO phase, both the attachment of crystallites onto the assemblies and the growth of 
the individual crystallites contribute similarly to the resulting growth of the assemblies. Moreover, time-
resolved TEM images shown in Supplementary Figure 4.2-4.3 support our findings and show that during 
all reaction stages, crystallites in the center of the assemblies are of the same size as the ones at the 
surface. 

4.4 Discussion 

Previous studies of nonclassical crystallization mechanisms suggest that multiple pathways exist 
involving distinct pre-crystalline entities (see Cölfen et al. 201913, Figure 1d therein and references). 
Our work provides an experimental complement to this work. Using the example of polycrystalline 
assemblies of polyhedrally shaped CoO nanoparticles, we illustrate that advanced X-ray spectroscopic 
and scattering in situ studies are very powerful tools for bridging the molecular- and macro- length 
scales. Putting together complementary pieces of information, we can pin down the formation of 
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monomers, nucleation, growth and assembly of the CoO polyhedra as schematically shown in Figure 4.7 
and Supplementary Figure 4.23. In summary, HERFD-XANES revealed Co(acac)2 as a monomer 
species that quickly forms upon reduction of the precursor in solution. FEFF calculations indicated that 
the intermediate forms a bis-adduct of square-planar Co(acac)2 with coordinated solvent molecules. 
Total scattering and PDF analysis gave insights into local structural changes around the Co2+ ion during 
nucleation and growth of the cubic CoO phase. We assigned the stepwise increase of the Co-O bond 
length to the rearrangement of the organo-metallic precursor upon reduction, and to the nucleation of 
the crystalline product phase. SAXS measurements together with crystallite size evolution derived from 
PDF shed light on the assembly mechanism of the final structure. They indicate that crystallites start 
assembling soon after nucleation and continue to assemble, while the cavernous nature of the assemblies 
allows crystallites to grow similarly at the surface and in bulk. During the entire reaction, growth and 
assembly of particles contribute to the size evolution of the final product. The size evolution of 
crystallites and assemblies, as well as the average number of crystallites per assembly, follow the 
kinetics of the formation of the product phase. Our findings do not support a classical crystallization and 
growth mechanism, in which crystallites nucleate and grow only at the surface of the assemblies until 
they are covered with the next layer of crystallites. On the contrary, the cavernous structure of the 
nanoparticle assemblies allows the crystallites to always consume material from the solution and thus 
to grow both on the surface and in bulk. In addition, no isolated, unassembled crystallites are found in 
SAXS or TEM, indicating that crystallites, which may nucleate in solution, are soon attached to an 
assembly, keeping the number of isolated crystallites low. 

The simultaneous growth and assembly of crystallites we observe here is a markedly different 
mechanism from e.g. evaporation-induced assembly of pre-formed nanocrystals in dispersion to 
mesocrystals, which has been in the focus of recent in situ investigations by X-ray methods.161-163 Here 
we find that for the synthesis of CoO nanocrystals under solvothermal conditions, crystallite nucleation 
and growth are accompanied by unoriented assembly into a polycrystalline superstructure. 

 
Figure 4.7. Overview of the emergence of nanoassemblies of CoO in BnOH. Complementary X-ray 
spectroscopic and scattering methods enable the bridging of the studies of reaction mechanism from 
molecular- to macro- length scales. We combined HERFD-XANES, PDF analysis and SAXS to follow 
the emergence of CoO nanoassemblies in solution. 
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More generally, our approach of combining three techniques from the fields of X-ray spectroscopy and 
scattering made it possible to gain mechanistic insights into all steps of complex nonclassical 
crystallization. While spectroscopy is focused on the chemistry, scattering in the full range of reciprocal 
space is essential to follow the structural and morphological evolution at different length scales, both 
key features when it comes to understanding the complexity of nanomaterials formation. We 
demonstrate a way to strengthen the use of multimodal in situ X-ray experiments in particular for 
studying nonclassical crystallization processes. The level of microscopic detail obtained within this 
study encourages the application of this approach in related fields, which might benefit even more from 
the combination of structural and spectroscopic synchrotron techniques. Particularly catalysts at 
functional interfaces, which are notoriously difficult to probe in a coherent chemical and structural way, 
might be worthwhile to explore.164 

4.5 Experimental section 

Synthetic procedure 

Chemicals: Benzyl alcohol (>99%), Co(acac)3 (99.99%), Co(acac)2 (>99%) were purchased from 
Sigma Aldrich, and ethanol (absolute) for washing from VWR. All chemicals were used without further 
purification. 
Synthesis: Co(acac)3 (0.5 mmol) was added to 5 mL of BnOH and stirred for 5 min at room temperature. 
A quantity of 0.8 mL of the green solution was transferred to the reaction container of the in situ cell 
(Supplementary Figure 4.1), sealed and heated at an average heating rate of 1 °C/s first to 60 °C for 
5 min to homogenize, then at the same rate to 140 °C or 160 °C and stabilized at this temperature during 
210 min or 90 min, respectively, for in situ experiments. We define the beginning of the reaction time 
(t0) at the point when the heating to the reaction temperature of 140 °C or 160 °C starts. All mentions of 
reaction time are relative to t0. For ex situ SAXS measurements, the reaction was stopped after 20, 40, 
60 and 90 min reaction time by quickly cooling down the in situ cell to room temperature with a cold 
metal block, and the solution was measured without further treatment. For SEM/TEM, the brown 
precipitate was washed three times with ethanol and dried at 60 °C. For the TEM image in 
Supplementary Figure 4.22, no washing was applied. 
SEM: Scanning electron microscopy images were taken and probe-corrected with a Regulus 8220 
(Hitachi High Technologies Corp., Japan) at an acceleration voltage of 10 kV and using the secondary 
electron signal. 
TEM: Transmission electron microscopy images and electron diffraction (ED) measurements were 
taken with a JEM 1011, High-resolution TEM images with a JEM 2200 FS (JEOL Ltd., Japan) at an 
acceleration voltage of 100 kV. 

In situ reactor 

The reactor and measurement cell (Supplementary Figure 4.1) is composed of a polyether ether ketone 
(PEEK) reaction container inserted into a heated brass housing and surrounded by thermally insulating 
alumina bricks. The container is sealed by a PEEK cap pressed against the top side of the container. A 
0.2 mm thin PEEK wall on one side of the container serves as entrance and exit window for 
fluorescence-detected XAS. For total scattering measurements, a cylindrical quartz capillary with a 
diameter of 6.5 mm and a wall thickness of 0.5 mm is held in place by a PEEK support not in contact 
with the primary X-ray beam in order to avoid background signal from the semi-crystalline PEEK. No 
stirring is applied to the reaction solution. 
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X-ray techniques 

HERFD-XANES: Spectra were recorded at beamline ID26 at the European Synchrotron Radiation 
Facility (ESRF), Grenoble, France. Using a Si (111) double crystal monochromator (DCM), the incident 
energy was varied from 7.70 to 7.78 keV over the Co K edge. The maximum of the Co Kα1 (1s2p) 
fluorescence line was selected with an emission spectrometer in Rowland geometry with five Si (531) 
analyzer crystals aligned at the Bragg angle of 77°. HERFD-XANES spectra were recorded in 
continuous scan mode every 80 s with an overall energy resolution of 1.22 eV and average energy steps 
of 0.05 eV. The position of the beam on the in situ cell was changed after each scan to avoid beam 
damage. The CoO reference was measured as a dry powder using a Si (311) DCM and the Co(acac)2 
reference was measured at beamline BM14 at ESRF selecting the Kβ1,3 (1s3p) emission line with one 
Ge (444) analyzer crystal aligned at the Bragg angle of 83°.165 Spectra were later aligned to the 
absorption edge to account for possibly different energy calibrations. 
Total X-ray scattering: Data was taken at beamline P21.1 of PETRA III at Deutsches Elektronen-
Synchrotron (DESY), Hamburg, Germany. Diffraction patterns were recorded every 10 s at an X-ray 
energy of 102.92 keV (λ = 0.121 Å) using a digital X-ray flat panel detector XRD1621 (Perkin Elmer 
Inc., USA) with a pixel size of 200 × 200 μm² and a sample-to-detector distance of 0.411 m, obtained 
from a calibration with a CeO2 powder standard packed into the quartz capillary of the in situ cell. 
SAXS: Data were obtained at beamline P03 at PETRA III.166 The X-ray energy was 12.9 keV (λ = 0.961 
Å). Samples were loaded in 2 mm quartz glass capillaries (Hilgenberg, Malsfeld, Germany). Data were 
recorded with a Pilatus 1M detector (Dectris, Baden-Dättwil, Switzerland) for 5 × 0.1 s at 5.2 m and for 
0.5 s at 2.0 m sample-to-detector distance, and combined. Additional SAXS data were recorded at a 
sealed tube Mo anode microfocus X-ray setup at LMU, Munich. 167 A Pilatus 300K detector (Dectris, 
Baden-Dättwil, Switzerland) was used at 1.0 m sample-to-detector distance. Samples were loaded in 
custom-made chambers with Kapton foils (DuPont, USA) as windows and measured for 5x20min and 
7x20 min before taking the median, for the samples after 20 min and 90 min reaction time, respectively. 
PXRD: Data were recorded using the laboratory molybdenum anode microfocus X-ray setup at LMU, 
Munich.167 The X-ray energy was 17.4 keV (λ = 0.71 Å). Samples were dried for three days on Kapton 
foils (DuPont, USA) for measurements. A Pilatus 100K detector (Dectris, Baden-Dättwil, Switzerland) 
was raster-scanned perpendicular to the beam to enlarge the q range. The total exposure time per sample 
was 18 h. A LaB6 powder standard was used for calibration of the sample-to-detector distance and the 
instrumental resolution. 

Data analysis 

HERFD-XANES: Data reduction of HERFD-XANES spectra in the energy range from 7.705 to 
7.780 keV was performed with the software package PyMCA.168 Binning was applied to reduce the 
number of data points by a factor of five and the edge step was normalized by fitting a constant to the 
pre and post edge regions. Edge positions were calculated and spectra were aligned with Athena, part of 
the Demeter software package.169 The in situ data set was analyzed with the MCR-ALS method 
implemented in MATLAB (The MathWorks Inc., USA).142, 143, 170 An uncertainty estimation with a noise 
level of 3% was applied. The number of components was determined by means of singular value 
decomposition and the initial spectra and concentration profiles were estimated by the Purest Variables 
detection method. The ALS algorithm was applied with the following constraints: (1) non-negativity of 
spectra and concentrations, (2) unimodality of concentrations with 20% tolerance and (3) convergence 
criterion of 0.1. 
FEFF: Theoretical XANES spectra were calculated using the FEFF code62 in version 9.6.4 with the 
Hedin-Lundquist energy dependent exchange correlation potential. The settings are listed in 
Supplementary Table 4.3. For the Co4(acac)8 tetramer, calculations with each of the Co ions set as the 
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absorber were averaged, since their environments are not equivalent. For additional details, refer to 
Supplementary Notes 4.4. Experimental and theoretical spectra were aligned with Athena.169 
Total scattering: The azimuthal integration of the 2D diffraction patterns was performed with pyFAI.171 
CeO2 powder packed into the quartz capillary was used as a calibrant for the integration parameters and 
the instrumental parameters in real space. The integrated data were normalized and further processed 
using the program xPDFsuite172 with PDFgetX366 to perform the background subtraction, normalization 
to the atomic form factors, and Fourier transformation (FT) to obtain the PDF (G(r)). For the background 
subtraction, the glass capillary filled with BnOH was measured under the same conditions as for the 
synthesis. Qmin and Qmax parameters were set to 0.59 Å-1 and 16.5 Å-1, respectively. The resulting PDFs 
were sequentially refined applying PDFgui.173 Qdamp and Qbroad were determined as 0.0463 and 0.0574 
Å-1, respectively, from the CeO2 calibrant. Structural refinements were performed using crystallographic 
data of cubic CoO (Fm-3m (225) space group) from the Inorganic Crystal Structure Database (ICSD)-
9865.157  
SAXS and PXRD: Intensities were azimuthally averaged and binned using the Nika174 package for Igor 
Pro (Wavemetrics, Portland OR, USA). A solution of Co(acac)3 in BnOH was recorded as background 
and subtracted from all SAXS data of ex situ samples of the synthesis. A Kapton foil background was 
recorded and subtracted from the PXRD data. For additional details, refer to Supplementary Notes 4.6 
and Supplementary Notes 4.7. 
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4.9 Supplementary information 

 

Supplementary Figure 4.1. Schematics of the reaction cell used for in situ HERFD-XANES and total 
X-ray scattering studies. a Cross section of the in situ cell with a PEEK inset suitable for fluorescence-
detected XAS. The heating block is made of brass and is heated by proportional–integral–derivative 
(PID)-controlled heating elements. The PEEK inset is sealed with a PEEK cap that is pressed down by 
the top brass part. One wall of the PEEK vial has a thickness of 0.2 mm acting as entrance and exit 
window for the X-rays. Emitted X-rays are detected with a Rowland-circle spectrometer. b Front view 
of the in situ cell with the inset used for fluorescence-detected HERFD-XANES. Additional thermal 
insulation around the heating block is shown in blue. c PEEK inset holding a glass capillary suitable for 
in situ total X-ray scattering. This inset replaces the one in a for total scattering studies. A glass reaction 
vial is needed here to avoid background diffraction from the semi-crystalline PEEK. A 2D X-ray 
detector collects the scattered intensities behind the sample. The in situ cell was adopted from 
reference14. 

https://doi.org/10.5281/zenodo.4746349
https://doi.org/10.5281/zenodo.4746349
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Supplementary Figure 4.2. TEM images of CoO nanocrystallite assemblies at high magnification. The 
images were obtained after a 20 min, b 40 min, c 60 min and d 90 min reaction time. We used these 
micrographs for the size analysis of crystallites presented in Supplementary Figure 4.4. 
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Supplementary Figure 4.3. TEM images of CoO nanocrystallite assemblies at lower magnification 
compared to Supplementary Figure 4.2. The images were obtained after a 20 min, b 40 min, c 60 min 
and d 90 min reaction time. We used these micrographs for the size analysis of assemblies presented in 
Supplementary Figure 4.4. 

 
Supplementary Figure 4.4. Size evolution of polyhedral crystallites and assemblies. The values were 
obtained from the analysis of time-resolved TEM images in Supplementary Figure 4.2 and 
Supplementary Figure 4.3, respectively. At each reaction time, the size analysis is based on 50 
crystallites and assemblies. Error bars correspond to the standard deviation of the size distribution. 
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Supplementary Figure 4.5. TEM images of early reaction stages before (5 to 15 min) and just after 
(20 min) the onset of crystallization of CoO assemblies (c.f. Figure 4.2c and Figure 4.4d). The images 
were obtained after a 5 min, b 10 min, c 15 min and d 20 min reaction time. Insets show ED patterns of 
different, representative sample regions, respectively, with indexed reflections of the rock salt CoO 
phase.157 We account the large structures visible between 10 and 15 min to precipitation of unreacted 
intermediate Co(acac)2 or precursor Co(acac)3. Only the sample after 20 min shows distinct CoO 
assemblies, together with a strong crystalline ED signal. In the sample after 15 min, nanosized 
precipitate is observed. However, the very weak ED signal excludes the presence of final crystalline 
nanoparticles.  
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Supplementary Figure 4.6. Set of Co 1s2p HERFD-XANES spectra measured in situ during the 
reaction of Co(acac)3 to CoO in BnOH. 

Supplementary Notes 4.1. MCR-ALS method for analysis of in situ HERFD-XANES 

The MCR-ALS method142, 143, 170 used for extracting the reaction pathway from the in situ HERFD-
XANES data is briefly explained, followed by detailed fit results. Generally speaking, MCR-ALS is a 
factor analysis tool, thus it searches for the number and nature of uncorrelated variables explaining the 
variance in a set of observed, correlated variables. For this, the observed data set needs to be 
decomposable in the underlying bilinear model given by 𝐃𝐃 = 𝐂𝐂𝐒𝐒T + 𝐄𝐄 ( 4.1 ) 

In Equation 4.1 and for our case of time-resolved HERFD-XANES spectra, D is the experimental data 
with each row corresponding to a measured spectrum, rows of ST are spectra of uncorrelated variables 
(we call them components) and columns of C are the concentration profiles of each component over 
time. E represents variance in the data not explained by the model. After an initial guess for C and ST, 
which we do by means of the purest variables detection method,143, 176 a set of linear equations is 
iteratively solved, alternatingly keeping C or ST constant until the change in the standard deviation of E 
falls below a certain convergence criterion. Additional constraints can be imposed on the optimization 
problem (spectral and/or concentration dimension) to facilitate convergence, one being non-negativity 
and the other one being unimodality. 

Quality estimates of a converged fit arise from the unexplained residuals E, or the difference between 
the experimental data and the bilinear model, with the lack of fit given by 

lack of fit (%) = 100�∑ 𝑒𝑒𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗∑ 𝑑𝑑𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗  ( 4.2 ) 

where 𝑑𝑑𝑖𝑖𝑗𝑗 is a data matrix element and 𝑒𝑒𝑖𝑖𝑗𝑗 is the corresponding element of the residuals matrix E. 

Additionally, the variance explained in the model can be estimated from 
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𝑅𝑅2 =
∑ 𝑑𝑑𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗 − ∑ 𝑒𝑒𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗∑ 𝑑𝑑𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗  ( 4.3 ) 

and the standard deviation of the residuals is given by 

𝜎𝜎 = �∑ 𝑒𝑒𝑖𝑖𝑗𝑗2𝑖𝑖,𝑗𝑗𝑛𝑛 𝑚𝑚  ( 4.4 ) 

where 𝑛𝑛,𝑚𝑚 refer to the dimensions of D. For the MCR-ALS analysis in the main article, we show the 
quality estimates in Supplementary Table 4.1. 

Supplementary Table 4.1: MCR-ALS fit quality estimates. 

fit quality estimate value 

lack of fit (%) 2.088 𝑅𝑅2 99.956 𝜎𝜎 0.017 

The MCR-ALS optimization can only start after the dimensions of C and ST have been defined, thus the 
number of components must be defined beforehand. For this purpose we use singular value 
decomposition (SVD) which computes a set of eigenvalues and corresponding eigenvectors from the 
input data set.142 Both of them contain information to determine the number of components. A higher 
eigenvalue means that the respective component explains more variance of the data, while the graphical 
representation of the eigenvector of a meaningful component should display a distinctive profile, 
independent of its absolute values. Such meaningful components correspond to HERFD-XANES 
spectra of chemical compounds in the reaction mixture. 

We show the results of SVD of the in situ HERFD-XANES data set in Supplementary Figure 4.7. The 
scree plot of the eigenvalues in Supplementary Figure 4.7a has an elbow starting after component 3. 
Low eigenvalues after the elbow starting with component 5, which align linearly, correspond to the 
noise in the data. The exact eigenvalues are given in Supplementary Table 4.2. 

 
Supplementary Figure 4.7 SVD results of the in situ HERFD-XANES data set. a Scree plot of 
eigenvalues with elbow starting at component 3. Small, linearly aligned eigenvalues correspond to noise. 
b Eigenvector representation with components 1 to 3 (bold lines) showing distinctive profiles. 
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Additionally, looking at the eigenvector representations in Supplementary Figure 4.7b, we see clear 
profiles only for components 1 to 3, while components 4 and 5 only punctually exceed the noise level, 
which we assign to fluctuations due to changing positions of the incident beam on the reaction container 
throughout the collection of the in situ data set. The wall thickness of the reaction container could vary 
in a certain range, and we have to note that no stirring was applied during the in situ studies. From both 
measures combined, we conclude that there are 3 independent components in the data set. Additionally, 
MCR-ALS optimization with 4 and more components would not give physically meaningful results. 

Supplementary Table 4.2: The first ten eigenvalues calculated by SVD of the in situ HERFD-XANES 
data matrix. 

no. of component eigenvalue 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

155.112 
20.085 
4.377 
0.884 
0.45 
0.295 
0.226 
0.206 
0.179 
0.153 

Supplementary Notes 4.2. HERFD-XANES self-absorption correction 

Self-absorption can affect the intensities of features in fluorescence-detected XAS. In order to correct 
for this, we apply the method described by Booth and Bridges151 expressed by Equation 4.5: 𝐼𝐼f𝐼𝐼0 ≡ 𝐼𝐼f0 =

𝜀𝜀a𝜇𝜇a𝜇𝜇 + 𝑔𝑔𝜇𝜇f �1− 𝑒𝑒−� 𝜇𝜇sin𝜑𝜑+ 𝜇𝜇fsin𝜃𝜃�𝜇𝜇� 
 

( 4.5 ) 

Here, 𝐼𝐼0and 𝐼𝐼f are the incident and fluorescence intensities, 𝜀𝜀a(𝐸𝐸) is the fluorescence efficiency per unit 
solid angle, 𝜇𝜇a(𝐸𝐸) is the absorption coefficient due to core hole excitation, 𝜇𝜇(𝐸𝐸) is the total absorption 
coefficient, 𝜇𝜇f = 𝜇𝜇(𝐸𝐸f) is the absorption coefficient at the detected fluorescence energy, 𝜑𝜑 and 𝜃𝜃 are the 
angles of incident and outgoing X-rays with respect to the sample surface, 𝑔𝑔 ≡ sin𝜑𝜑 / sin𝜃𝜃, and 𝑑𝑑 is the thickness of the sample. Energy dependencies are implicit in all 
equations. In our case of HERFD-XANES, 𝜑𝜑 = 𝜃𝜃 = 45°, 𝜀𝜀a ≈ const. and if we assume a thick sample 
with respect to the absorption length, we can say that �1− 𝑒𝑒−� 𝜇𝜇sin𝜑𝜑+ 𝜇𝜇fsin𝜃𝜃�𝜇𝜇� ≈ 1 

 

 

 

and we can additionally assume that 𝜇𝜇a(𝐸𝐸) ≈ 𝜇𝜇(𝐸𝐸).  Thus, Equation 4.5 simplifies to 𝐼𝐼f0 ≈ 𝜀𝜀a𝜇𝜇𝜇𝜇 + 𝜇𝜇f  

 

which we can rearrange to 

𝜇𝜇 ≈ 𝜇𝜇f𝐼𝐼f0𝜀𝜀a − 𝐼𝐼f0 ( 4.6 ) 
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For the self-absorption corrected fluorescence intensity, 𝐼𝐼fcorr0 , we can say that 𝐼𝐼fcorr0 ~ 𝜇𝜇 for 𝐼𝐼fcorr0 ≪ 1 

and since we are not interested in absolute values for the absorption coefficient,  we can use Equation 
4.6  to perform self-absorption correction without knowledge of 𝜇𝜇f or 𝜀𝜀a. 

We do the self-absorption correction based on Equation 4.6 for the CoO powder reference in a way that 
we minimize the difference to the MCR-ALS spectrum of CoO. Due to the relatively low concentration 
of nanoparticles in the solution, we can assume the MCR-ALS spectrum not to contain any significant 
self-absorption. The corrected reference spectrum, after re-normalizing the edge step, is shown in 
Supplementary Figure 4.8 together with the uncorrected MCR-ALS spectrum. 

 

Supplementary Figure 4.8. Co 1s2p HERFD-XANES spectrum of the CoO powder reference before 
and after self-absorption correction. The spectrum of CoO recovered by MCR-ALS is also shown. 

Supplementary Notes 4.3. Kinetic fit of MCR-ALS results 

The reaction of Co(acac)3 with BnOH at 160 °C includes two steps, a reduction to Co(acac)2 followed 
by the formation of CoO. The concentration profiles obtained from the MCR-ALS analysis give a hint 
on the kinetics of the reaction steps. Supplementary Figure 4.9 shows plots of the concentrations of the 
precursor and intermediate in natural logarithmic and reciprocal scale. Arrows in Supplementary Figure 
4.9a mark changes in the beam position on the reaction container by a relatively long distance during 
the collection of the data set. The approximately linear decay in natural logarithmic scale within the 
intervals between the position changes is a visual indication of pseudo first order kinetics. A previous 
study on the formation on ZnO nanoparticles from zinc acetate in BnOH reported similar kinetics.154, 155 
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Supplementary Figure 4.9. Relative concentrations of the precursor and the intermediate. The same 
values are plotted a in natural logarithmic scale and b reciprocal scale. Arrows in a mark large changes 
in the position of the X-ray beam on the reaction container. The linear decay in the intervals between 
the position changes indicates pseudo first order kinetics. 

Supplementary Notes 4.4. Calculation of XANES spectra using the FEFF code 

In addition to reference measurements, we verify the reaction components identified by MCR-ALS with 
theoretical calculations of Co K-edge XANES spectra that we obtain using the FEFF code.62 From 
Supplementary Figure 4.10, we see that the calculated spectra of the reaction precursor, Co(acac)3, and 
the product, CoO, are in good agreement with the experimentally obtained spectra of these compounds. 
Additionally, we see that the 3d density of states (DOS) of the cobalt ion mainly determines the shape 
of the pre-edge transitions.  Thus, the pre-edge features arise from hybridization of Co 4p and 3d states, 
allowing to a certain extent 1s→3d quadrupole transitions. The calculated spectrum of CoO is missing 
a feature ~8 eV above the absorption edge compared to the experiment, which we account to a final state 
effect in the HERFD-XANES measurement not reproducible with FEFF. Standard transmission XANES 
at the Co K-edge also excludes this feature.177 

 

Supplementary Figure 4.10. Theoretical Co K-edge XANES spectra calculated using the FEFF code.62 
a Theoretical spectrum of Co(acac)3. b Theoretical spectrum of CoO. The spectra are plotted together 
with the local DOS for s, p, and d states. The experimental HERFD-XANES spectrum of the respective 
compound is shown as dotted line. The energy scale is relative to the absorption edge 𝐸𝐸0. The crystal 
structure of CoO and the atomic positions in Co(acac)3 were taken from references145, 157, respectively. 
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Furthermore, FEFF calculations allow deeper insight into the structure of the reaction intermediate, 
Co(acac)2. Previous theoretical and experimental studies revealed a number of conformations of the 
Co(acac)2 molecule depending on its aggregate state and environment. Diffraction experiments showed 
that in the crystalline state, the molecule adopts the tetrameric form Co4(acac)8.152, 153 Density functional 
theory (DFT) calculations of the isolated molecule indicate a small energy difference between the 
square-planar and tetrahedral conformation, thus the interaction with the solvent plays an important role 
for the actual structure.144 In Supplementary Figure 4.11, we present FEFF calculations for the possible 
structures of Co(acac)2. It is clear that only in the case of an octahedrally coordinated Co2+ ion, the theory 
is in good agreement with the experiment. We conclude that for the reference that was measured as a 
powder, the molecule forms tetramers with octahedral coordination (c.f. Supplementary Figure 4.11d). 
In solution, the Co2+ ion is additionally coordinated by oxygen atoms of two solvent molecules, forming 
a bis-adduct with octahedral coordination152 (c.f. Supplementary Figure 4.11c). Note that since the actual 
coordination geometry of Co(acac)2 in BnOH is unknown, we used water as a model coordinating 
solvent for the FEFF calculations. 

We used the FEFF code62 in version 9.6.4 with the Hedin-Lundquist energy dependent exchange 
correlation potential for all calculations. The settings are listed in Supplementary Table 4.3. Note that 
no instrumental broadening (EXCHANGE card setting vi) needed to be applied since the experimental 
spectra were measured in HERFD mode. For the Co4(acac)8 tetramer, we averaged calculations with 
each of the Co ions set as the absorber, since their environments in the tetramer are not equivalent. 

Supplementary Table 4.3: Settings for the FEFF calculations shown in Supplementary Figure 4.10 and 
Supplementary Figure 4.11. 

FEFF card ATOMS COREHOLE EXCHANGE SCF FMS 

compound number type vr vi rscf lscf rfms lfms 

Co(acac)3 43 none 3.5 0 6.0 1 6.0 1 
Co(acac)2 tetrahedral 29 none 3.5 0 6.0 1 6.0 1 
Co(acac)2 sq.-planar 29 none 3.5 0 6.0 1 6.0 1 
Co(acac)2 solv. coord. 35 none 3.5 0 6.0 1 6.0 1 
Co(acac)2 tetramer 116 none 3.5 0 6.0 1 6.0 1 
CoO 147 none 3.5 0 6.3 0 6.3 0 
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Supplementary Figure 4.11. Theoretical XANES spectra of Co(acac)2 calculated using the FEFF 
code.62 We compare a square-planar, b tetrahedral, c solvent-coordinated with water as a model solvent 
and d tetrameric geometry. The spectra are plotted together with the local DOS for s, p and d states. The 
experimental HERFD-XANES spectrum of Co(acac)2 powder is shown as dotted line. The energy scale 
is relative to the absorption edge 𝐸𝐸0. Vertical dashed lines indicate the position of the Fermi level. The 
atomic positions in square-planar and tetrahedral Co(acac)2 were taken from reference144 and the 
structure of the tetramer was adopted form reference153. 
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Supplementary Figure 4.12. In situ time-resolved background-subtracted total X-ray scattering 
measurements for the reaction at 160 °C. The heating step involves heating from room temperature to 
60 °C, 5 min at 60 °C, and the heating from 60 to 160 °C. The normalized intensity of the total X-ray 
scattering data for the final product at 90 min and the background are shown in Supplementary Figure 
4.13. 

 
Supplementary Figure 4.13. Normalized total X-ray scattering data for the reaction at 90 min after 
160 °C and the background (glass vial filled with BnOH) at 160 °C. The signal to background ratio is 
very low, mainly due to the low concentration of the precursor. The difference curve reveals the signal 
of the reaction product after 90 min showing CoO features. 
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Supplementary Figure 4.14. Ex situ PDFs for the synthesis at 160 °C. a PDFs at different reaction 
times. b Zoom of a showing the PDFs at the local ordering region. The dashed lines show the first 
coordination shells of CoO. c PDFs of the Co(acac)3 and Co(acac)2 references. The measurements were 
performed for the powders and 0.1 M solutions in BnOH. 
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Supplementary Figure 4.15. PDF refinement results for the in situ reaction at 160 °C. Evolution of 
a lattice parameter a, b scale factor, c the quadratic atomic correlation factor δ2, d isotropic atomic 
displacement parameter 𝑢𝑢Co for cobalt, and e isotropic atomic displacement parameter 𝑢𝑢O for oxygen, 
as a function of the reaction time. The data were obtained from the sequential refinement of time-
resolved PDFs. The lattice parameter shown in a rapidly decreases as the reaction progresses and 
fluctuates around 4.28 Å throughout most of the reaction time. However, since the co-existence of 
Co(acac)2 and CoO induces a misfit in the low 𝑟𝑟 region before 40 min (Supplementary Figure 4.17a), 
this strong decrease may not be a real trend. 
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Supplementary Figure 4.16. PDF refinement with higher 𝑟𝑟 range. The plot shows a fit between 
experimental and calculated 𝐺𝐺(𝑟𝑟) for the PDF obtained at 90 min at 160 °C using a higher 𝑟𝑟 range of 
1.5 to 60 Å compared to Figure 4.5c. No correlations are seen beyond 40 Å but noise. Consequently, the 𝑅𝑅w value increases compared to the fit up to 40 Å, but no significant changes are observed for the other 
refined parameters, indicating that the fit up to 40 Å is suitable. The refined value for a is 4.281 Å, for 
the scale factor is 0.0891, for δ2 is 1.25 Å2, for 𝑢𝑢Co is 0.0062 Å2, for 𝑢𝑢O is 0.0146 Å2, and for the sp-
diameter is 64 Å. 

 
Supplementary Figure 4.17. Fit between experimental and calculated 𝐺𝐺(𝑟𝑟) using the cubic CoO phase. 
a Fit for the in situ reaction at 160 °C at 21 min 20 s reaction time, the inset shows the short range order 
fit, demonstrating the lack of fit for the first peak probably due to the presence of Co(acac)2. 
b Fit for 26 min, c 35 min, and d 60 min reaction time.  
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Supplementary Notes 4.5. In situ total scattering studies of the reaction at 140°C 

The CoO reflections in time-resolved in situ total scattering data at 140 °C (Supplementary Figure 4.18a) 
occur after 64 min reaction time, which is 44 min later than at 160°C. Similarly, the long-range order 
correlations in the time-resolved PDFs emerge later. (Supplementary Figure 4.18b,c). We evaluate the 
structural parameters by the same sequential refinement method starting from the final product after 210 
min and tracing the signal back towards earlier reaction times. The refinement results are depicted in 
Supplementary Figure 4.19. The evolution of the sp-diameter over time provides a value of ~26 Å at 70 
min, which progressively increases and reaches ~64 Å at 210 min. Therefore, although the reaction at 
140 °C yields CoO nanoparticles with a similar particle size as the reaction at 160 °C, the reaction takes 
~2.3 times longer. 

 
Supplementary Figure 4.18. In situ total X-ray scattering data for the reaction at 140 °C.  a In situ 
time-resolved background-subtracted 𝐼𝐼(𝑞𝑞) data. b In situ time-resolved PDFs. The heating steps in a 

and b involve the heating from room temperature to 60 °C, 5 min at 60 °C, and the heating from 60 to 
140 °C. c PDFs at the local ordering region for selected reaction times of the in situ data. 
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Supplementary Figure 4.19. Additional refined PDF parameters. a-g Refinement results for the in situ 
reaction at 140 °C. Evolution of a lattice parameter 𝑎𝑎, b scale factor, c the quadratic atomic correlation 
factor 𝛿𝛿2, d isotropic atomic displacement parameter 𝑢𝑢Co for cobalt, e isotropic atomic displacement 
parameter 𝑢𝑢O for oxygen, f sp-diameter, and g 𝑅𝑅w, as a function of the reaction time. The data were 
obtained from the sequential refinement of time-resolved PDFs. h Changes in the shortest Co-O bond 
over the reaction course at 140 °C. 
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Supplementary Notes 4.6. SAXS data analysis 

Homogeneous spherical model: 
The low 𝑞𝑞 regime of the SAXS data was analyzed with a model form factor intensity describing 
homogeneous spherical particles. The form factor is related to the particle diameter 𝐷𝐷 = 2𝑅𝑅 by 𝛹𝛹(𝑞𝑞,𝑅𝑅) =

3(sin(𝑞𝑞𝑅𝑅)− 𝑞𝑞𝑅𝑅cos(𝑞𝑞𝑅𝑅))

(𝑞𝑞𝑅𝑅)3  

 

( 4.7 ) 

The scattering intensity of a particle in a solvent with scattering contrast 𝜌𝜌particle − 𝜌𝜌solvent is 

𝐼𝐼(𝑞𝑞) =  const ∙ 𝑐𝑐 ∙ 𝑉𝑉 ∙ �3(𝜌𝜌particle − 𝜌𝜌solvent) ∙ sin(𝑞𝑞𝑅𝑅)− 𝑞𝑞𝑅𝑅 cos(𝑞𝑞𝑅𝑅)

(𝑞𝑞𝑅𝑅)3 �2 + background 

 

( 4.8 ) 

𝑉𝑉 = (4𝜋𝜋/3)𝑅𝑅3 is the volume of the particle and 𝑐𝑐 is the volume fraction of the particles, which can be 

determined in absolute units if the instrumental scaling constant (const) and the scattering contrast are 
determined e.g. by calibration measurements of standard substances. 

The model is included in the SasView software package, version 4.2.2. We used the population-based 
DREAM algorithm with 104 samples for fitting. Radii were drawn from a Schulz-Zimm polydispersity 
distribution.178 The fitted data range is shown as a solid curve in Figure 4.6. Resulting particle diameter 
values are given in Supplementary Table 4.4. 

Supplementary Table 4.4: Particle diameters 𝐷𝐷 and polydispersities 𝛥𝛥𝐷𝐷/𝐷𝐷 obtained from the model. 

reaction time 20 min 40 min 60 min 90 min 

D 21 nm 45 nm 52 nm 58 nm 
ΔD/D 0.25 0.19 0.18 0.19 

To quantify the concentration of assemblies obtained at the beginning and end of assembly formation, 
we recorded SAXS data of aliquots extracted at 20 and 90 min reaction time with our laboratory SAXS 
setup at LMU. Here, we obtain the scattering intensity on absolute scale (cm-1), by using a high dynamic 
range, photon counting detector, and normalizing the intensity as 𝐼𝐼(𝑞𝑞) =

𝐼𝐼raw(𝑞𝑞)𝐼𝐼1𝛺𝛺𝑡𝑡m𝑡𝑡  ( 4.9 ) 𝐼𝐼raw(𝑞𝑞) is the integrated SAXS intensity in units of photons. 𝐼𝐼1 is the transmitted direct beam intensity 
through the sample in photons/second. 𝛺𝛺 is the solid angle of a detector pixel. 𝑡𝑡m is the measurement 
time in seconds and 𝑡𝑡 the sample thickness in cm. This procedure obviates the need for measuring an 
intensity standard substance and the instrumental scaling constant (const) equals 1. The data and a least-
squares fit with a model of homogeneous spherical particles are shown in Supplementary Figure 4.20. 
As for the synchrotron SAXS data shown in Figure 4.6a, the deviation between model and data at large 
q is due to the internal porosity and corrugated surface of the assemblies. 
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Supplementary Figure 4.20. Laboratory SAXS data of CoO assemblies after 20 and 90 min reaction 
time, on absolute scale. The dashed lines correspond to a model of homogeneous spherical particles. 
The solid lines indicate the fitting range of the least-squares model fit. 

We assume the reaction product to be composed of CoO assemblies (𝜌𝜌particle = 51.5 ∙ 10−6Å−2) in 

BnOH (𝜌𝜌solvent = 9.47 ∙ 10−6Å−2) and use the above Equation 4.9 for fitting. In the case of absolute 
scale data and scattering contrast the volume fraction of assemblies is obtained from the model fit. 
Assuming a mass density of CoO of 6.45 g/cm3 and a molecular weight of 74.933 g/mol we calculate 
the final and initial concentration of CoO. The resulting values are given in Supplementary Table 4.5. 

Supplementary Table 4.5: Volume fractions of assemblies and concentrations of CoO obtained from 
laboratory SAXS data on absolute scale. 

reaction time 20 min 90 min 

volume fraction 1.1 ∙ 10−4 2.6 ∙ 10−4 
concentration (mass) 0.74 mg/ml 1.65 mg/ml 
concentration (amount) 9.9 ∙ 10−3mol/l 2.2 ∙ 10−2mol/l 

Given an initial concentration of Co of 0.1 mol/l, the final concentration of 2.2 ∙ 10−2 mol/l corresponds 
to a yield of 22%. The main uncertainty of the concentration measurement is the fit uncertainty of the 
model, since the data range does not reach the intensity plateau needed to unambiguously determine the 
particle size distribution. We estimate this uncertainty as 20%, based on a variation of the fitting range. 
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Supplementary Notes 4.7. PXRD data analysis 

In order to probe for crystallinity, PXRD patterns were recorded on the same samples as the SAXS data 
(Supplementary Figure 4.21). The sample at 20 min reaction time shows some very sharp reflections, 
which presumably come from a crystallized reaction intermediate, and are not observed in the in situ 
total scattering experiment (Figure 4.4 and Supplementary Figure 4.12). A crystalline PXRD signal 
related to CoO was not observed at this reaction time. Starting from 40 min reaction time, Bragg 
reflections of cubic CoO were seen. A Scherrer analysis of the widths of the reflections yields crystallite 
sizes of (4.9 ± 2.8) nm, (5.8 ± 1.0) nm, and (6.0 ± 1.2) nm for 40, 60 and 90 min reaction time, 
respectively. Details of the Scherrer analysis are given below. The PXRD reflections of CoO were fitted 
with a sum of Lorentzian functions of the scattering angle 2𝜃𝜃. The widths were then analyzed using the 
Scherrer equation for the crystallite size 𝑑𝑑:179, 180 𝑑𝑑 =

𝐾𝐾𝜆𝜆𝛥𝛥(2𝜃𝜃) cos𝜃𝜃 ( 4.10 ) 𝐾𝐾 = 1 is a numerical shape factor, 𝜆𝜆 = 0.71 Å is the X-ray wavelength. 𝜃𝜃 is the Bragg angle in radians 
of a reflection of width 𝛥𝛥(2𝜃𝜃). For 𝛥𝛥(2𝜃𝜃), we use the full width at half maximum (FWHM) 𝐵𝐵 of the 
fitted reflection, corrected by the instrumental resolution 𝐵𝐵1 ≈ 3.3 mrad. 𝐵𝐵1 is the measured angle-
dependent FWHM of a LaB6 powder standard. In case of a strong Lorentzian broadening 𝐵𝐵2 = 𝛥𝛥(2𝜃𝜃) 
due to particle size, and a weak Gaussian instrumental broadening 𝐵𝐵1, the following approximation 
holds:181 𝐵𝐵2𝐵𝐵 ≈ 1− 𝜋𝜋

2
�𝐵𝐵1𝐵𝐵 �2 

We solve for 𝐵𝐵2 = 𝛥𝛥(2𝜃𝜃) and obtain 

𝛥𝛥(2𝜃𝜃) ≈  
2𝐵𝐵2 − 𝐵𝐵12𝜋𝜋

2𝐵𝐵  . 

 

( 4.11 ) 

In Supplementary Table 4.6, we report the mean and standard deviation of d obtained from 5 reflections 
(3 for the 40 min data set). The estimate of the number of crystallites is calculated as 𝑁𝑁 = 0.74 ∙ 𝐷𝐷3 𝑑𝑑3⁄ , 
with the pre-factor assuming dense packing of spherical crystallites in a spherical particle. This number 
shows an increasing trend as the values obtained from the combination of assembly sizes from SAXS 
with crystallite sizes from PDF. 

Supplementary Table 4.6: Number of crystallites per particle. 

reaction time 40 min 60 min 90 min 

D (from SAXS) 45 nm 52 nm 58 nm 
d (from PXRD) (4.9 ± 2.8) nm (5.8 ± 1.0) nm (6.0 ± 1.2) nm 
N 573 533 668 
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Supplementary Figure 4.21. PXRD data of dried CoO particles and Co(acac)3 precursor. Positions of 
the reflections for 40, 60 and 90 min reaction time match cubic CoO (a = b = c = 4.31 Å, α = 𝑖𝑖 = γ = 
90.00°, dashed lines). Scherrer analysis of the reflection width shows a crystallite size of 4.9 nm, 5.8 
nm, and 6.0 nm, for 40, 60, and 90 min, respectively. The Co(acac)3 precursor shows only one clear 
reflection, which is present also in the reacted samples (dash-dotted line). For clarity, only points with 
intensity above 10−5𝑠𝑠𝑟𝑟−1after background subtraction are shown. 
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Supplementary Figure 4.22. TEM image of CoO particles after 90 min reaction time, from the same 
batch as measured in SAXS. The average particle diameter is 60 nm for the assemblies, and 8-11 nm for 
the small crystallites. 

 

 

 
Supplementary Figure 4.23. Overview of the emergence of nanoassemblies of polyhedrally shaped 
CoO nanocrystals. We use complementary X-ray spectroscopic and scattering methods to reveal all 
steps of the nonclassical formation pathway. 
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5 In situ reactor for imaging 

This chapter gives a comprehensive overview of all major aspects of the in situ reactor. Chapters 7-8 

present two specific use cases of the reactor, and thus the relevant details of the design are also included 

in the respective Supplementary Information sections there. 

Ralph Döhrmann and Martin Seyrich contributed to the mechanical design of the reactor and Mirko 

Landmann carried out the thermal simulations. 

As we have seen in Section 3.2.1, X-ray microscopy is a promising method for the in situ visualization 
of nanostructures. In this chapter, we discuss the design of a reactor allowing to image the growth and 
transformation of substrate-bound nanoparticles in a heated solution. We first identify the experimental 
requirements that form the basis of the reactor design, followed by a description of the mechanical 
design of the reactor and the heating equipment. Finally, we apply a thermal simulation to verify the 
stability of the setup. 

5.1 Experimental requirements 

X-ray imaging with nanoscale resolution poses high demands on the mechanical stability and position 
preservation of the entire setup. At the same time, the chemical reactions must not be influenced by the 
size of the reactor or the choice of materials. We can thus draft the following requirements that need to 
be considered when designing an in situ reactor for in-solution imaging. 
1. The reactor must be thermally and mechanically stable. When heat is applied, residual temperature 

fluctuations may not cause too large drifts of the reactor so that it is possible to image a selected 
field of view persistently. 

2. The design must be lightweight to ensure the proper function of a piezo-driven nanopositioning 
stage. At the same time, the body of the reactor must be thin along the beam direction to save space 
for optical components. 

3. A modular design of the reactor is favorable so that the liquid container can be conveniently filled 
and sealed in an inert gas atmosphere, while the assembly of other reactor components can be done 
later at the X-ray beamline. 

4. The liquid volume to be imaged through must not be too thick along the beam axis to ensure high 
transmission and low background scattering. The windows must be as thin and X-ray transparent as 
possible. 

5. A relatively large liquid volume is required to ensure reproducible reaction kinetics. If the volume 
was too small or too thin, the diffusion of reagents could be negatively influenced.182, 183 

6. All parts that are in contact with the reaction solution must be made of chemically inert materials. 

5.2 Mechanical design 

5.2.1 Shape of the reactor 

Having identified the above requirements, we continue by discussing a corresponding reactor design. 
Figure 5.1 shows schematic illustrations of the reactor in exploded and assembled views. The container 
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for the reaction solution is composed of a polytetrafluorethylene (PTFE) frame stacked between two 
polyimide windows with a thickness of 125 μm. These are clamped between two frames made of Invar 
that can be firmly attached to each other with 16 screws. The soft texture of the PTFE ensures the sealing 
of the container when the polyimide windows are pressed against it. A glass capillary for filling is tightly 
fit into the PTFE frame at the top and secured with a temperature resistant fluorinated silicone sealant 

 

Figure 5.1. Schematic illustration of the in situ reactor. a Display of all parts of the reactor in an 
exploded view. The different materials used for the parts are represented by colors. The inset shows a 
side view of one of the Invar plates with a convex surface. b Display of the assembled reactor. c Front 
view of the reactor indicating the beam position measured from the base plate. 
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(Dowsil 730, Dow Corning, USA). The container can be sealed off by pulling the capillary and 
transferred to the X-ray beamline, so that the remaining assembly can take place there. Figure 5.2b-c 
show the assembled and filled container after pulling the capillary. 

The container is placed between two plates with a convex surface that push onto the flexible polyimide 
windows (inset of Figure 5.1a). The liquid volume thereby adapts a concave shape as illustrated in Figure 
5.2a. The imprint of the convex plate is also visible in the photograph in Figure 5.2c. This way, the beam 
path in the solution is reduced to 1 mm at the center of the reactor, while the surrounding liquid volume 
is thicker and allows for a total of 2.1 mL. With this volume, we can assume reproducible reaction 
kinetics. When used with benzyl alcohol at 15 keVd, the transmission of the reactor including the 
windows is 87%.64 At the exit window, scattering up to an angle of 45° can escape from the reactor. 

 

Figure 5.2. Liquid container of the in situ reactor. a Illustration of the concave shape of the reaction 
volume when the container is placed between the outer metal plates. Cubic nanoparticles (enlarged for 
better visibility) grow on the windows. b Front view of the container filled with reaction solution and 
sealed off at the tip of the capillary. c Side view of the container allowing to see the concave imprint of 
the Invar plate on the shape of polyimide window. 

 

Figure 5.3. Photograph of the in situ reactor mounted at PtyNAMi at beamline P06. 

Area heating elements on either side of the reactor provide heat uniformly to the entire body. The heaters 
are discussed in more detail in Section 5.3. Of course, heating is an optional feature, and the reactor can 
as well operate at room temperature (c.f. Chapter 8). A thermal isolation is placed between the heated 
body and the base plate to keep the heat away from the nanopositioning scanner and other motorized 

 
d Most of the in situ measurements presented in Chapters 7-8 were performed at this energy. 
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stages beneath it. The base can be air-cooled through a copper pipe to further reduce the amount of heat 
dissipated to the scanner. The design also includes a retro-reflector to be used for interferometric sample 
tracking at beamline P06. Figure 5.1b-c show different schematic views of the assembled reactor and 
Figure 5.3 displays a photograph of the reactor mounted at the Ptychographic Nano-analytical 
Microscope (PtyNAMi)184 at beamline P06.185 

5.2.2 Choice of materials 

The choice of materials with low thermal expansion is essential for the position stability of the reactor. 
In Figure 5.1, materials are represented by colors. All components firmly attached to the base require 
the highest position stability and are made from Ni36 alloy branded under the name Invar. This material 
has a thermal expansion of −0.04 ppm K−1 in a temperature range between 20 °C and 100 °C186 due to 
the invar effect.187 

During the first in situ imaging experiments (c.f. Chapter 7), it became evident that the polyimide 
windows slowly deform when continuously heated in the presence of organic solvent. Therefore, in later 
experiments (c.f. Chapter 8), the convex shaped Invar plates contained an additional expansion ring 
made from aluminium with a significantly higher expansion coefficient of 23.1 ppm K−1.188 When the 
reactor is heated, the ring expands relative to the Invar plate and stretches the polyimide window, 
resulting in an improved stability of the windows (c.f. Sections 8.3.1 and 8.8). 

The main material for the heating elements as well as the base plate is titanium due to its high mechanical 
toughness and at the same time low density.  Titanium has a relatively low thermal expansion coefficient 
of 8.6 ppm/K.188 The isolation between the heated body and the base is made from Zerodur, which is a 
ceramic material produced by Schott (Mainz, Germany). In the intermediate expansion class 2, it has a 
very low thermal expansion of 0 ± 0.1 ppm K−1 between 0 °C and 50 °C, and a thermal conductivity 

of 1. 46 W m−1 K−1.70 This combination makes the material an ideal choice to keep heat away from the 
base and prevent extensive vertical drifts when the heat slowly creeps into the isolation part after the 
initial heating of the reactor. 

5.3 Heating and temperature stability 

The heating elements are designed with a flat profile to keep the extension of the reactor along the beam 
direction small. Figure 5.4a shows a schematic of the heating element. A titanium plate with a thickness 
of 1.25 mm forms the rigid body. On top of that, a printed circuit board (PCB) on polyimide basis is 
placed containing a single conductor which acts as resistive heater. 

The conductor illustrated in red in the schematics covers almost the entire surface of the heater, ensuring 
a uniform heat distribution. Only in the vicinity of the beam position where the scattering signal needs 
to escape, as well as close to the screw positions there is no heating circuit. A flat Pt100 temperature 
sensor (Ephy Mess GmbH, Wiesbaden, Germany) is placed close to the center of the heating element 
below the PCB, as it can be dimly seen in the photograph in Figure 5.4b. The resistive sensor has a 4-
wire connection to eliminate measurement inaccuracies imposed by the resistance of the cables. A single 
plug at the side of the heating element connects both the sensor and the heating circuit. Yocto-Pt100 
control circuits (Yoctopuce, Cartigny, Switzerland) provide temperature readings from both heating 
elements. This design of heating elements with built-in sensors was only used in the in situ experiments 
described in Chapter 8. During in situ experiments presented in Chapter 7, the sensors were positioned 
into pockets at the edges of the convex Invar plates (Figure 5.1a). The different positions of the sensors 
resulted in different absolute temperature readings but no apparent difference in temperature stability. 
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Figure 5.4. Display of a flat heating element. a Schematic top view illustration the area covered with 
the conductor of the resistive heater in red. b Photograph of a heating element. The flat Pt100 sensor is 
located below the polyimide foil. The connection to the sensor and the heating circuit is made with a 
single plug. 

A custom software with a proportional–integral–derivative (PID) controller regulates the resistive 
heating elements (Figure 5.5a). Heating and cooling rates as well as the setpoint temperature are 
controlled individually for both heaters. The software uses the temperature reading as feedback to 
control a DC current through the heaters provided by an external power supply. This procedure avoids 
switching the heaters on and off repeatedly, which is often found in simple duty-cycle controllers and 
may introduce vibrations on the nanoscale. The software also provides a feature to auto-tune the PID 
controllers, which should run after any change to the reactor design or choice of materials. Figure 5.5b 
shows a typical temperature profile during operation of the reactor measured with one of the built-in 
sensors. During 1 h of operation, we find peak-to-peak fluctuations of 0.2 °C and a standard deviation 
of 0.04 °C. 

 
Figure 5.5. Temperature control and stability. a Screenshot of the custom software handling the PID 
controlling of the heating and cooling rates as well as the target temperature. b Temperature profile 
during 1 h of operation at a setpoint of 155 °C measured with the sensor built into the heating element. 

5.4 Thermal simulation 

Although the materials chosen for the reactor offer very low thermal expansion coefficients, which 
should result in a high position stability during heating, still some residual drifts were present during the 
in situ experiments (c.f. Section 7.3.1). We can employ thermal simulations using the finite element 
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method (FEM) to further characterize the mechanical expansion of the reactor during operation and 
compare the results to the actually observed drifts. Figure 5.6 gives an overview of the main results of 
the simulations carried out with the software ANSYS Mechanical, version 17.2 (ANSYS Inc, 
Canonsburg, USA). The steady-state simulation in Figure 5.6a shows the heat distribution when the 
reactor reaches an equilibrium state at the setpoint temperature. The heated body (red) is efficiently 
isolated from base (blue) and positioning stages beneath. During the experiments, we observed a 
maximum temperature of 42 °C at the top side of the base when the reactor was heated to 155 °C. This 
observation is in good agreement with the simulation. 

Moreover, a transient simulation allows to estimate the residual thermal drifts associated with small 
temperature fluctuations (Figure 5.6b). An FT of typical temperature fluctuations indicates that the main 
frequency contribution has period of approximately 6 min. Consequently, the transient simulation uses 
a sinusoidal temperature profile with the same period and an amplitude of ±0.05 °C to track the thermal 
expansion in vertical direction between the base of the reactor and the position of the X-ray beam. As it 
can be seen from the blue curve in Figure 5.6b, the simulation indicates vertical drifts below 16 nm peak 
to peak. Due to the symmetry of the reactor, we can expect the horizontal thermal drift to be negligible. 

 

Figure 5.6. Thermal simulation of the reactor. a Stationary simulation of the heat distribution at a 
setpoint of 155 °C. The body of the reactor is uniformly heated, and the base plate is efficiently isolated. 
b Transient simulation of the vertical drift between the beam position at the center of the body and the 
base plate. A sinusoidal temperature profile with a period of approximately 6 min is applied. A vertical 
drift of 16 nm peak to peak is found. 

The actual drifts observed during the experiments were larger, ranging between 100 nm and 1 μm after 
one image acquisition taking about 22 min. These drifts may thus not result from the thermal expansion 
of the rigid reactor components, but rather from the polyimide windows which, compared to Invar, have 
a significantly larger expansion coefficient of 20 ppm K−1.189 Also, permanent deformations of the 
window material upon prolonged exposure to organic solvent at an elevated temperature may have 
played a strong role. 
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6 Multi-slice ptychography enables high-resolution 

measurements in extended chemical reactors 

The content of this chapter was published in Scientific Reports 11, 1500 (2021) by Maik Kahnt as 

corresponding author, Lukas Grote, Dennis Brückner, Martin Seyrich, Felix Wittwer, Dorota Koziej, 

and Christian G. Schroer. 

My contribution to this work comprises the synthesis of Cu2O nanocubes, the SEM characterization, the 

construction of the reactor, and the acquisition of the ptychographic data set in the reactor. 

6.1 Abstract 

Ptychographic X-ray microscopy is an ideal tool to observe chemical processes under in situ conditions. 
Chemical reactors, however, are often thicker than the depth of field, limiting the lateral spatial 
resolution in projection images. To overcome this limit and reach higher lateral spatial resolution, wave 
propagation within the sample environment has to be taken into account. Here, we demonstrate this 
effect recording a ptychographic projection of copper(I) oxide (Cu2O) nanocubes grown on two sides of 
a polyimide foil. Reconstructing the nanocubes using the conventional ptychographic model shows the 
limitation in the achieved resolution due to the thickness of the foil. Whereas, utilizing a multi-slice 
approach unambiguously separates two sharper reconstructions of nanocubes on both sides of the foil. 
Moreover, we illustrate how ptychographic multi-slice reconstructions are crucial for high-quality 
imaging of chemical processes by ex situ studying nanocubes grown on the walls of a liquid cell. 

6.2 Introduction 

The large penetration depth of hard X-rays in matter makes them an attractive probe to study the inner 
structures of objects without the need for destructive sample preparation. In particular, X-rays can 
penetrate sample environments and chemical reactors, making in situ and operando studies of physical 
and chemical processes feasible.68, 190-198 X-ray microscopy is well suited to measure chemical and 
physical properties with high spatial resolution, even in three dimensions, if it is combined with 
tomographic techniques. 

As a scanning coherent X-ray diffraction imaging technique, X-ray ptychography77 takes full advantage 
of the high brightness of synchrotron radiation sources and greatly benefits from the latest generation of 
ultra-low emittance sources.199-201 Ptychography has revolutionised X-ray microscopy and is routinely 
used at synchrotron radiation sources around the world.77 Compared to conventional X-ray full-field 
microscopy, X-ray ptychography offers superior resolution, reaching into the single-digit nanometer 
range.202, 203 X-ray ptychography is well suited for in situ and operando measurements and has been 
utilized to study various physical and chemical processes.69, 70, 193, 204 In all cases, the sample is enclosed 
inside some sample environment that is penetrated by the X-rays during the measurement. For 
ptychography to work in the thin object approximation, the sample and its surrounding container have 
to be optically thin. While this can be achieved by using microreactors, the latter are not suited for all 
types of processes, as some processes cannot be downscaled. For larger reactors, the sample 
environment may be too thick along the optical axis and exceed the depth of field (DOF) of the 
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conventional ptychographic model. Such sample environments call for a ptychographic model with 
extended DOF, the multi-slice model.87, 91, 205-212 

A model system to demonstrate the need for multi-slice imaging is a polyimide foil with Cu2O 
nanocubes deposited on both of its sides (see Figure 6.1a). To nucleate the Cu2O on both sides, the foil 
was immersed in the reaction solution during the non-aqueous nucleation and growth process. The 
polyimide foil was then removed from the reactor with the nanocubes firmly attached to both its 
surfaces. For a second demonstration, we mimic an in situ experiment by studying the same Cu2O 
nanocubes grown on the two inner surfaces of the polyimide windows of a chemical reactor (see Figure 
6.1b). 

 

Figure 6.1. Schemes of the two presented experiments: a the ptychographic imaging experiment on a 
single polyimide foil: The central stop (CS), the Fresnel zone plate (FZP) and the order sorting aperture 
(OSA) are used to focus the coherent X-ray beam (red) on the polyimide foil with Cu2O nanocubes 
deposited on both sides. b the ptychographic imaging experiment on the chemical reactor: the X-ray 
beam is focused by a set of two one-dimensional nano-focussing lenses (NFL) (not shown), cleaned up 
by the pinhole, passes through the extended chemical reactor with particles on the downstream side of 
the upstream window and the upstream side of the downstream window and is finally measured in the 
far field by a photon counting pixel detector. In both experiments the sample is scanned perpendicular 
to the beam (in 𝑥𝑥 and 𝑦𝑦 direction), while diffraction patterns are recorded in the far field downstream of 
the sample by a photon counting pixel detector. The images were created with blender213 (version 2.83) 
and were composed using matplotlib214 (version 3.1.3). 

The Cu2O nanocubes are formed via a non-aqueous route based on a metal-organic precursor dissolved 
in benzyl alcohol (BnOH).215, 216 The solution is heated, which introduces a heterogeneous nucleation of 
cubic nanoparticles at solid surfaces in contact with the liquid.18 Solid surfaces can be the walls of the 
reaction container or an additional piece of polyimide foil submerged in the solution. The particles 
nucleate on the surface and grow to a maximum size that depends on several reaction conditions such 
as the specific precursor, the precursor concentration or the temperature during the growth process. At 
a reaction temperature of 180 °C, the particles grew to a maximum size of about 500 nm (see Figure 
6.2). Like many chemical reactions, this deposition occurs only above a certain process volume due to 
a disturbance of the reaction kinetics upon downscaling. The slow deposition and growth of the 
nanocubes is reaction-controlled, meaning that the diffusion of new material towards the particles is fast 
compared to the consumption of material upon particle growth. Here, the assumption is that above the 
surface where the particles grow, there is a sufficiently vast continuum of BnOH in which the 
concentration of the dissolved metal-organic precursor never changes significantly in the vicinity of the 
particles upon precursor consumption during the reaction. Reducing the size of the reaction chamber 
even in one dimension along the beam axis would limit the diffusion of precursor material, which could 
make the process diffusion-controlled and alter the reaction product. The smallest feasible size for 
reactors that ensure reaction-controlled particle growth is on the order of half a millimetre, well beyond 
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the DOF for conventional high-resolution X-ray ptychography. To proof the feasibility of an in situ 
experiment, we first image the Cu2O nanocubes deposited on the two sides of a polyimide foil (see 
Figure 6.1a) and then on the polyimide entry and exit windows of the chemical reactor (see Figure 6.1b). 

The polyimide foil had a thickness of ≈ 100 μm, which is already smaller than the minimal extension 
of the reactor along the optical axis. For high-resolution ptychography, even a thickness on the order 
of ≈ 100 μm exceeds the DOF, demonstrating the need for multi-slice reconstructions for the high-
resolution in situ X-ray imaging study of the reaction. 

6.3 Results 

In the conventional ptychographical model, the sample is assumed to be thin, allowing the sample to be 
modeled as a two-dimensional complex-valued field 𝑂𝑂(𝒓𝒓) and the interaction with a probing coherent 
wavefront 𝑃𝑃(𝒓𝒓) can be described by the multiplication of the two.83, 84 

There are three thickness regimes to differentiate. 

First: the sample is so thick that the X-ray beam changes significantly while propagating through the 
sample and thus the sample cannot be regarded as optically thin. For the first experiment described here, 
the DOF of the Fresnel zone plate (FZP) that was used for focusing the X-rays was calculated to be 
DOFFZP = 143.86 μm, which is larger than the sample thickness of 100 μm. Thus the first experiment 
does not fall into this category. This would change, if the numerical aperture (NA) of the optics was 
increased, e. g., to reach higher spatial resolution in conventional scanning microscopy, or if the sample 
would be even thicker, like in the second presented experiment. There the DOF of the nano-focussing 
lenses (NFL) was estimated to be DOFNFL = 182.95 μm (see Section 6.5 for details), which is smaller 
than the estimated sample thickness of 650 μm. The chemical reactor can thus not be modeled as a thin 
sample in the presented experiment. 

Second: the sample is thinner than the DOF of the illuminating beam and the latter does not significantly 
change along the whole thickness of the sample. In ptychographic imaging, however, the largest 
scattering angle with sufficient scattered signal on the detector defines the effective NA of the virtual 
objective lens. It often exceeds that of the illuminating beam significantly and thus allows for far higher 
resolution than the illuminating beam size. Along with this comes a reduced DOF for ptychography that 
is smaller than that of the illuminating beam and can be smaller than the thickness of the sample. If it 
really becomes smaller than the thickness of the sample, the sample has to be regarded as optically thick 
for ptychography. In the presented experiments, the smallest possible DOF for ptychographic imaging 
is defined by the physical size of the cropped diffraction patterns on the detector. For the experiment on 
the polyimide foil, it is calculated to be 6.39 μm and for the experiment on the chemical reactor it is 
calculated to be 2.58 μm (see Section 6.5 for details). The Cu2O nanocubes themselves are therefore 
thin enough to be modeled as thin samples in both experiments. The polyimide foil and the extended 
chemical reactor however are much thicker than those two numbers respectively. For the latter it was 
already established that it cannot be modeled as a thin sample. For the experiment on the polyimide foil, 
this case of being thin for the probing X-ray beam but not being also necessarily thin for the virtual 
imaging lens, does apply. To determine if the foil can be considered as optically thick or optically thin, 
the effectively used NA of the detector has to be determined. It can be smaller than the chosen cropping 
of the diffraction patters, thus resulting in an effective DOF larger than the minimal achievable DOF 
calculated above. 
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Figure 6.2. Scanning electron microscopy (SEM) overview images of two different regions on the same 
side of a polyimide foil covered with Cu2O nanocubes similar to the ones used in the X-ray imaging 
experiment. a Secondary electron image of tilted sample taken at 1 keV accelerating voltage showing 
mostly smooth nanocubes and varying local covering densities of the surface with nanocubes; b Mixed 
secondary and back scattered electron beam image taken at 0.3 keV accelerating voltage reveal 
irregularly facets at the surface of some nanocubes and additionally irregularly shaped particles. The 
images were recorded using a Hitachi Regulus 8200 Series field-emission (FE) SEM, operation on the 
control software version 3.2. The figure was created using matplotlib214 (version 3.1.3). 

Third: the sample is thinner than the DOF of the ptychographic imaging geometry. In that case, the 
sample is optically thin and the conventional ptychographic model can be applied. This would for 
example hold true for the nanoparticles on one side of the polyimide foil and the particles on one window 
of the chemical reactor. 

To resolve the question if the experimental data taken on the polyimide foil can be regarded as optically 
thin, the previous arguments can be turned around, asking what spatial resolution can be expected if one 
assumes a given object to be optically thin. In that case a DOF matching the sample thickness implies a 
lower limit for the spatial resolution. This has been investigated by Tsai et al.,91 where this relationship 
has been determined numerically: 

 𝑇𝑇 ≤ 5.2 ⋅ (𝛿𝛿𝑟𝑟)2𝜆𝜆 , ( 6.1 ) 

where 𝑇𝑇 is the thickness of a sample that is treated as thin, 𝛿𝛿𝑟𝑟 is the achievable image resolution and 𝜆𝜆 
is the wavelength of the probing X-ray beam. Using the experimental parameters for the experiment on 
the polyimide foil (see Section 6.5 for details), and the known sample thickness of 𝑇𝑇 = 100 μm, 
Equation 6.1 yields a resolution 𝛿𝛿𝑟𝑟 of at best 51.1 nm in thin-sample approximation. 

To be able to compare this resolution limit with the actually achieved resolution, the recorded data from 
the experiment on the polyimide foil needed to be reconstructed using the thin sample approximation. 
We separated the set of recorded diffraction patterns into two halves and reconstructed both halves with 
identical reconstruction parameters using the extended ptychographic iterative engine (ePIE) 
algorithm,83 which is based on the thin-sample approximation (see Section 6.5 for details on the 
reconstructions). One of the reconstructed objects is shown in Figure 6.3a, showing the Cu2O nanocubes 
scattered all over the imaged field of view. We estimated the resolution using Fourier ring correlation 
(FRC)217, 218 between the two reconstructions to be 49.3 nm (see Figure 6.4a). In this experiment the 
resolution in the ptychographic image thus might have been limited by the DOF as described by 
Equation 6.1. If that were the case, the object needs to be modeled as optically thick to push the 
resolution beyond this limit. 
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Figure 6.3. Phases of the reconstructed objects from the single polyimide foil experiment in direct 
comparison: a single object slice reconstruction using ePIE. b colored overlay of the upstream object 
slice (blue, c) and the downstream object slice (orange, d), reconstructed using the three-dimensional 
ptychographic iterative engine (3PIE). The figure was created using matplotlib214 (version 3.1.3). 

To test this hypothesis, multi-slice reconstructions of the same dataset were carried out subsequently 
using the three-dimensional ptychographic iterative engine (3PIE) algorithm,87 modeling the sample as 
two distinct slices separated by the measured 100 μm thickness of the polyimide foil (see Section 6.5 
for details on the reconstructions). The reconstructed object slices are shown in Figure 6.3b-d. We 
estimated a resolution of 36 nm in all reconstructed slices by comparing the reconstructed slices from 
the two reconstructions using FRC (see Figure 6.4b). The improvement in resolution by accounting for 
an X-ray optically thick sample confirms the consideration above. 

Both the ePIE and the 3PIE algorithm reconstruct the same particles at the same position. Every single 
Cu2O nanocube can be found either in the upstream sample slice or the downstream sample slice of the 
multi-slice reconstruction. None of the Cu2O nanocubes is reconstructed in both slices. The algorithm 
unambiguously separated the particles according to which surface they are located on. Long-ranged 
artefacts (see Figure 6.5g-h) can be seen in the background. As they are the same in the single slice 
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reconstruction and the multi-slice reconstruction, we can exclude that the introduction of a second object 
slice and the connected reduced redundancy in the data is the reason for their appearance. The 
reconstruction of these low spatial frequencies is a known problem of such phase retrieval algorithms in 
the presence of short-term instabilities.219 

Looking at the background behind the particles, a vertical stripe can be seen in the center of both multi-
slice reconstructed object slices. In the upstream slice (see Figure 6.3c) it appears more phase shifting 
than its surrounding and in the downstream slice (see Figure 6.3d) it appears less phase shifting than its 
surrounding. Adding both slices together makes this feature vanish and results in an image very similar 
to the single slice reconstruction (see Figure 6.3a). There is no way of disproving that those are real 
features in both the upstream slice and the downstream slice. However, the fact that these two stripes 
cancel out so perfectly suggest that this is another artefact introduced by the 3PIE reconstruction and 
not real features of the sample. As the stripe is vertical and thus follows the fast scanning direction, we 
believe this artefact is the result of instability of the probing X-ray beam, as this is more likely than two 
features in the two slices aligning and cancelling out perfectly. 

The two sides of the polyimide foil show a distinct difference of Cu2O nanocube coverage. These local 
differences in covering density of particles have already been observed between different regions on the 
same side of the polyimide foil using scanning electron microscopy (SEM) (see Figure 6.2). Therefore, 
the differences in covering density between the two reconstructed slices do not necessarily indicate 
global differences between the two sides of the polyimide foil, but rather only local differences in the 
reconstructed field of view. That is why the differences in coverage do not indicate an arbitrary 
separation of the Cu2O nanocubes to one of the reconstructed slices. In fact, the multi-slice 
reconstruction of a second scan resulted in the very same separation of particles. 

Changing the order of initialization (see Section 6.5 for details) of the slices in the algorithm resulted in 
the very same separation of the particles between the two slices (see Figure 6.5). Only the long-range 
artefacts switched slices, as they always remained in the slice which was initialized first (see Figure 
6.5g-h). This strengthens our confidence in the truthfulness of the separation into particles on the 
upstream surface and particles on the downstream surface of the polyimide foil. However, because of 
the small size of the scanned area (10 × 10 μm2) compared to the size of the full sample (10 × 10 mm2) 
it was not possible to independently verify the separation of particles into upstream and downstream 
surface after the X-ray experiments using SEM imaging. 

 

Figure 6.4. Estimated resolutions of the single polyimide foil experiment using FRC: a using two single 
slice reconstructions from halved datasets. b using the two multi-slice reconstructions with inverted 
initialization order. The light gray lines show the FRC of the respective other reconstructions for an 
easier comparison. The figure was created using matplotlib214 (version 3.1.3). 
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Figure 6.5. Comparison of two multi-slice reconstructions of the same recorded dataset from the single 
polyimide foil experiment with inversed initialization order of the two object slices: a-c reconstructed 
object slices of the reconstruction where the downstream sample slice was initialized first, d-f 
reconstructed object slices of the reconstruction where the upstream sample slice was initialized first, g 
and h difference between the reconstructed up-/downstream slices respectively between the two 
initialization cases showing the long range cloud like artefacts switching slices depending on the 
initialization order. The figure was created using matplotlib214 (version 3.1.3).  

The final step towards an in situ experiment was to image particles inside the reaction chamber they 
were grown in. A chemical reactor with two polyimide foils as entry and exit windows for the probing 
X-ray beam was designed and built. In a first test, Cu2O nanocubes were grown inside the chemical 
reactor in the lab without a probing X-ray beam. The precursor solution was removed from the chemical 
reactor, the chemical reactor was disassembled and both the entry and exit windows were imaged by 
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SEM to verify that nanocubes have indeed grown on both windows. Afterwards the chemical reactor 
was reassembled using the very same windows and filled with the solvent.  

The distance between the inside window surfaces was estimated to be around 650 μm, which is 
significantly more than the previous test based on the 100 μm thick polyimide foil. The reassembled 
chemical reactor was then ptychographically measured using X-rays without heating it (see Figure 6.6a) 
to verify that the particles can be imaged in this sample environment (experimental details can be found 
in the Section 6.5). 

 

Figure 6.6. Phase reconstructions of the experiment using the chemical reactor: a ptychographically 
reconstructed object phase using the single slice ePIE algorithm. b colored overlay of the upstream 
object slice (blue, c) and the downstream object slice (orange, d), reconstructed using the multi slice 
3PIE algorithm. The figure was created using matplotlib214 (version 3.1.3). 

The X-ray focus was created by two sets of one-dimensional NFLs220 and cleaned by a pinhole between 
the lenses and the sample, resulting in a DOF of approximately 183 μm, which is significantly smaller 
than the separation of the inner surfaces of the entry window and exit windows. Hence, the thin sample 
approximation was not applicable for this experimental situation as well. As with the single foil, both 
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the single-slice reconstruction using the ePIE algorithm (see Figure 6.6 a) and the multi-slice 
reconstruction using the 3PIE algorithm (see Figure 6.6 b-d) succeeded and the Cu2O nanocubes could 
be clearly resolved. Again, the multi-slice reconstructions appeared sharper and separated particles on 
the upstream window and on the downstream window, again revealing difference in local covering 
density of particles. 

6.4 Discussion 

We have shown that the Cu2O nanocubes themselves are thinner than the maximal depth resolution 
achievable with the given detector size and thus justify a single-slice reconstruction using the ePIE 
algorithm. However, once they are present on two surfaces, separated by a distance 𝑇𝑇, a conventional 
thin-object reconstruction, e. g., by ePIE, is limited in spatial resolution according to Equation 6.1. For 
the example with the nanocubes grown on the two sides of the foil, this limit is 51.1 nm. In order to 
reach higher spatial resolution, a multi-slice model of the sample needs to be employed. The 
reconstruction using a multi-slice algorithm allows to separate the imaged nanocubes reliably according 
to which surface of the polyimide foil they grew on. 

We have furthermore proven that these nanocubes can be imaged inside the (cold) chemical reactor they 
were grown in, where the separation of the upstream surface and downstream surface covered in 
particles was even larger than with the previous experiment on the single polyimide foil. Here, the multi-
slice reconstruction allowed again to separate the imaged nanocubes reliably according to which 
polyimide foil window they grew on. 

High-resolution in situ X-ray imaging measurements following the presented growth process can not be 
performed in a way that a thin-sample approximation is applicable. The X-ray beam will always have 
to pass through at least two container surfaces which are covered with nanocubes. Those two surfaces 
will have to be spaced far enough apart to accommodate the minimum volume of liquid needed for this 
reaction to occur in the first place. This distance between the two container surfaces is limiting the 
achievable resolution in the reconstructions, if a reconstruction algorithm based on the thin sample 
approximation is used. 

Ptychographic multi-slice reconstructions allow to image the growth process of Cu2O nanocubes as it is 
and without imposing experimental restrictions on the imaged sample being optically thin. The 
separation of the nanocubes between the two layers is conclusive, because it does not depend on the 
chosen initialization order of the slices and is identical over multiple measurements. 

6.5 Experimental section 

Sample preparation - single polyimide foil 

To prepare the sample of Cu2O nanocubes on a support, 0.25 mmol (65 mg) of copper acetylacetonate 
(Cu(acac)2, 98 %, Acros Organics) were mixed with 5 mL of BnOH (puriss., Sigma Aldrich) under 
ambient conditions and stirred for 15 minutes.18 A piece of polyimide foil (Kapton HN, DuPont, USA) 
with a size of approximately 10 mm × 10 mm was cleaned by rinsing with ethanol (abs., Scharlau). 
0.8 mL of the Cu(acac)2 solution were transferred into a specially designed PEEK reaction vial14 with 
a total volume of 1 mL and the polyimide foil was placed upright into the vial in a way that both sides 
were in contact with the precursor solution. After sealing the vial with a PEEK cap and a PTFE sealing 
ring, it was clamped into a heatable brass chassis. The vial was heated to 180 °C with a rate of 
1 °Cmin−1 and kept at that temperature for 60 min, followed by cooling down quickly. The polyimide 
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foil was cleaned again by rinsing with ethanol and dried at 60 °C overnight. All chemicals were used as 
purchased without further purification. 

Experiment - single polyimide foil 

The experiment was performed at the hard X-ray nanoprobe station PtyNAMi of beamline P06 at the 
synchrotron radiation source PETRA III (Hamburg, Germany).185, 221 The polyimide foil with the Cu2O 
particles on both sides was glued to a thin silicon frame, covering a hole of 10 mm diameter. The plate 
with the foil on top was clamped into a sample holder, which was placed inside the PtyNAMi setup.184, 

222 The X-ray beam coming from the undulator was monochromatized to 9.1 keV using a Si-(111) 
double crystal monochromator (DCM). Higher harmonics were suppressed by a pair of flat horizontally 
deflecting mirrors. An FZP with 125 μm diameter and 70 nm outer-most zone width was used to focus 
the X-ray beam. The focal length of the FZP was 64.2 mm. Therefore, the DOF of the FZP is 
143.86 μm. 

 
DOFFZP =

𝜆𝜆
NAFZP2 =

4 · 𝜆𝜆𝑓𝑓FZP2𝐷𝐷FZP2 =
4 · 0.136 nm · (64.2 mm)2

(0.125 mm)2 = 143.86 μm ( 6.2 ) 

The sample was placed approximately 750 μm upstream of the focus, resulting in a full width at half 
maximum (FWHM) beam diameter of 1.4 μm at the sample position. Piezoelectric motors were used to 
scan the sample on a rectangular grid with a size of 10 μm × 10 μm in 20 × 20 steps. At each of the 
21 × 21 = 441 positions, a far-field diffraction pattern was recorded with 1 s exposure time using an 
EIGER X 4M detector (DECTRIS, Switzerland, 75 μm pixel size) positioned 4.16 m downstream of 
the sample. The relative sample positions were measured by three interferometers retro-reflected by a 
ball-lens located below the sample.222 The thickness of the polyimide foil was measured after the 
experiment using calipers to be 100 μm ± 5 μm. 

Ptychographic reconstructions - single polyimide foil 

The 441 recorded diffraction patterns were cropped to a size of 512 × 512 pixels resulting in a pixel 
size of 14.75 nm in the sample plane. The ePIE algorithm83 was used for the ptychographic single slice 
reconstruction. The update strength 𝛼𝛼 for the object and the update strength 𝑖𝑖 for the probe were both 
set to 1.0 and the regularization parameter was set to 0.002. The initial object was chosen to be non-
phase-shifting and non-absorbing. The initial probe was a gaussian with 2 μm FWHM and a phase 
curvature of −1 mm. The reconstruction was run for 1000 iterations. The phase of the reconstructed 
object is shown in Figure 6.3a. The resolvable DOF from the detector was calculated to be 6.39 μm: 

 
DOFdet =

𝜆𝜆
NAdet2 =

4 · 𝜆𝜆𝑑𝑑det2𝐷𝐷det2 =
4 · 0.136 nm · (4.16 m)2

(0.0384 m)2 = 6.39 μm ( 6.3 ) 

where 𝜆𝜆 is the X-ray photon wavelength, NAdet is the numerical aperture covered by the cropped 
detector images, 𝑑𝑑det is the propagation distance from the sample to the detector, and 𝐷𝐷det is the size of 
the cropped detector images. These 6.39 μm are smaller than the 100 μm separation of the Cu2O 
nanocubes on the two sides of the polyimide tape, making the sample optically thick. Therefore, a multi-
slice reconstruction was carried out using the 3PIE87 algorithm. As for the single slice reconstruction, 
the update strengths 𝛼𝛼 for the object and 𝑖𝑖 for the probe where both set to 1.0 and the regularization 
was set to 0.002. Two object slices separated by 100 μm were used to model both sides of the polyimide 
tape. As there were no other windows in the beam and the polyimide foil itself is believed to be 
homogeneous, these two slices suffice to model the object. The propagation between these two slices 
was implemented as a convolution with a Fresnel kernel: 



6.5 Experimental section 

93 
 

 Prop𝛥𝛥𝜇𝜇𝑧𝑧[𝛹𝛹(𝐫𝐫)] = ℱ−1�ℱ[𝛹𝛹(𝐫𝐫)]exp�i𝜋𝜋𝜆𝜆�𝑞𝑞𝑥𝑥2 + 𝑞𝑞𝑦𝑦2� ⋅ 𝛥𝛥𝑑𝑑𝑧𝑧��  , ( 6.4 ) 

where 𝛹𝛹(𝐫𝐫) is the complex-valued wavefield to be propagated by the distance 𝛥𝛥𝑑𝑑𝑧𝑧 along the beam axis, ℱ denotes the Fourier transform, ℱ−1 denotes the inverse Fourier transform while 𝑞𝑞𝑥𝑥 and 𝑞𝑞𝑦𝑦 are the 

coordinates in Fourier space. The distance from the downstream object plane to the detector was kept 
the same. It fulfills the far-field condition, therefore this propagation was implemented as a simple 
Fourier transform, as in the ePIE algorithm. 

The initial probe estimate was the same as for the previous ePIE reconstruction. Both object slices were 
initialized as non-absorbing and non-phase shifting. For the first 100 iterations, only the downstream 
sample slice was used, making the first 100 iterations identical to ePIE with particles from both sides 
in this slice. From the 101st iteration on the upstream slice was included in the update process and the 
particles on the side of the polyimide facing the source migrated into this slice. After 1000 iterations in 
total, no further changes in the reconstructed sample slices and the reconstructed probing wavefield 
could be observed. The reconstructed object slices are shown in Figure 6.3b-d. Introducing a second 
sample slice and the propagation between the two slices into the algorithm, increased the number of 
computing tasks by a factor of three. Therefore, this reconstruction took about three times longer than 
the single-slice ePIE reconstruction. 

As a confirmation, the initialization order of the two slices was reversed in an additional reconstruction: 
using only the upstream slice for the first 100 iterations and switching on the update of the downstream 
slice from iteration 101 on (see Figure 6.5). 

To check if the chosen 100 μm separation of the two object slices was indeed correct, multiple 
reconstructions with varied distances were performed. We found that decreasing the slice separation 
resulted in the particles being reconstructed in both slices. Particles from the downstream slices were 
reconstructed weaker but also in the upstream slice and vice versa. Increasing the slice separation 
resulted in the over exaggeration in the particles in their respective slice and negative version of them 
in the other slice. Particles in the downstream slice appeared more phase shifting in the downstream 
slice and negatively phase shifting in the upstream slice. The same was true for the particles in the 
upstream slice. Most particles are either in the upstream slice or the downstream slice, and only in a very 
few cases particles from the two slices overlap in projection. Looking only at the majority of particles 
that appear only in either one of the slices, we could verify that indeed a slice separation of 100 μm 
created flat phases in the same position in the respective other slice. As the phase shifts of negative and 
mirror particles scaled with the change in distance of the object slices, we estimated the exact optical 
sample thickness to be 100 μm ± 10 μm. Multiple ptychographic algorithms exists, which can estimate 
the slice separation by themselves.91, 223 Future experiments, in which the exact slice separation is 
unknown, can use those to perform the ptychographic multi-slice reconstructions. 

Sample preparation - chemical reactor 

The preparation of the precursor solution was identical to the previous sample. Two reactions of particle 
growth were performed inside the chemical reactor. The chemical reactor was heated to 150 °C and 
kept at this temperature for 4 h and 12 h respectively. After cooling down and disassembling the 
chemical reactor, the windows were washed with ethanol prior to the SEM imaging. The SEM imaging 
proved that particles had grown on the inside surfaces of the windows in both runs. The chemical reactor 
was reassembled using the downstream window from the 4 h hours reaction in the downstream position 
and the upstream window from the 12 h reaction in the upstream position. Finally the chemical reactor 
was filled with BnOH before closing. 
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Experiment - chemical reactor 

The experiment was again performed at the hard X-ray nanoprobe station PtyNAMi of beamline P06 at 
the synchrotron radiation source PETRA III (Hamburg, Germany).185, 221 The whole chemical reactor 
with all connections needed to potentially operated it, was placed inside the PtyNAMi setup.184, 222 In 
this experiment, the chemical reactor was kept at room temperature. The X-ray beam coming from the 
undulator was monochromatized to 15.25 keV using a Si-(111) DCM. Higher harmonics were 
suppressed by a pair of flat horizontally deflecting mirrors. NFLs220 were used to focus the X-ray beam 
30 mm downstream of the most downstream lens exit. The sample was placed 1.5 mm downstream of 
the X-ray beam focus, resulting in a beam size of about 450 nm (FWHM) on the sample. The DOF was 
calculated to be: 

 
DOFNFL =

𝜆𝜆
NANFL2 =

4 · 𝜆𝜆𝑓𝑓NFL2𝐷𝐷NFL2 =
4 · 0.081 mm · (30 mm)2

(0.04 mm)2 = 182.95 μm ( 6.5 ) 

Piezoelectric motors were used to scan the sample on a rectangular grid with a size of 8 μm × 8 μm in 
80 × 80 steps. At each of the 81 × 81 = 6 561 positions, a far-field diffraction pattern was recorded 
with 20 ms exposure time using an EIGER X 4M detector (DECTRIS, Switzerland, 75 μm pixel size) 
positioned 3.435 m downstream of the sample. The relative sample positions were measured by three 
interferometers retro-reflected by a ball-lens located below the sample.222 Using again a cropping of 
512 × 512 pixels, the minimal possible DOF for this experiment was calculated to be: 

 
DOFdet =

𝜆𝜆
NAdet2 =

4 · 𝜆𝜆𝑑𝑑det2𝐷𝐷det2 =
4 · 0.085 nm · (3.435 m)2

(0.0384 m)2 = 2.58 μm ( 6.6 ) 

Again the whole sample is much thicker than this, but the nanocubes themselves fulfil the thin sample 
approximation, even if the signal were to scatter sufficiently over the whole size of the cropped 
diffraction patterns. The distance between the inside surfaces of the upstream window and the 
downstream window was estimated to be 650 μm. Both windows had a slight curvature, most likely due 
to expansion while the chemical reactor was heated during the sample growth. Hence the exact distance 
would also depend on where the X-ray beam measures and might also change while heating the chemical 
reactor. 

Ptychographic reconstructions - chemical reactor 

The 6 561 recorded diffraction patterns were cropped to a size of 512 × 512 pixels resulting in a pixel 
size of 7.27 nm in the sample plane. The ePIE algorithm83 was used for the ptychographic single slice 
reconstruction. The update strength 𝛼𝛼 for the object and the update strength 𝑖𝑖 for the probe were both 
set to 1.0 and the regularization parameter was set to 0.002. The initial object was chosen to be non-
phase-shifting and non-absorbing. The initial probe was a gaussian with 500 nm FWHM and a phase 
curvature of 2 mm. The reconstruction was run for 1000 iterations. The phase of the reconstructed 
object is shown in Figure 6.6b. 

The multi-slice reconstruction using the 3PIE87 algorithm was performed as before. The samples was 
modeled by two slices, separated by 650 μm of free propagation space. Both object slices were 
initialized as non-absorbing and non-phase shifting. The initial estimate for the probing beam was the 
same as for the single slice reconstruction using the ePIE algorithm. For the first 100 iterations, only 
the upstream sample slice was used, making the first 100 iterations identical to ePIE with particles from 
windows in this slice. From the 101st iteration on the downstream slice was included in the update 
process and the particles on the downstream window migrated into this slice. After 1000 iterations in 
total, no further changes in the reconstructed sample slices and the reconstructed probing wavefield 
could be observed. The phases of the reconstructed object slices are shown in Figure 6.6b-d. 
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7.1 Abstract 

Understanding morphological changes of nanoparticles in solution is essential to tailor the functionality 
of devices used in energy generation and storage. However, we lack experimental methods that can 
visualize these processes in solution, or in electrolyte, and provide three-dimensional information. Here, 
we show how X-ray ptychography enables in situ nano-imaging of the formation and hollowing of 
nanoparticles in solution at 155°C. We simultaneously image the growth of about 100 nanocubes with 
a spatial resolution of 66 nm. The quantitative phase images give access to the third dimension, allowing 
to additionally study particle thickness. We reveal that the substrate hinders their out-of-plane growth, 
thus the nanocubes are in fact nanocuboids. Moreover, we observe that the reduction of Cu2O to Cu 
triggers the hollowing of the nanocuboids. We critically assess the interaction of X-rays with the liquid 
sample. Our method enables detailed in-solution imaging for a wide range of reaction conditions. 

7.2 Introduction 

Hollow nanoparticles with sizes in the range of several hundred nanometers comprise a material class 
with widespread application potential.11, 225-229 They are often utilized to form composite materials for 
high performance electrodes in lithium ion batteries,225, 226 for (photo-) catalytic energy production227, 228 
and as sensors.11, 229 Precise control over the structural and morphological evolution during the synthesis 
of these materials or during their operation in an electrolyte230 is decisive to reach the desired 
functionality and high performance. In many cases, however, understanding and manipulating the course 
of the underlying morphological changes remains a major challenge. This is mainly due to the lack of 
experimental methods that can observe the dynamics of chemical processes in situ in a bulk solution 
under relevant conditions, such as high temperature and pressure. Visual insights into the formation 
dynamics of nanomaterials are thus rare. 

Recently, efforts have been made to address this problem by exploiting in situ microscopy techniques. 
Liquid-cell transmission electron microscopy (TEM) plays an important role in this context,184, 189, 231-234 
since it can provide spatial resolution down to the atomic scale.189 In this way, the growth pathways of 
polyhedrally shaped Au nanoparticles235 and the temperature-dependent shape evolution of Au-Pd core-
shell nanorods236 have been revealed. The outstanding spatial resolution makes this method a powerful 
tool to study the growth of nanoparticles, however, the applicability of liquid-cell TEM to solution-
based nanoparticle syntheses is limited, since it requires thin reactors with small volumes which can 
disturb the kinetics of the reaction and thus alter its pathway. 
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X-ray microscopy using synchrotron radiation overcomes these limitations.69-72, 190, 237-240 Hard X-rays 
have the power to penetrate thick samples in extended environments,237 while at the same time allowing 
nano imaging with a spatial resolution as high as 10 nm.202, 241  X-ray ptychography, which is a scanning 
coherent diffraction imaging technique, extends these benefits even further with the possibility of 
interpreting images quantitatively.79, 81, 242-244 The method reconstructs the complex transmission 
function of the sample from a series of diffraction patterns using a phase retrieval algorithm. In contrast 
to scanning transmission microscopy, the spatial resolution achievable with X-ray ptychography is not 
limited by the beam size. The resulting images contain the local phase shift induced by the sample, 
which gives access to physical parameters such as the area density or, with some additional assumptions, 
the density or thickness of the material. 

Early in situ experiments demonstrated that lithium zirconate nanoparticles could be imaged in different 
gas atmospheres at elevated temperatures using X-ray ptychography,68 and the strain and deformation 
of a polymer-metal composite under pressure was quantitatively assessed in three dimensions (3D) by 
in situ X-ray ptychographic tomography.245 Later, a phase transition during the melting of Sn-Bi alloy 
particles was recently visualized with a spatial resolution of 25 nm72 and the annealing of Au 
nanoparticles was observed in different gas atmospheres.69-71 Additionally, X-ray ptychography allows 
the calculation of the wavefield at each point within the imaging setup. This enables the reconstruction 
of several individual objects, which are stacked along the beam direction, from a single two-dimensional 
(2D) scan. This procedure is referred to as multi-slicing.87, 91 In combination with the quantitative 
information contained in each image slice, we can obtain some 3D insights into chemical processes at 
the nanoscale without the need for tomographic scanning. 

In this study, we apply quantitative X-ray ptychography in solution, visualizing the nucleation and 
growth of cuprous oxide (Cu2O) nanocubes, and their subsequent transformation into hollow copper 
structures (Figure 7.1).18, 136, 216 Using multi-slicing, we reconstruct separate 2D images of particles 
growing on the entrance and exit windows of the reactor, tracking the morphological evolution of 
individual nanocubes over time. We then access the third dimension by calculating the thickness of the 
particles from the quantitative phase images, allowing us to infer the full growth and transformation 
process in 3D. This way, we find different morphologies for particles that nucleate heterogeneously on 
the reactor walls as compared to those nucleating homogeneously. At the end of the growth process, the 
nanocubes are reduced to metallic copper in a solid-state reaction.18 At this point, we observe voids 
forming in the center of the particles and follow their expansion towards the surface, resulting in hollow 
nanocubes. 

7.3 Results 

With the example of Cu2O nanocubes, we show how X-ray ptychography can be used for in situ nano-
imaging of the shape evolution of nanomaterials in solution. To this end we developed a liquid reactor 
that provides the necessary mechanical and thermal stability for long-term imaging (Supplementary 
Notes 7.1 and Supplementary Figure 7.1). By simulating the thermal expansion of the reactor for small 
temperature fluctuations during operation, we find that thermal drifts of the reactor itself can be expected 
below 10 nm. (Supplementary Figure 7.2). While keeping the in-liquid beam path as short as 1 mm, the 
reactor contains a volume of 2 mL ensuring stable reaction kinetics. 

The reaction of copper(II) acetylacetonate (acac) in benzyl alcohol (BnOH) is known to yield copper-
based nanostructures with different morphologies,108, 216 among those are Cu2O nanocubes which 
represent an intermediate product after the initial reduction of the precursor. Even though the subsequent 
reduction of the material to metallic Cu was observed,18 tracking the shape of the material at all reaction 
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stages was never accessible in situ. To image the formation process of the nanocubes with X-ray 
ptychography, we fill the precursor solution into the in situ reactor and heat it to a reaction temperature 
of 155 °C. The nanocubes nucleate mostly on the walls of the reactor, which immobilizes them for 
sequential imaging (Figure 7.1). We image the growth process at a time resolution of 21.6 min over 18 
h. Applying the multi-slice model87, 91 during the ptychographic reconstruction allows us to display the 
particles on the entrance and exit windows of the reactor separately. The particles on both windows are 
similar in size and morphology, we therefore show here only the nanocubes on the entrance window, 
unless otherwise noted. The respective images taken from the exit window are compiled in 
Supplementary Figure 7.3. 

 

Figure 7.1. Overview of the in situ imaging experiment. a-d Ptychographic reconstructions of nanocubes 
on the entrance window of the in situ reactor. The gray scale indicates the phase shift in radian. e 
Schematic illustration of the experimental setup. A section through the reactor is shown for simplicity, 
including the entrance and exit windows that the nanoparticles grow on as well as the solution. f 
Illustration of the morphological evolution of the nanocubes as observed during in situ imaging. 

7.3.1 Quality of ptychographic images in solution 

To determine the influence of the liquid reactor at high temperatures on the quality of the micrographs, 
we evaluate the spatial resolution, stability, and the occurrence of background artefacts. We select 
ptychograms at intermediate reaction times to ensure a representative number of particles in the images. 
In addition, we evaluate the images taken on the entrance and exit windows of the reactor individually 
(Figure 7.2a-b). 

To estimate the spatial resolution, we use Fourier ring correlations217 (FRC) displayed in Figure 7.2f, 
which we obtain by splitting the diffraction patterns of a single ptychogram into two separate sets. We 
then reconstruct the sets individually and calculate the FRC of the two resulting images (c.f. 
Supplementary Figure 7.4). We apply the half bit criterion218 compensating for the quality loss 
introduced by splitting the data set and find that the images of the entrance and exit windows have 
resolutions of 66 nm and 64 nm, respectively. The resolution is mainly limited by the reactor and the 
beam path of 1 mm in the hot liquid. Ex situ single-digit nanometer resolution images of Cu2O 
nanocubes can be achieved when measured in air.221, 237 
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Figure 7.2. Quality estimation of in situ images. a-b Ptychographic images of particles growing on the 
entrance and exit windows, respectively, of the in situ reactor at the same reaction time. In b, the 
background fluctuations are varying on larger scales compared to a due to the larger illumination size 
on the exit window. c Ptychographic image of the entrance window at a later reaction time compared to 
a-b. The gray scale indicates the phase shift of the image in radian.  d False-colored overlay of images 
of the entrance (red) and exit (cyan) windows taken at the same reaction time. e False-colored overlay 
of aligned images of the entrance window taken at consecutive time steps of 10.7 h (red) and 11.1 h 
(blue). The background randomly fluctuates between images. f FRC plotted for the entrance and exit 
window slices. We used the half-bit criterion218 (dashed line) for resolution estimation to account for the 
loss in reconstruction quality induced by splitting the data set. 

Position stability is another important aspect for nano-imaging of chemical processes. To compensate 
for thermal drifts of the reactor, we mechanically adjusted its position after each image. At the 
ptychographic reconstruction step, we applied automated position refinement246 to correct for drifts of 
the reactor during the acquisition of a single image. Supplementary Figure 7.5 shows a comparison of 
reconstructions with and without position refinement. After reconstruction, we performed additional 
image alignment (for details, see Methods section). Figure 7.2e shows a false-colored overlay of two 
aligned images of the entrance window taken at consecutive time steps (Figure 7.2a and c). Small 
remaining shifts of the particle positions are visible in the lower right area of the image, which do 
however not affect the information content or the later quantitative analysis of the images. This confirms 
that the substrate-bound nanoparticles in a heated solution can be imaged reproducibly and with high 
stability. 

The main differences of the consecutive images are found in the background between the particles. We 
account the random background fluctuations to free floating particles in solution or to convection of the 
hot solvent. Since the ptychographic model assumes a steady sample during the acquisition of one 
image, these non-static portions of the sample cause inconsistencies in the ptychographic data set that 
result in a non-flat background. However, we can conclude that the inconsistencies do not significantly 
affect the reconstruction quality of the substrate-bound nanocubes. It is noteworthy that the predominant 
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size of the background features is smaller in the reconstruction of the entrance window (Figure 7.2a) 
compared to the exit window (Figure 7.2b). The different feature sizes agree well with the diameter of 
the illuminating beam on the respective reactor windows (c.f. Supplementary Figure 7.6). 

The multi-slice approach allows us to reliably separate images of nanocubes growing on the entrance 
and exit windows of the reactor. A confirmation of proper slice separation is given by the false color 
overlay of the two windows at a single time step (Figure 7.2d) showing that each particle appears in 
either of the two slices, but never in both. Due to a slow deformation of the polyimide windows, the 
distance between the slices gradually decreased during the reaction from initially 1000 μm to below 300 
μm. Since an incorrect slice distance introduces artefacts to the reconstruction and lowers its resolution, 
we determined the distance several times during the reaction to ensure high image quality throughout 
the full time series. For more details, see Supplementary Notes 7.2 and Supplementary Figure 7.7. When 
the distance between the windows reached 400 μm and thus approached the depth of field (DOF) of the 
imaging experiment of 280 μm, the slice separation started to be incomplete, with particles on the 
entrance window becoming dimly visible also in the reconstruction of the exit window (Supplementary 
Figure 7.8). After about 17 h reaction time, the distance dropped below the DOF, and a multi-sliced 
reconstruction of the respective data sets was no longer possible. We thus treated the sample as a single 
slice at later reaction times, and reconstructions represent a superposition of the entrance and exit 
windows. 

7.3.2 Nucleation and growth of Cu2O nanocubes in 2D 

Particles are first visible after 2 h reaction time (Figure 7.1a). Initially, with only a few small particles 
in the field of view, the quality of the reconstructed image is comparatively low, since the data set does 
not contain enough information for the iterative reconstruction algorithm to converge. After 5.3 h, the 
number of particles has increased, and they have grown to an average size of 450 nm. The image quality 
has also increased, and the cubic shape of the particles can be clearly distinguished (Figure 7.1b). Since 
the ptychographic images represent projections of the electron density, we can recognize the orientation 
of the nanocubes when they reach their final size after 9.2 h (Figure 7.1c). While some are oriented with 
one face parallel to the substrate, we can also see nanocubes facing towards the substrate with an edge 
or corner. There seems to be no preferential orientation. At a later reaction stage after 14 h, the particles 
develop a cubic central void (Figure 7.1d), which suggests their reduction to metallic copper.  

To determine the growth behavior in more detail, we track the size of the nanocubes throughout the in 
situ image series using image processing functions of the OpenCV library247 (Figure 7.3). Tracked 
particles are redrawn with a green rectangle in Figure 7.3b, and the changing edge length is plotted for 
each particle in Figure 7.3c. To ensure reliable results, we select only those nanocubes oriented with one 
face parallel to the substrate. A set of images with a smaller field of view is shown in Supplementary 
Figure 7.9 for comparison and details on the image processing steps are given in Supplementary Figure 
7.10-7.11. The overall growth rate is fast in the beginning and successively slows down, resembling the 
pseudo first-order kinetics that one would expect for this reaction of a single precursor with the solvent. 

Most importantly, we observe that in addition to the nanocubes that nucleate on the substrate and are 
thus visible from the beginning of the reaction, new particles successively appear in the images. For 
example, within the time delay of 23 min between Figure 7.3a and b, the three particles marked with 
yellow arrows appear. Since the new particles seemingly have similar sizes as those already present on 
the substrate, we can conclude that they must have nucleated homogeneously in solution and attach to 
the substrate at some point during their growth process. The fact that we see no particles detaching 
eliminates the possibility of nanocubes hopping into the field of view from a different area of the 
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substrate. The free-floating particles are invisible to the in situ imaging, since their motion in solution is 
faster than the acquisition time of a single image. 

 

Figure 7.3. Analysis of the growth process from a 2D perspective. a-b In situ ptychographic images 
taken at 7.1 h and 7.4 h, respectively. Particles marked with arrows appear in b but are not seen in a, 
indicating that they attached from the solution onto the reactor window. The gray scale indicates the 
phase shift of the images in radian. We used nanocubes highlighted with green rectangles for size 
estimation.  c Evolution of the particle size for all nanocubes in b framed with a green rectangle. The 
color indicates the time when a particle attaches to the substrate. Independent of the attachment time, all 
particles show a similar growth behavior in the 2D projection. The error bar indicates the spatial 
resolution of the ptychograms of 66.1 nm. 

This interpretation is affirmed by inspecting the size evolution of newly attached particles only. In Figure 
7.3c, the time when a nanocube attaches to the substrate is encoded by the color of the respective data 
points. While the edge length of particles growing on the substrate since the beginning of the reaction is 
shown in black, yellow color represents late attachment. It turns out that both the size and the growth 
rate of nanocubes attaching at intermediate and late reaction times integrate well with the overall 
behavior. 

However, from a pure 2D perspective, we cannot differentiate between the morphological evolution of 
nanocubes attached to the windows of the in situ reactor and those dispersed in the solution. To this end, 
additional depth information is required. 

7.3.3 From 2D to 3D: Differentiating hollow nanocubes and -cuboids 

As X-ray waves accumulate phase shift while propagating through matter, the thickness of an object 
along the beam path, i.e. perpendicular to the image plane, can be calculated from a ptychographic image 
for known density and composition. This additional information allows us to put together a 3D model 
of the sample. Given the X-ray wavelength and the electron density of the material, we calculate the 
thickness of each tracked particle from its phase shift by taking the average of the pixel values across 
individual particles in the quantitative ptychograms. To account for the finite resolution, we exclude 
pixels close to the edges of a particle, as it is exemplarily shown for a single time step in Figure 7.4a. 
Since the sizes of the nanocubes vary, we use the aspect ratio rather than the absolute thickness to 
describe the 3D shape of each particle. The aspect ratio is calculated as the quotient of the edge length 
in the image plane and the out-of-plane thickness. The fluctuating background induces an error for the 
calculation of the aspect ratio at a given time, but it does not change the observed general trends in the 
evolution of particle shape (c.f. Supplementary Notes 7.3). 

In Figure 7.4b, we see that the aspect ratio of individual nanocubes remains nearly constant, however, a 
systematic trend is visible with regards to the time a particle attaches to the substrate, which is 
highlighted by color. Those particles that attach when growth has almost finished at late reaction times 
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(yellow) are cubic. However, the longer a particle grows on the substrate, the more it deviates from an 
ideal cubic shape with the edge length perpendicular to the substrate being much shorter. Particles that 
are visible from the beginning of the reaction and thus presumably nucleate on the substrate (black data 
points in Figure 7.4b) are cuboids with an aspect ratio of about 0.5. For the growth mechanism, this 
means that the particles grow from only one face in the direction perpendicular to the substrate, while 
they grow parallel to the substrate equally from all four faces, as illustrated in Figure 7.4c. 

 

Figure 7.4. Analysis of the growth process from a 3D perspective. a In situ ptychographic image 
highlighting the in-plane dimension of the nanocuboids by green rectangles. The out-of-plane thickness 
is calculated from the phase shift within the area highlighted by blue rectangles. The gray scale indicates 
the quantitative phase shift of the image in radian. b Evolution of the aspect ratio for all particles 
highlighted in Figure 7.3b. The aspect ratio is calculated as the quotient of the in-plane dimension and 
the out-of-plane thickness of the nanocuboids. A moving average window of four time steps is applied. 
See Supplementary Figure 7.12 for a plot without moving average. Yellow color indicates the time when 
a particle attaches to the substrate. While the aspect ratio of individual particles does not change 
significantly with reaction time, it is strongly affected by the time when a particle attaches. The later the 
attachment takes place during the growth phase, the more cubic the respective particle becomes. This 
process is illustrated in c. For clarity, the error bar in b represents the mean error resulting from the error 
propagation of the in-plane particle size and the out-of-plane thickness of all tracked particles (for 
details, see Supplementary Notes 7.3). 

We account the apparent increase in the aspect ratio from about 0.3 to 0.5 during the first 5 h of reaction 
time in Figure 7.4b to a systematic error in the calculation of the thickness for these particles. Since the 
nanocuboids are small at the beginning of the reaction, in combination with the limited resolution, the 
fading of the phase shift signal at the edges of the nanocuboids leads to an underestimation of the 
thickness for these early reaction times. 

Once we have derived the growth mechanism in 3D from the quantitative phase images, we can begin 
to understand the hollowing process of the nanocuboids bound to the substrate (Figure 7.5). After ca. 
11.8 h, the particles do not grow significantly larger (compare Figure 7.3c) and we can assume that most 
precursor has been consumed. At this point, cubic voids start to form in the center of the particles and 
grow towards the surface over the next 3.2 h (Figure 7.5a-f). We confirm that the hollowing process is 
not due to the X-ray exposure by taking a single ptychographic image at the end of the reaction at a 
different part of the reactor window, ca. 2 mm away from the previously exposed region (Supplementary 
Figure 7.13). This image also shows hollow particles. 

Even though the reduction of the Cu2O nanocuboids to metallic Cu was known,18, 108 previous in situ 
measurements never observed hollow particles due to their lack of depth information. X-ray 
ptychography can now enable us to also probe the internal morphology of the material. When Cu2O is 
reduced in the solid state to Cu, there must be an outward flow of oxygen species caused by the reaction 
with BnOH taking place at the particle surface. Recently, Kirkendall hollowing was found during the 
fast extraction of phosphorous from PdP2 nanoparticles.248 In Cu2O, however, the diffusion coefficient 
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of Cu+ cations is much higher than that of O2- anions.41 This difference in diffusion rates would only 
cause void formation during oxidation of Cu to Cu2O, but we observe the hollowing process in the 
course of reduction. Due to the slow void formation in our nanocuboids during 3 h, it is unlikely that the 
extraction of oxygen species from the nanocuboids has a significant effect on the diffusion rates. Thus, 
the diffusion of ionic species and therefore the Kirkendall effect39 are unlikely the cause of void 
formation in the nanocuboids. Instead, interactions with the solvent and the substrate at the surface of 
the nanocuboids protect their outer shape during reduction. The binding of the Cu2O nanocuboids to the 
polyimide substrate indicates a strong interaction between the two materials, and furthermore, strong 
adsorption of BnOH at the surface of Cu2O was observed in a previous in situ spectroscopic study.108 
Due to these surface interactions, the mass reduction upon depletion of oxygen from the crystal lattice 
and, more importantly, the increase in density from 6.0 g/cm³ (Cu2O) to 8.92 g/cm³ (Cu)188 are 
compensated by a central void instead of shrinking of the outer particle dimension.31, 249 

 

Figure 7.5. Hollowing process of the nanocuboids. a-f Ptychographic images of the hollowing process 
between 11.4 h and 15.1 h reaction time. The gray scale indicates the phase shift of the images in radian. 
g Schematic illustration of the void formation. h False-colored scanning electron microscopy (SEM) 
image of bowl-shaped hollow nanocuboids (orange) taken from the same sample used for the in situ 
imaging in a-f. i SEM image of hollow nanocuboids cut in half using a focused ion beam (FIB). These 
particles were prepared in the in situ reactor but without exposure to X-rays. The sample was sputtered 
with a thin Au layer (yellow) to minimize charging effects. In the areas cut with the FIB, the substrate 
can be seen (blue). j Scatter plot of the void size versus the outer particle dimension obtained from SEM 
images of the same sample used for the in situ imaging in a-f. The fit indicates a systematic size ratio of 
53%. 



7.3 Results 

105 
 

A similar effect was observed during the reduction of CoO particles to form hollow Co shells in the 
presence of oleylamine,46 as well as for the reduction of β-FeOOH to hollow Fe3O4 nanorods with 
strongly bound capping agents.45 Since no more nanocuboids attached to the reactor windows after the 
beginning of the void formation, we cannot conclude if dispersed particles undergo the same shape 
transformation. 

To further verify our interpretation, we compare the edge length of the cubic voids to the outer edge 
length of the particles at the end of the reaction (Figure 7.5j and Supplementary Figure 7.14). 
Independent of the absolute sizes, we find a ratio of approximately 53%, which underpins the void 
formation to originate from a specific chemical transformation. However, assuming full conversion from 
Cu2O to Cu, we would expect a size ratio of 73.8%, indicating the presence of some residual oxide in 
the final hollow structures. 

To verify the role of the substrate in the hollowing process of nanocuboids, we examined the particles 
grown on the reactor window during the in situ measurements in the scanning electron microscope 
(SEM). The false-colored image in Figure 7.5h shows that the particles in fact have the shape of 
rectangular bowls. Due to their flatness, it is reasonable to assume that the hollowing process starts at 
or close to the particle-substrate interface, and then carves into the particle in the direction away from 
the substrate. To further test this hypothesis, we use a focused ion beam (FIB) on a fresh sample not 
exposed to X-rays and cut some nanocuboids in half that are still bound to the substrate (Figure 7.5i). It 
is clear that the void is located in between the bowl-shaped copper particles (orange) and the substrate 
(blue). Thus, the particles in Figure 7.5h must have detached from the substrate and turned around before 
the image was taken. The void formation process is schematically illustrated in Figure 7.5g. 

7.3.4 Photon energy dependent radiation damage in X-ray imaging 

We have shown that hard X-ray ptychography can reveal the shape evolution of hollow copper 
nanocuboids with a high level of detail. However, when imaging nanostructures in chemically reactive 
environments, alterations of the sample induced by the probe beam are a common obstacle in both 
TEM233, 250 and X-ray microscopy.251, 252 In our case, the partial absorption of the X-ray beam within the 
reaction medium leads to a local energy deposition that can cause changes in the reaction pathway. We 
found that the photon energy has a strong influence on the characteristic of the radiation damage. At an 
energy of 8.98 keV, which is just above the K edge of copper, the X-ray beam triggered the nucleation 
and attachment of nanoparticles at the reactor windows. As shown in Supplementary Figure 7.15, almost 
no particles are found outside the illuminated area after 18 h reaction time. Also, in a different 
experiment under the same conditions, micrometer-sized spherical structures formed under illumination 
instead of the expected nanocuboids (Supplementary Figure 7.16). This indicates that the comparably 
high absorption at 8.98 keV fully reduces the Cu(acac)2 precursor already in solution, causing a deviation 
from the usual reaction pathway. 

Therefore, we use the higher photon energy of 15.25 keV for all in situ images, reducing the influence 
of the X-ray beam on the reaction. At this energy, the attenuation coefficient of Cu2O is about 4 times 
lower than at 8.98 keV, significantly reducing the amount of energy deposited by the beam.253 Although 
the field of view was under repeated exposure for continuous imaging, we neither noticed any influence 
of the beam on the nucleation or attachment of particles, nor was the shape or size of the nanocuboids 
affected during growth. We showed that the void formation coming along with the solid-state reduction 
is also not a beam effect. However, after the void has formed, the particles shrink and finally vanish, 
starting at 16 h (Supplementary Figure 7.17a-c). This suggests that the metallic copper is less stable 
under irradiation due to its increased density and lower chemical stability compared to Cu2O. The 
metallic particles undergo side reactions with the organic solvent forming soluble copper species. At 
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20.5 h reaction time, we extended the field of view around the region that was continuously exposed 
before (Figure 7.6a). The disintegration of metallic copper particles is localized to the exposed region. 
The SEM image of a region in close vicinity to the exposed area (Figure 7.6b) shows nanocuboids with 
truncated edges. It is plausible that the ablation sets in at the edges where the higher surface energy 
facilitates side reactions. 

While the absorption of X-rays in matter is significantly weaker compared to that of electrons, the high 
flux and long acquisition time currently required for scanning-based X-ray microscopy diminish this 
benefit. Still, by choosing a high photon energy, we prevented radiation damage during all reaction 
stages until the formation of the final hollow structures and could thereby visualize the full undisturbed 
shape evolution. 

 

Figure 7.6. Beam-induced damage to the nanocuboids. a Ptychographic image taken after 20.5 h with 
an extended field of view around the region that was continuously exposed for in situ imaging. The 
beam-induced disintegration of particles is visible in the exposed region in the middle. The image shows 
an overlay of particles on both reactor windows since multi-slicing could not be applied due to the 
decreasing distance between the windows. The gray scale indicates the phase shift of the image in radian. 
b SEM image of particles from the same sample as in a, taken close to the exposed region. The 
nanocuboids show the onset of disintegration at the edges. 

7.4 Discussion 

Recent in situ studies using X-ray spectroscopic and scattering techniques revealed that the nucleation 
of nanoparticles is followed by complex structural and chemical changes in solution,24, 60, 99 including 
transformations of distinct primary particles,22, 254 assembly13 and hollowing processes.41, 49 These 
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findings highlight that many pathways exist that lead to complex, hierarchical materials, besides the 
classical LaMer model of nucleation and growth.19 However, since X-ray scattering and spectroscopic 
methods provide information averaged over a given reaction volume, only in situ microscopy gives a 
proof of these pathways. We demonstrate how in situ imaging in solution with hard X-ray ptychography 
enables a direct visualization of the complex transformations of shape and size at the nanoscale. The 
method can be applied to a wide range of materials and reaction conditions, complementing the 
capabilities of liquid-cell TEM. Such rare visual insights into structural changes in solution are important 
to deepen our understanding of the origins of nanomaterials morphology, which is a key factor for the 
future design of highly active catalysts and functional devices. 

In summary, we revealed the full morphological growth of Cu2O nanocuboids and their subsequent 
transformation into hollow Cu structures by directly visualizing them in situ inside our chemical reactor 
with an in-liquid beam path of 1 mm. Making full use of the quantitative phase images, we found that 
the 3D shape of the nanocuboids is strongly influenced by their interaction with the walls of the reactor. 
When attached to the substrate, the out-of-plane growth is hindered, and the particles grow into flat 
cuboids with an aspect ratio of 0.5. Particles nucleating in solution and attaching to the substrate at a 
later growth stage take a more cubic profile. The hollowing process, which we assign to the solid-state 
reduction of Cu2O to Cu, originates close to the particle-substrate interface. The voids grow towards 
those faces that are in contact with the solution, i.e., where the reducing reaction with the solvent takes 
place, and leave the particles with a bowl-like shape. Finally, we identified the influence of the beam on 
the reaction at different photon energies and minimized the beam damage by choosing a high photon 
energy with correspondingly low energy deposition. Under these conditions, only the hollow metallic 
structures that denote the end of the reaction are sensitive to the beam, but no deviations are observed 
along the reaction path. 

According to our observation of reduced beam damage at the higher photon energy of 15.25 keV, we 
expect that beam damage will be further reduced with the emergence of fourth generation synchrotron 
sources providing highly coherent X-rays at even higher energies than 15.25 keV. At the same time, the 
high coherent flux of these new sources can significantly increase imaging speed and spatial resolution. 
Already now, the high level of microscopic detail obtained within our in situ X-ray microscopy 
experiment encourages the application of this approach to explore shape evolution and transformation 
processes in related fields, such as the formation of hollow metal oxide nanospheres composited with 
graphite or sulfur for lithium ion batteries,225, 226 or with noble metal particles for (photo-) catalytic 
energy production.227, 228 Also, biomineralization processes255-257 or syntheses of bio-inspired 
nanomaterials258, 259 may be worth visualizing. 

7.5 Experimental section 

Synthetic procedure 

Chemicals: BnOH (>99.8%, anhydrous) and Cu(acac)2 (99.99%) were purchased from Sigma-Aldrich, 
and ethanol (absolute) for washing from VWR. All chemicals were used without further purification. 
Synthesis: 1.72 mL of BnOH was added to 0.03 mmol Cu(acac)2 and stirred for 10 min at room 
temperature in a glove box under argon atmosphere. The blue solution was transferred to the reaction 
container of the in situ reactor, sealed, and heated at a rate of 4.5 °C/min to 155 °C. The reaction was 
stabilized at this temperature for a maximum of 30 h for in situ imaging, and for FIB experiments the 
reactor was cooled to room temperature after 14.5 h at a cooling rate of 5.5 °C/min. All mentioned 
reaction times are relative to the point when we start heating. For SEM and FIB, the polyimide windows 
of the reactor were rinsed thoroughly with ethanol and dried at 60 °C overnight. 
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Ex situ characterization 

SEM: Scanning electron microscopy images were taken with a Regulus 8220 (Hitachi High 
Technologies Corp., Japan) at an acceleration voltage of 3.6 kV and under the application of a 
deceleration voltage of 3.5 kV, resulting in a maximum electron energy at the sample surface of 0.1 
keV. Secondary and backscattered electron signals were mixed. 
FIB: Focused ion beam milling and subsequent SEM imaging was conducted with a Crossbeam 550L 
(Carl Zeiss AG, Germany) using a Ga ion beam at 30 kV and 50 pA, and an electron probe at 5 kV. 

In situ reactor 

Detailed information about the in situ reactor including a schematic are given in Supplementary Notes 
7.1. The container for the reaction solution is made of polytetrafluoroethylene (PTFE) and two 
polyimide windows with a thickness of 125 μm. The container has a volume of 2 mL and, when 
assembled, the beam path through the liquid is 1 mm. The container is clamped into a heatable body 
made of invar and titanium for low thermal expansion. A PID controller is used to keep the reactor at 
the reaction temperature with a stability of ±0.05 °C. 

X-ray ptychography 

Beamline setup and data acquisition: Measurements were performed at the Ptychographic 
Nanoanalytical Microscope PtyNAMi184 at the nanoprobe endstation of beamline P06260 at PETRA III 
at DESY in Hamburg, Germany. A coherent X-ray beam at a photon energy of 15.25 keV was focused 
using stacks of nanofocusing refractive lenses. An Eiger X 4M (Dectris AG, Baden-Daettwil, 
Switzerland) photon counting area detector with a pixel size of 75 x 75 μm² was placed at the end of an 
evacuated flight tube 3.435 m behind the sample. For a ptychographic image within a time series, the in 
situ reactor was raster scanned perpendicular to the beam within a field of view of 12 x 12 μm² with a 
step size of 300 nm. Coherent far-field diffraction patterns were measured with an exposure time of 
0.5 s. Thermal drifts of the reactor were compensated by adjusting its position between image 
acquisitions. Each scan took 21.6 min. For the larger image in Figure 7.6a, a field of view of 24 x 24 
μm² was scanned. For the images shown in Supplementary Figure 7.15-7.16, measurements were taken 
at the cSAXS beamline at the SLS at PSI, Villigen, Switzerland. A photon energy of 8.98 keV was used 
and the beam was focused with a Fresnel zone plate in combination with an order-sorting aperture. At 
the end of an evacuated flight tube, a Dectris Pilatus 2M detector with a pixel size of 172 x 172 μm² was 
placed 7.35 m behind the sample. The field of view was 10 x 10 μm² for an in situ image series, and 30 
x 30 μm² for the larger image shown in Supplementary Figure 7.15. 
Image reconstruction: For reconstruction, the diffraction patterns were cropped to 256 x 256 px, 
resulting in a pixel size in the reconstructed images of 14.54 nm and 23.06 nm for the measurements at 
P06 and cSAXS beamlines, respectively. The image reconstruction of data taken at beamline P06 was 
carried out using the extended ptychographic iterative engine (ePIE)83, and for the data from cSAXS, 
the difference map algorithm in combination with a maximum likelihood approach was used.261, 262 For 
data taken at P06, the object was initialized to be non-absorbing and non-phase-shifting, and a Gaussian 
probe with a full width at half maximum of 1 μm and a phase curvature of 2.2 mm was used as the initial 
probe. For images containing few particles early in the time series before 3.5 h, the illumination was 
initialized with the reconstructed illumination of the image after 3.83 h. For data measured at the cSAXS 
beamline, a reconstructed illumination from an ex situ sample was always used as initial probe. Multi-
slice reconstructions were carried out for the P06 data. Here, the object slice corresponding to the 
entrance window was initialized first, and the exit window slice was activated after 20 iterations. From 
iteration 250, position refinement was performed every 100 iterations with a maximum displacement of 
44 nm.246 Reconstructions were run for 1000 iterations. The distance between the slices was initially set 
to 1 mm and gradually reduced, adapting to the shrinking distance between the windows of the in situ 
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reactor (for details, see Supplementary Notes 7.2). The Fresnel nearfield propagator263 was used for 
wave propagation between slices. 

Image analysis 

Alignment: To compensate for thermal drifts of the in situ reactor, in addition to the mechanical 
compensation described above, we aligned the image series using an implementation of the scale-
invariant feature transform (SIFT) method264 within the image analysis software ImageJ265 (version 
1.53k). 
Fourier ring correlation: To calculate FRCs217, 218, the diffraction patterns of the image were split into 
two data sets with equidistant scan points and reconstructed individually, with the refined positions from 
the full data set. The FRC was calculated from the resulting two images. We used the half bit criterion 
for resolution estimation in order to account for the lower resolution introduced by splitting the data set. 
Depth of field: In the multi-slice model, the DOF can be considered as the maximum thickness that an 
object may have to be imaged within one slice at a given lateral spatial resolution Δd and wavelength λ. 
We calculated the DOF using the empirical relation91 given by 

 DOF = 5.2
(𝛿𝛿𝑟𝑟)2𝜆𝜆  ( 7.1 ) 

where 𝛿𝛿𝑟𝑟 is the lateral resolution and 𝜆𝜆 is the X-ray wavelength. Here, we calculate a DOF of 280 μm. 
Quantitative image analysis: To track and measure the dimension of cubic particles within the image 
plane, several image processing steps were applied using Python and the PyOpenCV library247 (version 
4.5.1.48). First, images were converted to binary (black and white) by applying adaptive thresholding 
with a Gaussian kernel with a size of 1/8 of the image dimension. Closing (dilation followed by erosion) 
with a kernel of size (2x2) was used to reduce image noise, and contours (borders between black and 
white areas) were identified. The smallest rectangle containing all points of a closed contour was taken 
as the outer dimension of the respective particle. Only particles visibly oriented with one face parallel 
to the substrate and with an in-plane aspect ratio between 0.7 and 1.3 were tracked. An example image 
after each of these steps is shown in Supplementary Figure 7.10. 
For calculating the thickness of a particle from a quantitative phase image, first the average background 
phase shift 𝜙𝜙bkg of the image was calculated by applying a threshold of -0.02 rad to separate particles 

and background (Supplementary Figure 7.11), and by then averaging the background. Only for particles 
with one face visibly oriented parallel to the substrate, the average phase shift 𝜙𝜙particle was calculated 

within an area covering 70% of the full particle dimension to account for the not perfectly sharp edges 
(blue rectangles in Figure 7.4a). The thickness 𝑑𝑑 was then calculated using Equation 7.2 

 𝑑𝑑 =
−�𝜙𝜙particle − 𝜙𝜙bkg�𝜆𝜆

2𝜋𝜋𝛿𝛿  , ( 7.2 ) 

where λ is the X-ray wavelength and 1− 𝛿𝛿 is the real part of the complex refractive index. We used the 
difference of the refractive index decrement of Cu2O and the surrounding solvent, resulting in 𝛿𝛿 =
3.98 ⋅ 10−6.64 
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7.9 Supplementary Information 

Supplementary Notes 7.1. Technical information on the in situ reactor 

A schematic representation of our in situ reactor in the form of an exploded view is shown in 
Supplementary Figure 7.1. The liquid container of the reactor is a PTFE autoclave with two 125 μm thin 
polyimide windows on opposite sides for high X-ray transparency. The autoclave has a volume of 2 mL 
to ensure undisturbed reaction kinetics as compared to laboratory vials. The autoclave is placed between 
flat heating elements with a curved surface, pushing onto the flexible polyimide windows at the center 
of the container which takes a concave shape. This way, the beam path through the liquid measures only 
1 mm for low attenuation and background, while at the same time a large liquid volume is provided. To 
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ensure position stability within the single-digit nanometer range, the heatable body is made of Invar and 
titanium for low thermal expansion. The body is thermally isolated from the base attached to the nano-
positioning stage by a Zerodur (Schott AG, Mainz, Germany) part with almost no thermal expansion 
and low thermal conductivity. The base is actively cooled with an air flow through a copper pipe. The 
heating elements are current-regulated and operated with DC to avoid vibrations induced by switching. 
A proportional–integral–derivative (PID) controller provides high temperature stability of ±0.05 °C. 

 

Supplementary Figure 7.1 Schematic representation of the in situ reactor. a The exploded view of the 
in situ reactor shows all components individually. The liquid container is made of a PTFE frame covered 
with two polyimide windows and clamped between two Invar frames. The container is placed between 
two Invar heating covers with a convex surface. Flat heating elements provide uniform heat from two 
sides. A thermal insulation made of Zerodur is placed between the heated body and the air-cooled base. 
b Photograph of the liquid container after a reaction at 155 °C. The concave shape results in a window 
distance of 1 mm at the center of the container. c Photograph of a resistive heating element made of 
titanium and flexible circuits printed on polyimide. 

To verify the position stability, we conducted thermal simulations of the reactor applying the finite-
element method using the software ANSYS Mechanical version 17.2 (ANSYS Inc, Canonsburg, USA). 
The results are summarized in Supplementary Figure 7.2. Part a of the figure shows the temperature 
field in the steady state across the reactor when the reaction temperature of 155 °C is reached. We find 
that the squared upper body is evenly heated (red), while the thermal insulation efficiently keeps the 
heat away from the base (blue). Due to the large temperature gradient across the insulation, it is 
important that we used Zerodur with extremely low thermal expansion for this part. 

We also simulated the expected residual thermal drifts of the imaged region of the reactor given a 
temperature instability of ±0.05 °C. By Fourier-transforming a measured temperature profile of the 
reactor at the target temperature, we identified that the main frequency component of the residual 
temperature fluctuations has a period of 353 s. We used a sinusoidal temperature profile with this period 
for a transient simulation, tracking the variation in the vertical distance from the base to the beam 
position on the reactor. Due to the symmetric design of the reactor, we expect no significant thermal 
drift in the horizontal direction. Supplementary Figure 7.2b shows the thermal expansion as obtained 
from the transient simulation. We find a residual vertical drift below ±8 nm. The actual drifts during 
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data acquisition may have been larger due to thermal movement of the polyimide windows not covered 
by the simulation. 

 
Supplementary Figure 7.2. Thermal simulations on the in situ reactor. a Simulation of the heat 
distribution over the assembled reactor in the stationary case at 155 °C. The upper squared body of the 
reactor containing the reaction solution is evenly heated. The temperature drops off across the thermal 
insulation, keeping the base at a low temperature between 30 and 50 °C. b Transient simulation of the 
vertical expansion between the base and the beam position. A sinusoidal temperature profile with a 
period of 353 s was applied. The residual drift is below ±8 nm. 
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Supplementary Figure 7.3. Overview of the reaction on the exit window. a-l Ptychographic 
reconstructions of nanocubes on the exit window of the in situ reactor. The gray scale indicates the phase 
shift of the images. At all reaction times, the particles are similar in size and morphology the those on 
the entrance window. 
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Supplementary Figure 7.4. Reconstructions from split data set. a-b Example of ptychographic 
reconstructions of nanocubes on the exit window of the reactor, each reconstructed with the data from 
half of the scan points compared to the full data set. These reconstructions were used to calculate the 
FRC of the exit window shown in Figure 7.2f. c Difference between the reconstructions in a and b. The 
gray scale indicates the phase shift of the images. 

 

 

Supplementary Figure 7.5. Effect of position refinement during reconstruction. False-colored overlay 
of two consecutive ptychographic reconstructions from the entrance window of the reactor, 
reconstructed a with and b without position refinement89 enabled during iterative phase retrieval. The 
overall quality of the reconstruction without position refinement is significantly worse due to thermal 
movements of the reactor during scanning not being corrected for. Blue and red shadows at particle 
edges indicate an instability in the position of the respective particles between consecutive images, even 
though the images have been aligned to each other using the Scale-invariant Feature Transform (SIFT) 
method264 implemented within the image analysis software ImageJ265 (version 1.53k). From the particles 
highlighted with a yellow circle, it is visible that the position refinement stabilized their location, since 
more pronounced red and blue edges can be seen in b compared to a. Still, for other particles such as 
those highlighted with the green circle, a displacement remains irrespective of position refinement. 
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Supplementary Figure 7.6. Reactor position and illumination profiles. a Positions of the reactor 
windows along the caustic of the focused beam, displayed as the horizontal intensity. b-c Display of the 
illuminations on the entrance and exit windows, respectively. Here, brightness represents the amplitude 
and color represents the phase of the wavefield. 

Supplementary Notes 7.2. Distance between reactor windows 

The multi-slice model87, 91 allows to separately reconstruct several objects stacked along the beam 
direction from a single ptychographic data set. To this end, the distance between the layers must be 
known. In Supplementary Figure 7.7, we exemplarily show the effect of a wrong distance applied to the 
multi-slice model during reconstruction. Parts a and c of the figure show reconstructions with the correct 
distance set for the entrance and exit windows, respectively, while parts b and d show reconstructions 
with a wrong distance setting. We note that for the entrance window, the wrong distance results in 
artefacts in the form of fringes and additional background fluctuations. The exit window is the second 
layer in the multi-slice model and its reconstruction is initialized after 20 iterations. Here, a wrong 
distance leads to a loss in resolution and thus to a blurred image. 

Directly after the assembly of the reactor, the distance between the polyimide windows is 1 mm, 
however, we observed that at 155 °C and in contact with the solvent, the windows deform over time and 
the distance between them shrinks. Therefore, we track the distance during the in situ imaging 
(Supplementary Figure 7.7e). By visual inspection of reconstructions using different possible distances, 
we evaluate the correct distance several times, as indicated by red arrows in Supplementary Figure 7.7e. 
Between the evaluations, we interpolate the distance. To confirm that the visual inspection results in an 
accurate determination of the window distance, we exemplarily evaluate the resolution of the exit 
window reconstruction at many possible distances for the image taken after 510 min reaction time 
(Supplementary Figure 7.7f). This procedure indicates an optimal distance of 799 μm, which is in good 
agreement with the distance of 760 μm found by visual inspection. 

The separation of objects using the multi-slice model only works as long as their distance is larger than 
the DOF of the imaging setup, in this case 280 μm according to Equation 7.1. This is why starting at 15 
h reaction time, when the window distance gets close to the DOF, the layer separation starts to produce 
artefacts and it fails after 16.7 h reaction time. From this time on, we can only reconstruct an overlay of 
nanocubes on both windows. 
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Supplementary Figure 7.7. Finding distance between reactor windows. a-b Example ptychographic 
reconstructions of nanocubes on the entrance window of the reactor applying the correct distance of 640 
μm and a wrong distance of 1000 μm, respectively. c-d Ptychographic reconstructions from the exit 
window in accordance to a-b. The gray scale indicates the phase shift of the images. e Distances between 
the reactor windows for all time steps of the in situ experiment. Red arrows mark the times for which 
the distance was determined by eye inspection. f Slice distance determined by examining the FRC217, 218 
resolution of the exit window reconstructions, exemplarily performed for 510 min reaction time. The 
Gaussian fit indicates that the best resolution is obtained for a distance of 799 μm, which agrees with 
the distance found by visual inspection in e. 
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Supplementary Figure 7.8. Effect of incomplete slice separation. a-b Ptychographic image slices 
corresponding to the entrance and exit windows of the reactor, respectively, obtained from a multi-slice 
reconstruction. The images were obtained after 16.2 h reaction time, when the distance between the two 
windows had decreased to 400 μm due to deformation of the polyimide foils. Since this distance is not 
much larger than the DOF of 280 μm of the imaging experiment (see Supplementary Notes 7.2), the 
slice separation is incomplete. Colored arrows indicate particles in the entrance window slice (a) which 
are also dimly visible in the exit window slice (b). For comparison, c shows the corresponding 
reconstruction with only one object layer (single-slice). The gray scale indicates the phase shift of the 
images. 
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Supplementary Figure 7.9. Detailed view of the growth phase of Cu2O nanocubes. a-l Ptychographic 
reconstructions of the entrance window of the reactor with a reduced field of view. The gray scale 
indicates the phase shift of the images. 
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Supplementary Figure 7.10. Overview of the image processing steps for tracking nanocubes with the 
OpenCV library.247 a Original ptychographic phase image. b Image after applying an adaptive threshold. 
c Image after applying a closing step. d Contours in the binary image highlighted in blue. e For each 
contour, the smallest rectangle that contains all points of the contour is drawn in green. f From the image 
in e, only squared shapes are selected and overlayed with the original phase image. The identified 
particle dimension match well. The gray scale indicates the phase shift of the image. 

 

Supplementary Figure 7.11. Background selection. a Original ptychographic phase image. b Image 
after applying a phase threshold of -0.02 to select only the background. The gray scale indicates the 
phase shift of the images. 
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Supplementary Notes 7.3. Error calculation for the aspect ratio of the nanocuboids 

The error 𝛥𝛥𝑎𝑎 of the aspect ratio results from the error propagation of the in-plane particle size and the 
out-of-plane thickness. We calculate 𝛥𝛥𝑎𝑎 according to 

 𝛥𝛥𝑎𝑎 = 𝑎𝑎 �𝛥𝛥𝜙𝜙𝜙𝜙 +
𝛥𝛥𝑑𝑑𝑑𝑑 � ( 7.3 ) 

where 𝑑𝑑 and 𝑎𝑎 are the edge length and the aspect ratio of a nanocuboid, respectively, 𝜙𝜙 is the mean 
absolute phase shift measured for a specific nanocuboid, 𝛥𝛥𝑑𝑑 is the error of the edge length given by the 
spatial resolution of the ptychographic reconstructions, and 𝛥𝛥𝜙𝜙 is the error of the phase shift given by 
the standard deviation of all pixel values within an area covering 70% of the full particle dimension 
(blue rectangles in Figure 7.4a). 

We calculate the error of the aspect ratio individually for each tracked nanocuboids in each image. For 
clarity, in Figure 7.4b and Supplementary Figure 7.12 the error bar indicates the mean of all calculated 
errors, equaling 0.165. For all tracked particles at all reaction times, the highest individual error equals 
0.3. 

 
Supplementary Figure 7.12. Evolution of the aspect ratio for all tracked particles highlighted in Figure 
7.4a. The aspect ratio is calculated as the quotient of the in-plane dimension and the out-of-plane 
thickness of the nanocuboids. Yellow color indicates the time when a particle attaches to the substrate. 
No moving average is applied to this data. The later the attachment takes place during the growth phase, 
the more cubic the respective particle is. The error bar represents the mean error resulting from the error 
propagation of the in-plane particle size and the out-of-plane thickness of all tracked particles. 
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Supplementary Figure 7.13. Confirmation of void formation without beam. Ptychographic 
reconstructions of nanocubes at the end of the void formation. The images in a and b were taken at a 
different part of the reactor window, ca. 2 mm away from the previously exposed region, confirming 
that the hollowing process is not triggered by the X-ray beam. The images show overlays of particles on 
both reactor windows since multi-slicing could not be applied due to the decreasing distance between 
the windows. The gray scale indicates the phase shift of the images. 

 

 

Supplementary Figure 7.14. Histogram of outer dimensions and void sizes of the nanocuboids. Here, 
we display the same data that is shown in Figure 7.5j, but in the form of a histogram to recognize the 
size distributions. 
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Supplementary Figure 7.15. Overview of the in situ imaging experiment at a photon energy of 8.98 
keV. The photon energy was set just above the K edge of copper.  a-c Ptychographic reconstructions of 
nanocubes overlayed on both windows of the in situ reactor. d Ptychographic reconstruction with a 
larger field of view, highlighting the previously imaged region from a-c with a red rectangle. The X-ray 
beam triggered the nucleation and attachment of nanoparticles at the reactor windows. Almost no 
particles are found outside the illuminated area after 18 h reaction time. The gray scale indicates the 
phase shift of the images. 
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Supplementary Figure 7.16. Beam-induced deviation of the reaction imaged at a photon energy of 8.98 
keV. a Ptychographic reconstruction and b SEM image of the damaged region. Micrometer-sized 
spherical structures formed under illumination instead of the expected nanocuboids. The gray scale 
indicates the phase shift of the ptychographic image. 

 
Supplementary Figure 7.17. Hollow metallic Cu nanocuboids vanishing under X-ray exposure at 
15.25 keV. a-c Ptychographic reconstructions of nanocubes growing on the entrance window of the in 
situ reactor. We observe that after the end of the void formation, the particles shrink mostly in thickness 
as evident from the lower phase shift at later reaction times. Also, the outer dimension of the 
nanocuboids shrink to a lower extent. The gray scale indicates the phase shift of the ptychographic 
image. 
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8 Multimodal imaging of cubic Cu2O@Au nanocage and CuPd 

alloy nanosphere formation using X-ray ptychography and 

nano diffraction 

A publication containing the results on Cu2O@Au nanocage formation presented in Sections 8.1-8.8 is 

in preparation. The manuscript is authored by Lukas Grote, Sarah-Alexandra Hussak, Leif Albers, 

Karolina Maria Stachnik, Federica Mancini, Martin Seyrich, Olga Vasylieva, Dennis Brückner, Mikhail 

Lyubomirskiy, Christian G. Schroer, and Dorota Koziej as corresponding author. 

Section 8.9 presents a separate in situ imaging experiment on the formation of CuPd alloy nanospheres. 

8.1 Abstract 

Being able to observe the formation of multi-material nanostructures in situ, simultaneously from a 
morphological and crystallographic perspective, is a challenging task. Yet, this is essential for the 
fabrication of nanomaterials with well-controlled composition exposing the most active crystallographic 
surfaces, as required for highly active catalysts in energy applications. To demonstrate how X-ray 
ptychography can be combined with scanning nanoprobe diffraction to realize multimodal imaging, we 
study growing Cu2O nanocubes and their transformation into Au nanocages. During the growth of 
nanocubes at a temperature of 138 °C, we measure the crystal structure of an individual nanoparticle 
and determine the presence of (100) crystallographic facets at its surface. We subsequently visualize the 
transformation of Cu2O into Au nanocages by galvanic replacement. The nanocubes interior 
homogeneously dissolves while smaller Au particles grow on their surface and later coalesce to form 
porous nanocages. We finally determine the amount of radiation damage making use of the quantitative 
phase images. We find that both, the total surface dose as well as the dose rate imparted by the X-ray 
beam trigger additional deposition of Au onto the nanocages. Our multimodal approach can benefit in-
solution imaging of multi-material nanostructures in many related fields. 

8.2 Introduction 

In the chemistry of nanomaterials, the evolution of nanoparticle shape and morphology during the 
synthesis is equally important as the exposure of the most active crystallographic surfaces in the course 
of crystallization. This way, nanomaterials with an optimized shape and crystallinity can reach highest 
performance in catalytic applications, such as (photo)-electrochemical water splitting16, 267, 268 and CO2 
reduction.269, 270 Since the first discoveries of nanostructured materials,4, 6, 7 high-resolution transmission 
electron microscopy (HR-TEM) has been employed to make a connection between their shape and 
crystallinity.97, 271 Due to its unrivaled spatial resolution, HR-TEM soon uncovered the adaption of the 
outer shape of nanoparticles to the underlying crystal system, and the exposure of specific low-energy 
crystallographic planes at the particles’ facets soon became evident.272-275 Later, the lattice orientation 
of individual nanocrystals could be visualized with electron diffraction.276-278 However, to gain rational 
control over a synthesis, in situ visualization of the shape and crystal structure of nanoparticles during 
formation and transformation processes is a decisive yet difficult task.  
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The applicability of electron microscopy for in situ monitoring is limited since the liquid environment 
of a chemical synthesis is often intransparent for electrons. Hard X-rays, on the other hand, can penetrate 
thick sample environments and are thus an ideal probe for in situ microscopy.237 To this end, X-ray 
ptychography is a versatile and convenient method. It is a scanning coherent imaging technique allowing 
to reconstruct transmission images of a sample from a series of small-angle diffraction patterns.77, 79-86 
The phase images provide a strong contrast between materials with different densities, which makes the 
method especially powerful to follow the interactions and individual shape evolutions of different 
compounds in a multi-material nanostructure. When imaging ex situ with low scattering background, a 
spatial resolution of 10 nm can be reached.202, 241 In our previous work, we showed that hard X-ray 
ptychography is robust enough to image weakly scattering nanoparticles inside a liquid chemical reactor 
with a thickness of 1 mm, while still achieving a resolution of 66 nm (c.f. Section 7.3.1). Scanning wide-
angle X-ray scattering (WAXS) in the nanofocused X-ray beam complements ptychography by imaging 
the crystallinity of the nanomaterial.279-283 This way, grain rotation and lattice deformation in AgBr 
crystals284 as well as the orientation of crystalline domains in a single CsPbBr3 perovskite nanowire285 
were visualized. 

 

Figure 8.1. Outline of the multimodal in situ imaging experiment on Cu2O@Au nanocage. a Schematic 
illustration of the experimental setup showing a section of the in situ reactor for simplicity. The 
nanocubes grow on the inner walls of the reactor. b Ptychographic reconstruction of Cu2O nanocubes 
growing inside the chemical reactor. The image is overlayed with the spatially resolved diffraction signal 
(in red), representing diffraction from the Cu2O (111) crystallographic plane. c Illustration of the 
observed reaction pathway including the growth of Cu2O nanocubes and their morphological 
transformation into gold nanocages during the galvanic replacement. d In situ ptychographic 
reconstruction of the nanocubes undergoing an electroless galvanic replacement reaction (GRR) with 
gold. The gray scale indicates the phase shift in radian. Inset: False-colored scanning electron 
microscopy (SEM) image of a partly replaced nanocube. 
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Here, we extend the capabilities of in-solution imaging by combining simultaneously hard X-ray 
ptychography with scanning nano WAXS during the solvothermal growth of cuprous oxide (Cu2O) 
nanocubes (Figure 8.1a). We obtain highly spatially resolved crystallographic information directly 
overlayed with the morphological characterization in the ptychographic images, allowing us to identify 
the shape as well as the crystal structure and lattice orientation of a single nanocube in situ (Figure 8.1b). 
In a second step, we use the Cu2O nanocubes as a template in a galvanic replacement reaction (GRR) 
with HAuCl4 (Figure 8.1c). Galvanic replacement represents a versatile route to a variety of multi-
material and hollow nanostructures.49, 286 In the case of metal oxide nanoparticles smaller than 100 nm, 
voids forming in the particle interior during the GRR were observed,250, 287 which were accounted to a 
pinhole corrosion mechanism upon dissolution of the core.47, 288, 289 In this study, we combine the 
material contrast of the ptychographic phase images with WAXS to spot isolated Au nanoparticles 
nucleating on the surface of the nanocubes while the Cu2O core is oxidized and dissolves (Figure 8.1d). 
In the course of the GRR, we observe the Au nanoparticles growing and coalescing into nanocages. 
Furthermore, the projection images allow us to follow structural changes of the interior of the nanocubes 
with sizes up to 1 μm. 

Finally, the phase shift in the ptychographic images allows to quantify the amount of material.243 This 
makes it possible to follow the progress of the chemical transformation, and at the same time to 
determine the occurrence of radiation damage. We find that the interaction with the X-ray beam triggers 
additional Au deposition compared to a GRR without exposure to X-rays. We show that a surface dose252 
of 2.1 MGy required for a single image does not cause visible radiation damage, however, as the dose 
of subsequent image acquisitions accumulates, radiation damage becomes significant. An experiment 
with a more intense X-ray beam shows that a dose rate higher than 18.1 MGy/s in the X-ray focus 
strongly amplifies the effect. 

8.3 Results and Discussion 

The reaction of copper(II) acetylacetonate (acac) with benzyl alcohol (BnOH) is a versatile route which 
enables the synthesis of different Cu and Cu2O nanoparticle morphologies.108, 216 In our previous work, 
we used X-ray ptychography to follow the growth of Cu2O nanocubes in a liquid reactor, demonstrating 
the applicability of X-ray microscopy for in situ observations of the growth of nanomaterials (c.f. 
Section 7.3). However, the questions about the crystallinity and the exposure of specific crystallographic 
facets at the surface of the nanocubes remained unanswered. To this end, we designed an advanced 
experiment and combine ptychographic imaging with simultaneous scanning WAXS. The 
ptychographic reconstructions can then be overlayed with the additional contrast, resulting in 
multimodal microscopic images. Here, using the same example of Cu2O nanocubes, we show an 
extended microscopy experiment, following the crystallization and the orientation of the crystal lattice 
of an individual nanocube (Figure 8.2). 

8.3.1 Linking crystallization and shape during growth of nanocubes 

To synthesize Cu2O nanocubes,136, 216 we fill the in situ reactor with precursor solution and heat it to 
138°C for 19 h. Detailed information on the reactor can be found in Chapter 5, as well as in 
Supplementary Notes 8.1. The nanocubes have a strong affinity to the polyimide walls of the reactor 
(c.f. Section 7.3.2), thus most of them nucleate and grow on both windows. It takes 26 minutes to acquire 
a ptychographic image, but the particles remain immobilized at the polyimide even during a series of 
images. 
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Figure 8.2. Crystallinity of growing Cu2O nanocubes. a-c In situ ptychographic reconstructions during 
the growth of the Cu2O nanocubes overlayed with the spatially resolved nano-diffraction signal. The 
crystallographic orientation is highlighted by color, whereas the gray scale indicates the phase shift of 
the object in radian as obtained by ptychography. While most of the single-crystalline nanocubes are 
oriented in a way not fulfilling the Bragg condition, the particle marked with an arrow diffracts at the 
(111) plane. d Same ptychographic reconstruction as in c, but here the overlay indicates the azimuthal 
orientation of the (111) crystallographic plane. The highlighted particle exhibits an azimuthal rotation 
of 𝜙𝜙 ≈ 8°. e Schematic illustration of the single-particle diffraction geometry showing the incident beam 𝒌𝒌i, the diffracted beam 𝒌𝒌f and the scattering vector 𝒒𝒒. It allows to estimate the particle orientation from 
the position of its (111) reflection. The rotation angle around the normal of the crystallographic plane 
remains undefined. f Magnification of the nanocube highlighted in a-d. In g, this particle is shown 
together with a schematic cube representing one possible orientation determined from the diffraction 
experiment. The orientation of the cubic Cu2O crystal lattice matches that of the cubic particle. 

As the nanocubes grow on both the entrance and the exit windows of the reactor, an X-ray projection 
image would usually show contributions from these two layers of particles. However, ptychography 
allows to retrieve several phase images at different positions along the optical axis. This procedure is 
called multi-slicing,87, 91 and we use it to reconstruct separate images of nanocubes on the two 
windows.237 Due to a slow deformation of the window material, the distance between them decreased 
during the time series, which we took into account for the multi-sliced reconstructions (Supplementary 
Figure 8.2). The distance between the windows also results in a small offset of the scattering angle in 
the WAXS measurement for the two particle layers, which we use to generate separate WAXS intensity 
distributions from the two windows (for details, see Section 8.5 and Supplementary Figure 8.3). 

Figure 8.2a-c show ptychographic images overlayed with spatially resolved WAXS distributions taken 
during the growth of the nanocubes. After 11.5 h, the nanocubes reach their final size. While the 
population of large particles just below 1 μm in size dominates, also smaller nanocubes are visible.  
Using Fourier ring correlations (FRC),217, 218 we find a spatial resolution of about 104 nm for the 
ptychographic images (Supplementary Figure 8.4). While the spatial resolution in ptychography is 
independent of the focus size, the latter defines the resolution of the scanning WAXS measurement. As 
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it can be seen from the beam profile in Supplementary Figure 8.5, only the exit window is positioned in 
the X-ray focus with a size of 135 nm horizontally by 207 nm vertically. Thus, only images taken on the 
exit window of the reactor have an optimal WAXS resolution. 

We focus on the Cu2O (111) and (100) reflections to study the lattice orientation of individual nanocubes 
in relation to their shape. The nanocube highlighted with a red arrow in Figure 8.2a exhibits the Cu2O 
(111) reflection, confirming the formation of the expected crystal structure. At later growth stages, 
almost the entire area of this nanocube shows the same reflection, indicating that this nanocube is a 
single crystal. After 11.5 h (Figure 8.2c), the WAXS image even resembles the cubic shape of the 
particle visible in ptychography. No other nanocube in the field of view exhibits a clear reflection, thus 
indicating that none of them has the right orientation to fulfill the diffraction condition. This observation 
further supports the single-crystalline nature of the particles. In Figure 8.2c-d, we also observe WAXS 
signal without a corresponding nanocube in the ptychographic images, which we account to an 
incomplete separation of the WAXS signals from the entrance and exit windows (c.f. Supplementary 
Figure 8.3), as well as to particles dispersed in the solution. 

The orientation of the scattering vector 𝒒𝒒 with respect to the incident X-ray beam 𝒌𝒌i has a polar 
component 𝜃𝜃 corresponding to the diffraction angle, and an azimuthal component 𝜙𝜙 (Figure 8.2e). 
Figure 8.2d shows the spatial distribution of the azimuthal component. Again, only the highlighted 
nanocube gives a diffraction signal which is consistent over its entire area. The nanocube has an 
azimuthal orientation of 𝜙𝜙 ≈ 8°. Together with the known diffraction angle of 2𝜃𝜃111 = 19.73°, we 
determine the orientation of the cubic Cu2O crystal lattice and schematically overlay it with the outer 
shape of the nanocube (Figure 8.2f-g). Although the lattice orientation orthogonal to 𝒒𝒒 remains indefinite 
in this measurement, we find an orientation of the lattice matching the visible orientation of the cubic 
particle. We can thus conclude that during its entire growth, the nanocube exhibits (100) crystallographic 
planes at its surfaces. 

8.3.2 Cu2O@Au nanocages: Phase imaging differentiates materials and their respective 

morphologies 

In a next step, we transform the as-prepared Cu2O nanocubes in an electroless galvanic replacement 
process with HAuCl4 into porous Au nanocages. The reaction follows Equation 8.1.289 

 1.5 𝐶𝐶𝑢𝑢2𝑂𝑂(𝑠𝑠) + 𝐴𝐴𝑢𝑢𝐶𝐶𝑙𝑙4 (𝑎𝑎𝑎𝑎)
− + 3 𝐻𝐻(𝑎𝑎𝑎𝑎)

+ → 𝐴𝐴𝑢𝑢(𝑠𝑠) + 3 𝐶𝐶𝑢𝑢(𝑎𝑎𝑎𝑎)
2+ + 4 𝐶𝐶𝑙𝑙(𝑎𝑎𝑎𝑎)

− + 1.5 𝐻𝐻2𝑂𝑂 ( 8.1 ) 

In the case of polyhedrally shaped Cu2O templates, previous studies found that corners and edges get 
covered with Au before the facets.290-292 Also, Au preferentially adsorbes to (111) facets first before 
covering (100) facets in response to the difference in surface energy.293 However, in the case of cubic 
templates exhibiting only (100) facets, we can expect a uniform growth of the Au layer. Furthermore, 
the pH of the reaction medium has a strong effect on the morphology of the resulting Au layer.290  While 
an acidic medium increases the nucleation efficiency of Au and leads to a smooth layer, a less acidic pH 
favors particle-like and grainy Au deposition. In our case, to protect the Cu2O from being etched during 
the imaging experiment, we use the reactants at neutral pH. 

To start the replacement of Cu2O with Au, we mount one window with nanocubes at the exit position 
of the reactor together with one empty window and pre-fill the reactor with water. We slowly dose the 
reaction solution into the reactor and image the gradual replacement during 10 h. The scanning electron 
microscopy (SEM) images in Figure 8.3 depict the changes in the particle morphology during the GRR. 
Even though the size of the nanocubes varies between these ex situ experiments, we observe the 
deposition of individual Au particles with different shapes on their surface. While after 5 h reaction time 
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(Figure 8.3b), the Cu2O template underneath the Au deposition is still visible, we observe an Au 
nanocage with a hollow interior after 10 h (Figure 8.3c). At this stage, a continuous yet porous Au layer 
resembling the original cubic shape of the template has formed. The energy-dispersive X-ray 
spectroscopy (EDX) maps in the insets of Figure 8.3 confirm the gradual replacement of Cu2O by Au. 
However, in the SEM images, the interior of the particles is not visible and the mechanism underlying 
the change of the internal shape remains unknown. 

 

Figure 8.3. Ex situ study of the galvanic replacement of Cu2O with Au. SEM images and corresponding 
EDX maps (insets) of a pristine and b-c Cu2O nanocubes replaced with HAuCl4 for 5 and 10 h, 
respectively. After 5 h (b), the GRR is still incomplete, with a grainy layer of Au particles growing at 
the surface of Cu2O. After 10 h (c), the GRR is complete, yielding hollow Au nanocages. 

To follow these structural changes during the process, we exploit the strong material contrast available 
in ptychographic phase images. Figure 8.4a-h shows an image series taken during the GRR. FRCs 
indicate a spatial resolution of 82 nm (Supplementary Figure 8.6). We can distinguish the first Au 
particles on the Cu2O surface after 2.4 h. There, we observe individual particles on the facets parallel to 
the image plane, while in the projected view the particles appear as continuous lines along the facets 
perpendicular to the substrate. As the Au particles grow during the next hours, they start to coalesce and 
we can distinguish individual, larger Au particles after 3.4 h. The Au particles later form a porous layer 
covering the entire surface of the template. As exemplarily shown for one of these nanocages in Figure 
8.4i, the size of that particle increased from about 625 nm to 1050 nm during the GRR. A similar multi-
step Au growth mechanism was observed on silica spheres,294 as well as during the vacuum deposition 
of Au on polymer295 and silicon296 surfaces. With our experiment, it is feasible to confirm the mechanism 
in a more challenging liquid environment. 

The reactants of the GRR are sensitive to the X-ray beam, thus, to minimize the beam damage we follow 
the growth of the Au layer with non-spatially resolved WAXS recorded out of focus (Figure 8.4j). For 
galvanic replacement on metal oxides, both topotactic47 and randomly oriented growth291, 292, 297 of the 
shell material were previously observed. In our case the presence of multiple Au reflections indicates 
that unlike their Cu2O template the newly formed Au particles have no preferred orientation. 

In addition to monitoring the growth of the Au shell, the X-ray images enable us to follow the change 
of the interior of the nanocubes. Within the resolution of our method, we observe that the dissolution of 
the Cu2O template occurs uniformly over the entire volume. The process is illustrated in Figure 8.4k. 
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Figure 8.4. In situ ptychographic images of Au nanocage formation. a-h Ptychographic images 
reconstructed after different reaction times while dosing the HAuCl4 precursor into the reactor. The gray 
scale indicates the phase shift in radian. i Size evolution of the nanocube highlighted with a red circle in 
h. j Time-resolved X-ray diffraction (XRD) patterns obtained alongside the ptychographic images. The 
reflections of Au become stronger as the replacement proceeds. We observe a significant increase in 
particle size as Au grains grow at its surface. k Illustration of the shape evolution during galvanic 
replacement. While the Cu2O in the interior of the nanocages homogeneously dissolved upon oxidation, 
Au particles nucleate and grow at the surface resulting in porous Au nanocages. 

8.3.3 Quantification of radiation damage by dose calculation and phase analysis 

We observe that repetitive irradiation of the selected field of view leads to X-ray beam-induced 
deviations from the expected reaction pathway. During the growth as well as during the replacement, 
additional material deposited onto the substrate at late reaction times (Figure 8.2c-d and Figure 8.4g-h). 
We parametrize the apparent radiation damage by calculating the surface dose252 imparted by the X-ray 
beam. Figure 8.5a-c present ptychographic images of GRR recorded under different experimental 
conditions. The cumulative doses delivered during these measurements are denoted in the lower parts 
of the images. Figure 8.5a shows a previously unexposed area of the reactor window 6.4 h after the start 
of the reaction, while the region in Figure 8.5b was continuously imaged over 6.4 h. Both images were 
recorded using an out-of-focus illumination (c.f. Supplementary Figure 8.7). We observe that a single 
ptychographic scan with a surface dose of 2.1 MGy (Figure 8.5a) does not cause visible alterations to 
the particles. In turn, a cumulative dose of 32.7 MGy in Figure 8.5b (for 26 images in total) already 
results in significantly greater accumulation of Au at the surface of the nanocubes as well as grainy 
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deposition on initially empty areas of the window (see Supplementary Notes 8.2, Supplementary Table 
8.1 and Supplementary Figure 8.8 for experimental parameters and details on dose calculation). 

To study the effect of dose rate, we imaged the GRR again with an in-focus illumination as shown in 
Figure 8.5c. We observe excessive formation of Au shells on the nanocubes and simultaneous Au 
deposition on the substrate. The effect is far greater than for the out-of-focus measurement in Figure 
8.5b. In Figure 8.5c, different exposure settings and the use of an in-focus illumination yield a dose of 
31.8 MGy per single image acquisition. We shifted the field of view by 3 μm between subsequent 
images, resulting in 3 subregions (red dashed lines) with respectively decreasing cumulative dose. 
Although the rightmost subregion received a comparable cumulative dose to the out-of-focus 
measurement in Figure 8.5b, yet the particles in Figure 8.5c seem to suffer far more from radiation 
damage. This may be caused by the almost 50 times greater dose rate per scan point for the measurement 
in focus (Supplementary Table 8.1), resulting in respectively higher peak intensities that potentially lead 
to stronger deviations from the expected reaction pathway. 

 

Figure 8.5. Quantification of radiation damage. a-b In situ ptychographic reconstructions during the 
GRR obtained at the same reaction time, showing a a region previously unexposed to X-rays and b a 
region continuously exposed for the preceding 6.4 h in the defocus of the X-ray beam. c Ptychographic 
reconstruction of a GRR exposed in the X-ray focus with a shifting field of view. The gray scale indicates 
the phase shift in radian. d Ptychographic reconstruction highlighting a number of areas around 
individual particles used for the quantitative phase analysis. e Expected evolution of the total phase shift 
of the particles (red) highlighted in d, assuming a full conversion from Cu2O to Au, compared to the 
measured phase shift (green). We applied a moving average with a window size of 3 data points. A 
larger negative phase shift indicates more material. 
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Furthermore, to follow the additional Au deposition by radiation damage in a quantitative way, we select 
a number of individual particles in the ptychographic images (green rectangles in Figure 8.5d) and plot 
the total phase shift of each image area vs. reaction time (green data points in Figure 8.5e). We correct 
for a non-zero phase background by creating histograms of the pixel values in the selected areas. The 
main peak in the histograms corresponds to the average of the background and is offset to zero. Then, 
the initial per-particle phase shift of the pristine Cu2O (first data points in Figure 8.5e) corresponds to 
nanocubes with an edge length between 300 and 450 nm. These values are in good agreement with the 
nanocube sizes visible in the images, confirming the robustness of our background subtraction method 
(for details, see Supplementary Notes 8.3 and Supplementary Figure 8.9-8.10). For each nanocube, we 
calculate the amount of Cu2O from the phase shift before the start of the GRR using Equation 8.3. If we 
assume no radiation damage and a full conversion to Au according to Equation 8.1 at the end of the time 
series, we can calculate the expected phase shift of the particles in each image (red data points in Figure 
8.5e). A comparison with the measured phase shift indicates that the beam causes a reduction of 
additional Au ions that deposit onto the Cu2O cubes from approximately 1 h onwards. From Figure 8.4a-
b we see that this corresponds to the time when the first visual changes to the nanocubes take place. We 
can thus conclude that the X-ray beam triggers additional Au deposition onto the nanocubes during the 
entire GRR. From the difference between the theoretical phase shift values and the measurements, we 
furthermore find an approximately 3-fold higher amount of Au in the nanocages at the end of the GRR 
compared to an unexposed reaction. 

By imaging a partly unexposed and a partly exposed area within a single ptychographic scan 
(Supplementary Figure 8.11), it is possible to estimate the amount of Au that additionally deposits onto 
the substrate towards the end of the GRR. The phase difference between the unexposed and exposed 
areas of the image (green rectangles in Supplementary Figure 8.11a) indicates an average thickness of 
the beam-induced Au deposition of 42 nm. 

From a chemical point of view the photolysis of the solvent H2O is known to yield hydrogen peroxide 
(H2O2), molecular hydrogen (H2) as well as highly reactive radial species including hydroxyl radicals 

(OH⋅), hydrogen radicals (H⋅) and solvated electrons (e-
aq).298 Considering the radiolytic yields at pH 7, 

the predominantly generated species are OH⋅, e-
aq and to a smaller extent H⋅.299 Both e-

aq and H⋅ are 
powerful reducing agents which can reduce Au3+ ions present in the aqueous HAuCl4 solution to 
elemental Au0.300 Under constant irradiation, we can assume that radical species are continuously formed 
during the experiment. In the absence of Au3+ ions radicals undergo back reactions to the molecular 
products H2O2 and H2.298 As the Au3+ concentrations in the reaction solution steadily increases as a 
consequence of dosing the HAuCl4 precursor into the reactor, it is plausible that a competition of the 
radical-induced side reaction to the galvanic replacement on Cu2O occurs, causing the additional Au 
deposition. 

8.4 Conclusion 

We show that multimodal X-ray imaging combining ptychographic phase contrast microscopy with 
simultaneous scanning diffraction in the nanoprobe is a well-suited tool to observe the formation of 
nanomaterials directly at the synthesis level in a heated solution. We follow the single-crystalline nature 
of an individual Cu2O nanocube throughout its growth, and we identify the orientation of the cubic 
crystal lattice. By comparing this to the visual orientation of the nanocube, we confirm the presence of 
(100) crystallographic planes at the nanocube facets. This simultaneous visualization and 
crystallographic analysis of an individual nanoparticle reflects in part the information accessible with 
HR-TEM, but measured in a bulk liquid environment. We then track the galvanic replacement of the 
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nanocubes with HAuCl4, yielding Au nanoparticles with various shapes on the surface of Cu2O. The 
phase contrast images allow to clearly distinguish the newly formed layer of Au particles from the 
interior of the nanocubes. As the Au particles continue to grow, they coalesce and eventually connect to 
form a porous nanocage. We could furthermore observe that for the nanocubes under study with sizes 
up to 1 μm, the dissolution of the interior occurs in a homogeneous way. During both, the growth and 
the GRR, the interaction with the X-ray beam caused the deposition of additional material within the 
field of view. At the end of the growth stage, small copper-based particles are visible in the background 
of the images, while during the GRR, reactive species triggered by the beam presumably lead to the 
additional reduction of Au3+ ions beyond the stoichiometry of the GRR. The excess gold deposited onto 
the nanocages throughout the entire reaction and again, at later stages, additional particles nucleated on 
the substrate. The phase analysis allows not only to detect but also to quantify the radiation damage 
based on the known stoichiometry. We observe an approximately 3-fold higher amount of Au in the 
nanocages when continuously exposed. 

Our work underpins the importance of multimodal X-ray microscopy to the heterogeneous landscape of 
non-classical formation processes of nanostructures, where many transition pathways from amorphous 
to crystalline solids remain to be investigated.13, 22, 29, 301 In the future, X-ray fluorescence measurements 
can provide an additional contrast, enabling to track the composition of amorphous building blocks even 
before crystallization. Moreover, the progress of fourth generation synchrotron sources with improved 
coherence at high X-ray energies will allow for an improved spatial resolution and reduced radiation 
damage. This may reveal more complex morphological changes on size scales below 100 nm currently 
not accessible with in situ ptychography. The generality of our approach further encourages its 
application in related fields. Studying crystallographic and morphological changes during the lithiation 
and delithiation of lithium ion battery electrodes in an electrolyte75, 302 or the visualization of unwanted 
phase changes at the active surface of catalysts in an electrochemical device303 may benefit from 
multimodal in situ visualization. 

8.5 Experimental section 

Synthetic procedure 

Chemicals: BnOH (>99.8%, anhydrous), Cu(acac)2 (99.99%) and HAuCl4⋅3H2O (≥99.9% trace metal 
basis) were purchased from Sigma-Aldrich, and ethanol (absolute) for washing from VWR. Sodium 
hydroxide (≥99%) was supplied by Carl Roth. All chemicals were used without further purification. 
Synthesis of Cu2O nanocubes: 1.72 mL of BnOH was added to 0.03 mmol Cu(acac)2 and stirred for 
10 min in a glove box under argon atmosphere at room temperature. The solution was transferred to the 
in situ reactor, sealed, and heated to 138 °C at a rate of 4.5 °C/min. The reaction was stabilized at this 
temperature, without stirring, for a maximum of 19 h for in situ imaging. All mentioned reaction times 
are relative to the point when we start heating. For SEM imaging and EDX analysis, the reactor was 
cooled at a rate of 5.5 °C/min to room temperature. The polyimide windows were rinsed thoroughly 
with ethanol and dried at 60 °C overnight. 
Galvanic replacement: Cu2O nanocubes prepared in the in situ reactor were used as a starting material. 
To yield Cu2O nanocubes with average edge lengths of 500 nm, the reaction time was decreased to 11 h, 
the amount of Cu(acac)2 was increased to 0.0764 mmol and the volume of BnOH was reduced to 1.6 mL. 
Further reaction parameters correspond to the values previously described. An empty window was used 
in the entrance position of the reactor, while the exit window contained nanocubes. 1.4 mL Milli-Q 

ultrapure water with a resistivity of 18.2 MΩ⋅cm at 25 °C was filled into the reactor. At room 
temperature, a polypropylene cannula was inserted to dose a 20 mmolar HAuCl4 solution with a syringe 
pump (PHD Ultra, Harvard Apparatus, USA). The pH of the injection solution was adjusted to 7 by 
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adding aqueous NaOH and verified with a pH meter (PH20, VWR, Germany). The injection was started 
at a rate of 50 μL/h. To achieve a close to uniform reaction speed in the un-stirred reactor, the injection 
rate was decreased to 30 µL after 1.9 h and re-increased to 50 μL/h after 7.5 h. The reaction time is 
defined from the start of dosing. After 615 min, the reaction solution was removed to prevent further 
replacement and the polyimide windows were rinsed thoroughly with Milli-Q ultrapure water and 
ethanol. 

Ex situ characterization 

SEM and EDX: Images and maps were measured with a Gemini 1550 SEM (Zeiss, Germany) and an 
EDX detector Ultim Max 100 (Oxford Instruments, UK) at an acceleration voltage of 10 kV. Samples 
were coated with 18 nm titanium using a Precision Etching Coating System Model 682 (GATAN, 
United States) prior to SEM observation and EDX studies. 

In situ reactor 

We adopted the in situ rector shown elsewhere (c.f. Chapter 5). Details about changes to the reactor 
design for the current study and a schematic are given in Supplementary Notes 8.1 and Supplementary 
Figure 8.1 

X-ray ptychography and WAXS measurements 

Beamline setup and data acquisition: Measurements were performed at the Ptychographic Nano-
analytical Microscope PtyNAMi184 at the nanoprobe endstation of beamline P06260 at PETRA III at 
DESY in Hamburg, Germany. Stacks of nanofocusing refractive lenses were used to focus the coherent 
X-ray beam with a photon energy of 15 keV. To collect small-angle scattering signal for ptychographic 
imaging, an Eiger X 4M (Dectris AG, Baden-Daettwil, Switzerland) area detector with a pixel size of 
75 x 75 μm² was placed at the end of an evacuated flight tube 3.370 m behind the sample. The WAXS 
signal was collected using an Eiger X 500K (Dectris AG, Baden-Daettwil, Switzerland) area detector 
with the same pixel size. It was placed horizontally to the side of the reactor at a distance of 155 mm, 
with an angle of 40° between beam axis and detector normal. The resulting azimuthal (𝜑𝜑) and polar (2𝜃𝜃) 
angle coverages were -27° to 15° and 17° to 45°, respectively. To collect a multimodal data set 
containing coherent far-field diffraction patterns and spatially resolved WAXS data, the in situ reactor 
was raster scanned perpendicular to the beam with its exit window in the focus (Supplementary Figure 
8.5). For imaging the growth of Cu2O nanocubes, a field of view of 10 x 10 μm² with a step size of 100 
nm was used with an exposure time of 0.15 s. Each scan took 26 min. For imaging the GRR, both 
windows were positioned in front of the focus (Supplementary Figure 8.7). The field of view was set to 
15 x 15 μm² with a step size of 500 nm and an exposure time of 0.5 s, resulting in 15.5 min per scan. 
The scanning positions were randomly jittered by up to 50% of the step width to avoid artifacts arising 
from perfect regular sampling. 
Dose calculation: For each ptychographic scan, the surface dose D imparted by the X-ray beam on the 
specimen was calculated as252 

 𝐷𝐷 = 𝜇𝜇′𝛷𝛷0𝐸𝐸 ( 8.2 ) 

where 𝜇𝜇′ is the mass absorption coefficient of the specimen, 𝛷𝛷0 is the incident photon fluence, and 𝐸𝐸 is 
the incident photon energy. Mass absorption coefficients were estimated based on the expected 
mechanism of the GRR, using the mixture rule304 and assuming a linear replacement of Cu2O by Au 
according to Equation 8.1. The dose rate per scan point was calculated by substituting the incident 
fluence 𝛷𝛷0 in Equation 8.2 with the incident fluence rate per scan point. It does not account for spatial 
overlap of adjacent scan points and refers to a momentary interaction of X-ray photons with a given 
region of the specimen within a single exposure. For details on the dose calculation, see Supplementary 
Notes 8.2. 
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Ptychographic image reconstruction: The diffraction patterns were cropped to 256 x 256 pixels, 
resulting in a pixel size in the reconstructed images of 14.51 nm. Image reconstruction was done with 
the extended ptychographic iterative engine (ePIE).83 The object was initialized as non-absorbing and 
non-phase-shifting, and the initial probe was set as a Gaussian probe with a full width at half maximum 
(FWHM) of 1 μm and a phase curvature of 2.2 mm. The images shown in Figure 8.4-8.5 were 
reconstructed with a virtually enlarged probe.305 We applied multi-slicing to separately reconstruct 
images of the entrance and exit windows,237 using the Fresnel nearfield propagator263 for wave 
propagation between slices. The image slice corresponding to the entrance window was initialized first, 
and the exit window slice was activated after 20 iterations. From iteration 100, position refinement was 
performed every 20 iterations with a maximum displacement of 44 nm.89 Reconstructions were run for 
1000 iterations. The distance between the slices was initially set to 1 mm. When imaging the growth of 
nanocubes, it was gradually reduced to adapt to the shrinking distance between the windows of the in 
situ reactor (for details, see Supplementary Figure 8.2). 
WAXS data analysis: The position of the WAXS detector was calibrated from a diffraction 
measurement of Au formed at the end of the GRR using the pyFAI package.171 Detector images were 
background-subtracted and azimuthally reshaped with pyFAI, transforming the image data into a 
cartesian coordinate system of 2𝜃𝜃 and 𝜑𝜑. Reflections were found by setting a lower threshold to the 
background-subtracted photon count. Polar-angle histograms of reflection counts showed two distinct 
peaks corresponding to the offset of the diffraction angle from the two windows (Supplementary Figure 
8.3). By setting a threshold of 2𝜃𝜃 = 19.29°, the data was separated into sub-sets corresponding to either 
window. WAXS intensities were assigned to a re-binned raster with a pixel size of 100 nm to represent 
the expected resolution of the scanning experiment. To this end, refined positions from the 
ptychographic reconstructions were used. Finally, a logarithmic scale normalized to the maximum signal 
strength was applied for better visualization of the intensity evolution over the course of a reaction. 

Image analysis 

Fourier ring correlation: Diffraction patterns of one scan were separated into two data sets with 
equidistant scan points and reconstructed individually using the refined positions from the full data set. 
The FRC217, 218 was calculated from the resulting two images. To account for the lower resolution 
introduced by separating the data set, we estimated the resolution from the half-bit criterion. 
Phase analysis and quantification of beam damage: To quantify the phase shift of a given image area, 
the background was corrected to a shift of 0 rad using a histogram of all pixel values in that area (see 
Supplementary Notes 8.3 and Supplementary Figure 8.9-8.10 for details.) The corrected phase shift 𝜙𝜙corr of an area containing a single particle was then used to calculated the amount of material as 

 𝑛𝑛 = −𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜆𝜆𝑑𝑑2𝜌𝜌
2𝜋𝜋𝛿𝛿   ( 8.3 ) 

where 𝜆𝜆 is the X-ray wavelength, 𝑑𝑑 is the pixel size, 𝜌𝜌 is the density of the material and 1− 𝛿𝛿 is the real 
part of the complex refractive index. We used the difference of the refractive index decrement between 
Cu2O and Au, respectively, and the surrounding water resulting in64 𝛿𝛿𝐶𝐶𝑢𝑢2𝑂𝑂 = 4.1217 · 10−6  and 𝛿𝛿𝐴𝐴𝑢𝑢 = 1.2126 · 10−5. 
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8.8 Supplementary Information 

Supplementary Notes 8.1. In situ reactor 

In the present study, we use a modified version of our in situ reactor employed in our previous 
experiment. Supplementary Figure 8.1 displays an exploded view of the reactor. A major improvement 
of the current setup comprises temperature sensors built into the heating elements. This way, the position 
of the temperature sensors is preserved when re-assembling the reactor, ensuring a steady heating 
characteristic. We furthermore place rings made from aluminum into the convex Invar plates that push 
onto the polyimide windows. Making use of the higher thermal expansion of aluminum, the rings have 
the purpose to stretch the polyimide windows when heated and thereby reduce deformation (c.f. 
Supplementary Figure 8.2). 
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Supplementary Figure 8.1. Schematic illustration of the in situ reactor. A frame made of 
polytetrafluoroethylene (PTFE) is placed between two polyimide windows and held by two frames made 
of Invar. The force applied by screwing one of the Invar frames to the other seals the container. A glass 
capillary allows to fill the container with precursor solution. The container is placed between two Invar 
plates with a convex surface, reducing the distance between the windows to 1 mm at the center. An 
expansion ring made of aluminum stretches the polyimide windows when heated. Heat is provided by 
two flat panel resistive heaters with built-in temperature sensors. A thermal isolation made from Zerodur 
(Schott Ag, Mainz, Germany) is placed between the heated body and the air-cooled base. 

 

Supplementary Figure 8.2. Gradual decrease of the window distance. During the growth of Cu2O 
nanocubes, the polyimide windows of the reactor slightly deformed, leading to a reduction of the 
distance between them. We already observed this effect in our previous experiments (c.f. Section 7.3.1). 
The use of aluminum expansion rings in the body of the reactor reduced the effect (c.f. Supplementary 
Notes 8.1). While in our previous experiment, the distance decreased below 400 µm after about 16 h 
reaction time, here the distance is significantly higher after the same time. We determine the distance 
by visual inspection of the multi-sliced ptychographic reconstructions, as a wrong setting of the slice 
distance results in reconstruction artefacts.  
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Supplementary Figure 8.3. Polar-angle histogram for WAXS separation. The histogram was obtained 
from all WAXS intensities of the Cu2O (111) reflection measured during the growth of nanocubes. Two 
distinct peaks are visible in the distribution, corresponding to WAXS intensities from the two windows 
of the reactor. Since these two contributions are not fully separated, WAXS intensities from the 
respective other window still appear in Figure 8.2. 
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Supplementary Figure 8.4. Spatial resolution of images during nanocube growth. a-b Ptychographic 
reconstructions of Cu2O nanocubes taken on the exit window of the reactor. Each image was 
reconstructed using one half of the scan points of the original data set. The gray scale indicates the phase 

shift in radians. c Difference of the images shown in a-b. d FRCs217, 218 of the images shown in a-b as 
well as of respective images taken on the entrance window of the reactor. Using the half-bit criterion, 
we find a spatial resolutions of 101 nm and 104 nm, respectively. 
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Supplementary Figure 8.5. Focus characterization and reactor placement for multimodal imaging. a 

Placement of the reactor windows along the caustic of the focused beam for imaging the growth of Cu2O 
nanocubes with combined ptychography and WAXS. The figure shows the horizontal intensity profile. 
The exit window is placed in the focus. b Display of the intensity distribution in the focus. c Focus 
characterization on the exit window denoting the FWHM dimensions in horizontal (black) and vertical 
(red) directions. 
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Supplementary Figure 8.6. Spatial resolution of images during GRR. a-b Ptychographic 
reconstructions taken on the exit window of the reactor. Each image was reconstructed using one half 
of the scan points of the original data set. The gray scale indicates the phase shift in radians. c Difference 
of the images shown in a-b. d FRCs217, 218 of the images shown in a-b. Here, the half-bit criterion 
indicates a spatial resolutions of 82 nm. 
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Supplementary Figure 8.7. Illumination profiles and reactor placement for GRR. a Placement of the 
reactor windows along the caustic of the focused beam for imaging the GRR, displayed as the horizontal 
intensity. b-c Display of the illuminations on the entrance and exit windows, respectively. Brightness 
represents the amplitude and color represents the phase of the wavefield 

Supplementary Notes 8.2. Quantification of surface dose 

In this section we provide detailed information on how we obtained the physical quantities in 
Equation 8.2 required to calculate the surface dose and the surface dose rate of the multi-slicing 
ptychographic measurements reported in the main text. 

Incident photon fluence 

To determine the incident photon fluence 𝛷𝛷0, we first identified a scan point with no particles in the X-
ray beam path and read out the total number of photons measured in the corresponding far-field 
diffraction pattern. We then derived the incident photon intensity by correcting the detected intensity 
for a cumulative X-ray transmission factor of all components of the experimental setup between the 
sample and the detector. For the reported experiment, the cumulative X-ray transmission factor at a 
photon energy of 15 keV equaled: 87.8% for the upstream sample slice (entrance window) and 95.5% 
for the downstream sample slice (exit window). Subsequently, we scaled the corresponding 
reconstructed illumination function with the previously obtained incident intensity (c.f. Supplementary 
Figure 8.7) and used the scan positions to generate a distribution map of photon intensity accumulated 
in the scanned area during the measurement. By dividing the total number of photons delivered to the 
measured region by its surface area, we obtained the incident photon fluence 𝛷𝛷0. In this way, we 
accounted for both the illumination size and the substantial overlap between adjacent scan points. 

Incident photon fluence rate 

The incident photon fluence rate per scan point was obtained by dividing the transmission-corrected 
photon intensity measured in the far-field detector by the illumination area (Supplementary Table 8.1). 
The illumination area was derived from the intensity distribution map of the respective illumination 
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function, counting all pixels above a threshold of 10% maximum intensity. In this way, we obtain a 
fluence rate per scan point unaffected by overlap between adjacent scan positions. 

Supplementary Table 8.1. Detailed experimental parameters of ptychographic measurements shown 
in Figure 8.5a-c. 

parameter out of focus (Figure 8.5a,b) in focus (Figure 8.5c) 

incident photon energy 15.0 keV 15.0 keV 

exposure time 0.5 s 0.2 s 

scan step size 0.5 μm 0.1 μm 

illumination area 1.05 μm2 0.069 μm2 

flux per scan point 2.96 ⋅ 107 photon/s 10.0 ⋅ 107 photon/s 
fluence rate per scan point  2.26 ⋅ 107 photon/μm2/s 108.7 ⋅ 107 photon/μm2/s 
dose rate per scan point 0.38 MGy/s 18.13 MGy/s 

Mass absorption coefficient 

For each ptychographic image acquired during the reaction time window, coefficients 𝑠𝑠𝑖𝑖 of a 
stoichiometric mixture of Au𝑠𝑠𝐴𝐴𝐴𝐴Cu𝑠𝑠𝐶𝐶𝐴𝐴O𝑠𝑠𝑂𝑂  were calculated,52 according to the expected mechanism of 

the GRR (Equation 8.1). The total atomic mass A of the mixture is then given by: 

 𝐴𝐴 = �𝑠𝑠𝑖𝑖 ⋅ 𝐴𝐴𝑖𝑖𝑖𝑖 ,   for 𝑖𝑖 = {Au, Cu, O} ( 8.4 ) 

and respective weights 𝑤𝑤𝑖𝑖: 
 𝑤𝑤𝑖𝑖 =

𝑠𝑠𝑖𝑖𝐴𝐴𝑖𝑖𝐴𝐴  ( 8.5 ) 

where 𝐴𝐴𝑖𝑖 is the atomic mass of the ith element constituting the mixture, 𝑖𝑖 = {Au, Cu, O}.  Subsequently, 
the weights were used to derive the mass absorption coefficient of the mixture 𝜇𝜇𝑚𝑚𝑖𝑖𝑥𝑥′ : 

 𝜇𝜇𝑚𝑚𝑖𝑖𝑥𝑥′ = �𝑤𝑤𝑖𝑖𝜇𝜇𝑖𝑖′𝑖𝑖  ( 8.6 ) 

where 𝜇𝜇𝑖𝑖′ is the mass absorption coefficient of the ith element of the mixture.64 With an assumption that 
Au linearly replaces Cu2O, we utilized this method to calculate mass absorption coefficients for all 
ptychographic images exhibiting visible structural changes during the reaction. These values were then 
used to obtain respective surface doses imparted on the sample. 

In Supplementary Figure 8.8, the red curve shows the time evolution of the surface dose delivered within 
a single projection to the imaged region of the out-of-focus measurement in Fig. 5b in the main text. 
The outlying point corresponds to a measurement acquired with respectively changed scan and exposure 
parameters. The dose increases as the replacement reaction progresses (area highlighted in red) due to a 
gradually changing mass absorption coefficient of the Au-decorated Cu2O nanocubes. The blue curve 
in Supplementary Figure 8.8 shows in turn the cumulative surface dose delivered to the exposed region 
of the same measurement as a function of reaction time. The monotonic increase of the cumulative dose 
is modulated by changing composition of the sample during the replacement reaction. 
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Supplementary Figure 8.8. Dose estimation for imaging the GRR. Surface dose252 absorbed by the 
sample in the exposed region for each image acquisition (red) and cumulative surface dose (blue). The 
time frame of visible changes to the nanocubes is highlighted. The outlier in the surface dose values 
corresponds to the acquisition of an overview image with a shorter exposure and a different scan step 
size. 

Supplementary Notes 8.3. Background correction for phase quantification 

To be able to quantify the amount of Cu2O contained within an isolated nanocube in a certain area of a 
ptychographic image, the phase shift of the background must average to zero. For the in situ images, 
this is however not always the case. We thus correct for the phase background by creating histograms 
of all pixel values in the selected image area (Supplementary Figure 8.9.). The histograms typically 
show one main peak corresponding to the background. We identify the maximum of this peak and apply 
a phase offset to the image area, shifting the maximum to zero. 

An alternative to this approach would be to select an empty area within the background of an image and 
subtract the average phase shift of this background from the any image area with a particle. However, 
this method is not as robust due to the occurrence of non-flat phase backgrounds over the entire image 
area (phase wedges). Supplementary Figure 8.10. shows a phase analysis of the same particles as 
selected in Figure 8.5 but using the average background phase shift within the area highlighted in blue 
for background correction. While we can observe the same trends in Supplementary Figure 8.10.b and 
Figure 8.5e, the phase analysis using the background subtraction method is less stable. 
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Supplementary Figure 8.9. Phase background correction. a Ptychographic reconstruction of Cu2O 
nanocubes before the start of the GRR. b-c Histograms of pixel values obtained from the respectively 
highlighted areas in a. Red solid lines mark the maximum of the distribution which is shifted to zero by 
applying a phase offset. 

 

 

Supplementary Figure 8.10. Phase analysis with background subtraction method. a Ptychographic 
reconstruction highlighting a number of areas around individual particles used for the quantitative phase 
analysis. b Expected evolution of the total phase shift of the particles (red) highlighted in a, assuming a 
full conversion from Cu2O to Au, compared to the measured phase shift (green). In contrast to Figure 
8.5e, here the measured values were background corrected by subtracting the average phase shift in the 
area highlighted in blue in a. We applied a moving average with a window size of 3 data points. 
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Supplementary Figure 8.11. Beam-induced Au deposition. a Ptychographic reconstruction after 6.4 h 
of GRR. The left part of the image covers a previously unexposed area, while the right part shows an 
area continuously exposed during out-of-focus imaging for the entire reaction time. The average phase 
shift of the two areas highlighted in green is denoted in the image. b Phase shift profile along the red 
line in a. 

8.9 Imaging the formation of CuPd alloy nanospheres 

The synthesis of CuPd nanospheres as well as SEM and EDX imaging were carried out by Federica 

Mancini. My contribution to this section comprises the acquisition and reconstruction of the 

ptychographic images. 

The solvothermal route in benzyl alcohol,136 which we used to synthesize Cu2O nanocubes (c.f. Section 
8.3.1), does not only yield metal oxides, but also metal and alloy nanoparticles.306, 307 Understanding the 
formation of alloys is important to tailor their composition and morphology for catalytic applications.308-

310 Due to the strong material contrast of X-ray images, our multimodal imaging approach is a promising 
way to elucidate the formation mechanism of alloy nanoparticles. If an inhomogeneous distribution of 
metals is present at an intermediate reaction stage, we should be able to track it with in situ imaging. 

We synthesize bimetallic CuPd alloy nanospheres from Cu(acac)2 and Pd(acac)2 in BnOH. The molar 
ratio of the metal precursors is 1:1. Additionally, oleic acid is required as a surfactant to achieve uniform 
spherical particles. Figure 8.6a shows an SEM image of the CuPd nanospheres on the polyimide 
substrate. We observe two populations of particles at the end of the reaction. The larger nanospheres 
reach an average size of 760 nm, while the smaller particles have an average size of 200 nm. The EDX 
image in Figure 8.6b confirms that the two metals are homogeneously distributed within the 
nanospheres. We find a molar ratio of 71% Cu and 29% Pd. 

In a previous time-resolved powder X-ray diffraction (PXRD) and EDX study of a similar synthesis 
using Pd(II) acetate instead of acetylacetonate and no oleic acid, it became evident that the reduction of 
the two metal precursors is not a simultaneous process. At early reaction stages, two different alloys 
formed, one with high Pd content and another one with high Cu content. As the reaction progressed, the 
two materials transformed into an alloy with equal contents of Pd and Cu.306 We aim to investigate 
whether our CuPd nanosphere synthesis also follows these consecutive steps. To this end, we visualize 
the formation via X-ray ptychography combined with scanning WAXS. 
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Figure 8.6. a SEM image of CuPd nanospheres at the end of the reaction. b Elemental distribution of 
Cu and Pd within a single nanosphere imaged with EDX. 

Figure 8.7 shows a series of ptychographic in situ images of the CuPd nanosphere synthesis. We observe 
that already after 1 h reaction time, a population of small nanospheres is present on the polyimide reactor 
window and their size does not change visibly during the rest of the reaction. Thermal drifts during the 
initial heating of the reactor did not allow to acquire images at earlier reaction times. Furthermore, it is 
visible that the number of small particles decreases towards the end of the reaction, presumably due to 
detachment from the substrate. The population of large nanospheres exhibits a different behavior. While 
only one large nanosphere is visible after 1 h, more particles successively attach to the reactor window 
at later times. 

 

Figure 8.7. a-f Ptychographic reconstructions of CuPd nanospheres attached to the entrance window of 
the in situ reactor. The gray scale indicates the phase shift in radian. 
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We can hypothesize that the small particles nucleate heterogeneously on the window, while the large 
ones nucleate homogeneously in the solution and attach to the window as they diffuse through the liquid. 
Similarly, we identified populations of heterogeneously and homogeneously nucleating Cu2O 
nanocubes of different thicknesses in Section 7.3.3. However, the nanospheres do not grow further once 
they are visible in the images. We do not observe contrast changes that would indicate an evolution of 
the alloy composition throughout the reaction. Either no inhomogeneities in the alloy composition are 
present after 1 h reaction time, or they occur on length scales below the current spatial resolution of our 
method. Moreover, we were not able to collect a meaningful WAXS signal. This could indicate a high 
degree of polycrystallinity with small crystalline domains, which may have led to weak reflections 
below the sensitivity of our measurement. 

This reaction requires a higher spatial resolution in ptychographic imaging to investigate the possibility 
of inhomogeneities in the alloy composition at a smaller length scale. Additionally, in a future 
experiment, the initial thermal expansion of the reactor needs to be reduced to enable imaging at earlier 
reaction times. This way, it could be possible to arrive at a more detailed conclusion on the formation 
mechanism of the CuPd alloy nanospheres. 

Experimental details 

The following experimental details for the synthesis and ptychographic imaging of CuPd nanospheres 
were different from those described in Section 8.5. 
Synthesis: BnOH (>99.8%, anhydrous, Aldrich), Cu(acac)2 (99.99%, Aldrich), Pd(acac)2 (99%, 
Aldrich) and oleic acid (99%, TCI) were used without further purification. Cu(acac)2 (0,0058 g) and 
Pd(acac)2 (0,0029 g) were mixed with BnOH (3.5 mL) and oleic acid (206 μL) in a 4 mL borosilicate 
glass vial (Labsolute, Th Geyer) inside a glove box under argon atmosphere. The vial was sealed with a 
screw cap and the solution was stirred for 10 min. 1.72 mL of the solution were transferred to the in situ 
reactor, sealed, and heated to 110 °C at a rate of 5.5 °C/min. The reaction was stabilized at this 
temperature for 8 h for in situ imaging. The reactor was cooled to room temperature at a rate of 4.50 °C 
min-1 and the polyimide windows were rinsed thoroughly with ethanol. 
Acquisition of ptychographic data sets: Data sets were recorded in continuous scan mode at a speed 
of 1 μm/s and an exposure time of 0.1 s. 
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9 Conclusion and outlook 

The X-ray methods utilized in different in situ experiments throughout this thesis are summarized in 
Figure 9.1. In the study on CoO nanoassemblies (Chapter 4), we combined X-ray spectroscopy and 
scattering methods to reveal the nonclassical growth and assembly pathway. Each of the analytical 
techniques elucidated a different aspect of the chemical synthesis. HERFD-XANES in combination with 
FEFF simulations allowed to follow the rearrangement of the organometallic precursor complex upon 
chemical reduction of the Co3+ precursor. PDFs revealed the lengthening of the Co-O bond during this 
rearrangement and during the formation of crystalline building-blocks. In the end, SAXS showed that 
smallest CoO nuclei of 3 nm assembled into superstructures of 20 nm. Crystallization and assembly of 
building blocks were concomitant processes. There, we concluded that only the combination of 
analytical methods can bridge the length scales from the atomic level of amorphous precursors to the 
mesoscopic level of nanoassemblies. Putting together complementary pieces of information enabled to 
follow all steps of a nonclassical nucleation and growth process. However, one noticeable limitation of 
SAXS is the fact that we don’t visually see what is going on inside the reactor, but instead we must rely 
on model-based data interpretation. 

We could overcome this limitation with in situ X-ray microscopy, which complements the analytical 
measurements with direct visualizations on the nanoscale. Multi-slicing X-ray ptychography turned out 
to be a key requirement for imaging inside the newly developed in situ reactor (Chapters 5-6). It allowed 

Figure 9.1. Illustration of X-ray analytical and microscopy methods utilized in different in situ 
experiments on the growth and transformation of nanomaterials in solution. 
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to separately reconstruct layers of nanoparticles growing on the entrance and exit windows of the reactor 
at a distance of 1 mm. Reconstructions without multi-slicing would furthermore have reduced the lateral 
spatial resolution, since the window distance was not lower than the DOF. An in situ imaging experiment 
on the growth and hollowing of substrate-bound Cu2O nanocuboids proved the applicability of X-ray 
ptychography in a heated solution (Chapter 7). The image series at a best achieved resolution of 66 nm 
and a time resolution of 21.6 min allowed to follow the growth and hollowing of the nanocubes. The 
measurements furthermore showed that the mechanical and thermal stability of the in situ reactor was 
sufficient for reproducible in-solution imaging during 20.5 h. The quantitative relation between the 
reconstructed phase shift and the thickness of Cu2O enabled modelling the 3D shape of the particles and 
revealed that the substrate-based growth yielded flat nanocuboids. 

Combining in situ ptychographic imaging with complementary XRD contrast using scanning 
microscopy (Chapter 8) unveiled the crystallographic orientation of a single Cu2O nanocuboid during 
growth. The nanocuboid exhibited (100) crystallographic planes at its facets. Moreover, the strong 
density contrast in X-ray imaging allowed to follow the growth of porous gold shells on the surface of 
Cu2O nanocuboids during galvanic replacement. At the same time, the Cu2O template dissolved in a 
homogeneous way. We concluded that in situ visualizations featuring crystallographic and material 
contrasts are key to better understand the morphology-defining mechanisms underlying the emergence 
of multi-material nanostructures. 

We discussed TEM as a complementary method in the field of in situ microscopy (c.f. Section 7.2). The 
unique penetration power of X-rays makes X-ray microscopy applicable to a much wider range of 
material systems and sample geometries compared to TEM. It will potentially enable visualizations of 
nanomaterials under operando conditions, for example in electrochemical devices. Still, the time and 
spatial resolution achieved with X-ray ptychography is at least one order of magnitude below that of 
electron micrographs. Further efforts regarding the resolution and imaging speed are required to unlock 
the full potential of X-ray ptychography for in situ studies in materials science. Increasing the spatial 
and time resolution in X-ray microscopy certainly is one of the long-sought goals that we expect to reach 
with fourth generation synchrotron sources. The diffraction limited storage rings feature an increased 
coherent flux and consequently, they allow for either a faster image acquisition, or a higher photon dose 
leading to an increased spatial resolution. 

However, making full use of the high coherent flux at fourth generation sources cannot be successful 
without taking radiation damage into account. Both during the hollowing of Cu2O nanocubes and during 
their galvanic replacement with gold, interactions between the X-ray beam and the reaction solution 
induced deviations from the expected synthesis pathway. To cope with the problem of radiation damage, 
utilizing near-field ptychography is a promising option. The larger illumination that comes with this 
method allows to use less scanning steps and thus to record a ptychogram in a shorter time. At the same 
time, the incident X-ray dose is distributed over a much larger area compared to the far-field experiments 
presented in this thesis. This leads to a reduction of the dose rate which is a key factor for the occurrence 
of radiation damage (c.f. Section 8.3.3). Moreover, the coherence at higher photon energies available at 
fourth generation sources and the use of radical scavenging chemicals can potentially help to further 
reduce radiation damage. 

There is still a step to take from imaging of substrate-bound, immobilized nanoparticles to imaging of 
free-floating nanoparticles in dispersion. To this end, much faster imaging at the time scale of Brownian 
motion of nanoparticles is required. The short and intense pulses available at X-ray free electron lasers 
are a promising option for sufficiently fast imaging. A single-shot, full-field imaging method like inline 
holography can freeze any particle motion. 
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Imaging the 3D morphology of nanomaterials without the need to rotate the bulky sample environment 
is a further goal for future experiments. In the present work, we were able to model the 3D shape of 
Cu2O nanocuboids (c.f. Section 7.3.3) by making use of a priori knowledge on their composition and 
orientation. However, 3D imaging of nanomaterials in the general case requires a significant increase in 
depth resolution, ideally down to the particle size. We can expect a leap in depth resolution from the 
recently initiated project XStereoVision within the Röntgen-Ångström-cluster. At beamline P06 at 
PETRA III, an X-ray microscope using two focused nano-beams incident on the sample under different 
angles is developed. The stereoscopic effect resulting from the two inclined beams substantially 
increases the effective depth resolution compared to the present experiments with a single beam. It may 
finally lead to imaging experiments providing the 3D morphology of nanomaterials under in situ 
conditions. 
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