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Abstract

This thesis adressess advanced particle identification techniques, in particular via dE/dx,
in a particle detector at a future Higgs factory.
The International Linear Collider (ILC) is a proposed e+e− collider with a center-

of-mass energy of up to 500 GeV which will provide a clean environment to perform
precision measurements of the Standard Model of particle physics. This includes an
unprecedented survey of the electroweak sector and in particular the Higgs boson. New
detector concepts are necessary to enable the required precision measurements. One
proposed concept is the International Large Detector (ILD), which has a Time Projection
Chamber (TPC) as its central tracker. Compared to modern silicon-based detectors,
the TPC allows continuous tracking in its gaseous sensitive volume, which provides
excellent pattern recognition and tracking efficiency, as well as a measurement of the
specific energy loss dE/dx. The specific energy loss of a charged particle depends on its
momentum and mass and can be used for particle identification (PID). This work studies
dE/dx in its different aspects in a particle detector, from a novel hardware approach to
a TPC readout, through detailed simulations how such an approach would affect PID,
through a full-ILD simulation of particle identification in particular via dE/dx but also
in combination with time-of-flight (TOF), to the application of these PID algorithms to
full-ILD physics analyses and its effect on the physics observables.

In the first part, the development of a novel approach of a TPC readout is presented.
Its goal is to combine the flexibility of a pad-based readout with the possible high
granularity of a pixel-based readout. It uses the direct readout of a pad plane on a
printed circuit board (PCB) via a pixel ASIC. The challenging bonding process of this
chip to the PCB is laid out, together with lessons learned for a future continuation of
this approach. The noise in the bonded system is measured and compared to a simulated
signal, which shows that a S/N ratio of more than 10 can be achieved and this approach
is viable.

Next, the advantages of a high granularity TPC readout for PID are studied in an ab-
initio TPC simulation. The conventional method to measure dE/dx, charge summation,
improves moderately with increasing granularity. Below a few 100 µm pad size, the
cluster counting approach becomes effective, which reconstructs the number of primary
ionisation clusters. This number has a better correlation to the particle’s momentum
than its summed charge, allowing for an increase in PID, which is quantified and laid
out. An extrapolation to the ILD TPC shows that with square pads of 1 mm height the
effective dE/dx resolution would improve by about 20 % with charge summation, and
by another 20 % with cluster counting, requiring a pad height below 300 µm.
Furthermore, tracking-based PID is studied in a full-ILD simulation, focusing on

dE/dx, but also including V0-finding and TOF. A dE/dx calibration strategy for MC
productions is laid out. The dE/dx performance is combined with TOF, highlighting its
complementarity.
Finally, the investigated PID is applied to physics analyses of ILC events in full-ILD

simulation. Using TOF, kaons produced in the ILC collisions can be selected and the
kaon mass can be measured, with the remaining statistical uncertainty depending on the

i



assumed timing resolution. Given the luminosity of the full ILC programme at 500 GeV
of 4 ab−1, the statistical error on the kaon mass for a realistic timing performance would
suffice to resolve the current tension of the two leading existing measurements. In
the second analysis, tracking-based PID is applied to the flavour tag in hadronic W
decays to separate first from second quark generation decays. It is shown to provide
additional information independent of the LCFIPlus flavour tag, which is currently used
as a default. This allows to select second generation decays with higher efficiency,
increasing the usable statistics at high required purities by several 10 %. The quantitative
gain depends strongly on the actually achievable dE/dx resolution: with the ILD design
dE/dx resolution of 4.5 % this increase is about 27 % at a purity of 0.99, with a worse
dE/dx resolution of 7 % it would shrink to around 10 %. If on the other hand a dE/dx
resolution of 2.6 % could be achieved, i.e. with the novel readout technology pioneered
in this thesis, the increase would even reach 45 %.
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Zusammenfassung

Diese Doktorarbeit betrachtet fortgeschrittene Techniken zur Teilchenidentifikation, ins-
besondere mittels dE/dx, in einem Teilchendetektor an einer zukünftigen Higgs-Fabrik.
Der International Linear Collider (ILC) ist ein vorgeschlagener e+e−-Collider mit einer

Schwerpunktsenergie von bis zu 500 GeV, der eine saubere Umgebung für Präzisions-
messungen des Standarmodells der Teilchenphysik ermöglichen wird. Dies umschließt
eine beispiellose Vermessung des elektroschwachen Sektors und insbesondere des Higgs-
Boson. Neue Detektorkonzepte sind notwendig, um die dafür notwendigen Präzisions-
messungen zu ermöglichen. Ein vorgeschlagenes Konzept ist der International Large De-
tector (ILD), in dem als zentrale Spurkammer eine Zeitprojektionskammer (TPC) zum
Einsatz kommt. Im Vergleich zu modernen Silizium-basierten Detektoren ermöglicht
die TPC in ihrem gasförmigen sensitiven Volumen eine kontinuierliche Spurverfolgung,
die eine exzellente Strukturerkennung und Spurrekonstruktionseffizienz sowie eine Mes-
sung des spezifischen Energieverlustes dE/dx liefert. Der spezifische Energieverlust
eines geladenen Teilchens hängt von seinem Impuls und seiner Masse ab und kann zur
Teilchenidentifikation (PID) genutzt werden. Diese Arbeit untersucht dE/dx in seinen
verschiedenen Aspekten in einem Teilchendetektor, von einem neuartigen Ansatz einer
TPC-Auslese, über detaillierte Simulationen, wie sich ein solcher Ansatz auf die PID
auswirkt, über eine gesamt-ILD-Simulation von Teilchenidentifikation insbesondere mit-
tels dE/dx, aber auch in Kombination mit Flugzeitmessung, bis hin zur Verwendung
dieser PID-Algorithmen in gesamt-ILD-Physikanalysen und zu ihrer Auswirkung auf die
Observablen.

Im ersten Teil wird die Entwicklung eines neuartigen Ansatzes einer TPC-Auslese
präsentiert. Sein Ziel ist die Kombination der Flexibilität einer Pad-basierten Auslese
mit der Möglichkeit hoher Granularität einer Pixel-basierten Auslese. Er nutzt die di-
rekte Auslese einer Padebene auf einer Leiterplatte (PCB) mittels eines Pixel-ASIC. Der
herausfordernde Bonding-Prozess dieses Chips auf das PCB wird beschrieben zusam-
men mit den Lehren in Hinblick auf eine zukünftige Fortsetzung dieses Ansatzes. Das
Rauschen im gebondeten System wird gemessen und mit einem simulierten Signal ver-
glichen, was zeigt, dass ein S/N-Verhältnis von mehr als 10 erreicht werden kann und
dieser Ansatz daher gangbar ist.

Als nächstes werden die Vorteile einer hoch granularen TPC-Auslese für PID in
ab-initio-Simulationen untersucht. Die konventionelle Methode dE/dx zu messen, die
Ladungssummierung, wird mit höherer Granularität moderat besser. Unterhalb einer
Padgröße von einigen 100 µm wird der Cluster-Zählungsalgorithmus effektiv, der die
Anzahl der primären Ionisations-Cluster rekonstruiert. Diese Anzahl ist stärker mit
dem Teilchenimpuls korreliert als die Ladungssumme, wodurch eine verbesserte PID er-
möglicht wird, was quantifiziert und dargelegt wird. Eine Extrapolation zur ILD TPC
zeigt, dass mit quadratischen Pads von 1 mm Höhe die effektive dE/dx-Auflösung um
etwa 20 % verbessert würde, und um weitere 20 % mit Cluster-Zählung, was eine Pad-
höhe von unter 300 µm erfordern würde.
Weiterhin wird Spur-basierte PID in einer gesamt-ILD-Simulation untersucht, mit

einem Fokus auf dE/dx, aber auch unter Berücksichtigung von V0-Ermittlung und
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Flugzeitmessung (TOF). Eine dE/dx-Kalibrationsstrategie für MC-Produktionen wird
dargelegt. Die dE/dx-Leistungsfähigkeit wird mit der von TOF kombiniert und ihre
Komplementarität hervorgehoben.
Schließlich wird die untersuchte PID auf Physikanalysen von ILC-Events in gesamt-

ILD-Simulationen angewandt. Mittels TOF können Kaonen, die in ILC-Kollisionen
erzeugt werden, ausgewählt und die Kaonmasse gemessen werden, wobei die verbleibende
statistische Unsicherheit von der genutzten Zeitauflösung abhängt. Mit der Luminosität
des vollständigen ILC-Programms bei 500 GeV von 4 ab−1 würde der statistische Fehler
auf die Kaonmasse bei einer realistischen Zeitauflösung ausreichen, um die derzeitige
Spannung zwischen den zwei führenden existierenden Messungen aufzulösen. In der
zweiten Analyse wird Spur-PID im Flavour-Tag in hadronischen W-Zerfällen verwendet,
um Zerfälle der ersten Quark-Generation von solchen der zweiten zu unterscheiden. Es
wird gezeigt, dass dies zusätzliche Information liefert, die unabhängig vom LCFIPlus
Flavour-Tag ist, der derzeit als Standard verwendet wird. Dies ermöglicht, Zerfälle
der zweiten Generation mit höherer Effizienz auszuwählen, was die nutzbare Statistik
bei hohem erforderten Reinheitsgrad um mehrere 10 % erhöht. Diese Steigerung hängt
dabei stark von der erreichbaren dE/dx-Auflösung ab: Mit der Design-dE/dx-Auflösung
des ILD von 4.5 % ist der Anstieg etwa 27 % bei einem Reinheitgrad von 0.99, mit
einer schlechteren dE/dx-Auflösung von 7 % würde er auf 10 % zurückgehen. Wenn
andererseits eine verbesserte dE/dx-Auflösung von 2.6 % erzielt werden könnte, d. h.
mit der neuartigen Auslesetechnologie, die in dieser Arbeit vorgestellt wird, dann würde
der Anstieg sogar 45 % erreichen.
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Own Contributions

I lead the collaborative effort of the development of the Ropperi system detailed in
chapter 5. I developed the detailed concept of the Ropperi boards and coordinated
between the collaborators the technical implementation and production. Technical as-
sistance regarding the PCB technical drawings and the bump bonding were provided by
University Bonn and the Karlruhe Insitute for Technology (KIT). University Bonn, as
member of the Medipix 2 collaboration, also provided the Timepix ASICs, as well as
the ASIC readout system and software. I lead the data taking campaign in the bonding
lab immediately after bonding, and took additional separate data at a later point. I
analysed the data and assessed the system performance. I regularly presented updates
to the work in meetings of the LCTPC collaboration and communicated the develop-
ment of the Ropperi system within the linear collider community at two Linear Collider
Workshops [1, 2].
I am the developer and analyser of the high granularity TPC simulation laid out

in chapter 6. I put together the simulation chain, which is based on the MarlinTPC
framework [3–5]. I adapted the individual components of this chain for the purposes
of this thesis, in particular to enable a variable granularity. I regularly presented the
analysis results in meetings of the LCTPC collaboration and they are currently being
published in an LCTPC collaboration paper currently in preparation.

I analysed the PID capabilities given in the full ILD simulation detailed in chapter 7. I
adapted the ComputedEdxProcessor and performed the dE/dx calibration for the 2020
MC production. This adaption and calibration have become part of iLCSoft and its
default configuration and have thus been actively used in a number of analyses which
utilise dE/dx. The time-of-flight assessment is based on code provided by Sukeerthi
Dharani in the context of her bachelor thesis [6]. I adapted this code and created the
combination with dE/dx. I regularly presented this PID assessment in meetings of
the ILD collaboration. I coordinated the dE/dx calibration with the ILD and LCTPC
collaborations. My PID assessment has become part of the standard ILD performance
presentation and as such the corresponding plots created by me are used or referenced
in a number of publications, in particular the ILD Intermediate Design Report [7].

I developed and performed the analyses of the kaon mass and the hadronic W-decay,
chapter 8. I regularly presented the results in meetings of the ILD collaboration. The
kaon mass analysis was highlighted in the DESY Particle Physics Annual Report 2020 [8].
I presented the hadronic W-decay analysis at the EPS-HEP 2021 (European Physical
Society conference of high energy physics), including proceedings [9].
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1. Introduction

No generation of humanity has ever known as much about the nature of the universe as
the present one. We can describe molecules and massive machines, gluons and galaxies.
We extrapolated the expansion of the universe to the Big Bang 13.8 billion years ago
and to infinite expansion as its ultimate fate. The Standard Model of particle physics
(SM), together with general relativity, is at the core of this description and provides the
most fundamental theory to describe the existence and interaction of all known matter.
At the same time, it is considered the most precise physics model ever created, allowing
to calculate particle properties to a precision of many orders of magnitude down to
the level of quantum fluctuations. In 2012, a candidate largely seen as the last puzzle
piece of the Standard Model, the Higgs boson, was found at the Large Hadron Collider
(LHC) [10, 11] at CERN. This discovery at the largest machine ever built in a massive
collaborative effort of scientists and technicians from all around the world was celebrated
by many as the triumphant completion of the Standard Model.
And yet, we know there’s more.

Dark Matter dominates gravity at large scales, galaxy rotation cannot be explained
without it, neither can structure formation in the early universe. Yet, the Standard
Model does not offer a candidate particle which could make up Dark Matter. Many
extended theories include new particles which could account for the invisible matter,
but none has been found so far. The Standard Model can also not account for the
overabundance of matter in the universe. While most particles have annihilated in the
early universe, the known CP violation in the SM is insufficient to explain the remaining
matter-antimatter asymmetry. An adaptation of the theory is inevitable. Another
hint to new physics is the Hierarchy Problem. In the Standard Model, the mass of
the Higgs boson receives contributions from loop corrections from all massive particles,
including those at the Planck scale, if we believe that there must be a Grand Unifying
Theory making up all known forces and connecting them with gravity. Why would those
contributions exactly cancel to give a Higgs mass at the electroweak scale? Naturalness
suggests a mechanism close to this scale.

To address this variety of open questions, to find new particles, new laws of nature,
in short Physics Beyond the Standard Model (BSM), we propose a new particle acceler-
ator, tackling the energy frontier. The International Linear Collider (ILC) will provide
electron-positron collisions at unprecedented center-of-mass energies. It will create a
large number of Higgs bosons, which are at the root of many of the open questions and
will work as a window into BSM. Colliding elementary leptons, as opposed to composite
protons, provides a clean environment with low background, allowing detectors to be
optimised for precision rather than readout speed or radiation hardness.

If the ILC – or any other Higgs factory – is built, billions will be spent to provide
these particle collisions. They should be used as well as possible and all available in-
formation should be gathered by the detector. The two proposed detector concepts for
the ILC follow this calling. The International Large Detector (ILD) and the Silicon
Detector (SiD) are typical multi-purpose detectors, with µm-vertex tracking and high-
efficiency tracking for momentum measurement. Unprecedented calorimeter granularity
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will enable the first full implementation of particle flow at the energy frontier - all inside
the strong solenoid. Muon chambers in the yoke and a tiered high-granularity forward
system providing nearly 4π-solid angle coverage complement the concept.
But ILD goes one step further: its central tracker, the time projection chamber (TPC),

measures not only the position and curvature of charged particles to determine their mo-
mentum, but also their specific energy loss en passant. This allows to determine the mass
and thus flavour of the particles, and to reconstruct to much better precision what ex-
actly happened in those precious interactions in the heart of the machine. It remains
to be shown what these particle identification capabilities mean in terms of physics ob-
servables, and how the specific energy loss performance in ILD compares to other PID
measurements. Even further, would an improved performance of the ILD TPC beyond
its current aim lead to a better exploitation of the collisions, and if yes, how could this
be achieved? This work will shed light on these questions.

In chapter 2, the theoretical background of the Standard Model, ILC and ILD are
described, with a focus on PID-sensitive physics channels. The technical details of a
TPC and the technology for further readout improvements are laid out in chapter 3. In
chapter 4 the software framework used throughout this work is introduced.
A key factor in the performance of the specific energy loss measurement in a TPC,

which can still be significantly improved upon, is the granularity, i.e. the segmentation
of the anode planes into readout channels, called pads or pixels. Decreasing the pad size,
which currently lies in the order of several mm, and thus sampling each track with higher
statistics allows for an improved dE/dx measurement with the conventional method of
charge summation. The charge, however, is governed by a – relatively broad – Landau
distribution. An alternative approach, the so-called cluster counting, aims to count the
number of primary ionisation events of an incident particle, governed by a much more
narrow Gaussian. This is only possible, if the pad size can be reduced below the typical
ionisation step length in the order of a few 100 µm.
Within the Linear Collider TPC (LCTPC) collaboration, several readout systems for

the ILD TPC are being developed. The conventional pad-based readout provides a
granularity of about 6 mm. On the other hand, the pixelised TPC readout has a pitch of
only 55 µm, but it comes with the disadvantages of vastly more readout channels and less
flexibility, since it uses ASICs as anode instead of printed circuit boards (PCBs), which
are much cheaper to develop and produce. In this work, a novel hybrid readout system
was developed, built and tested. It focuses on intermediate pad sizes of a few 100 µm in
order to resolve primary ionisation clusters, but to provide at the same time the flexibility
of a dedicated PCB pad plane and to limit the number of active channels to what is
necessary for a high performance. This system and the results of its characterisation are
laid out in chapter 5.
Given such a hybrid system with a flexible pad size, detailed simulation studies were

performed in order to show the dependence of the PID performance of a TPC on the
readout granularity. The simulation shows the improvement high granularity can pro-
vide, both with the conventional charge summation, as well as with cluster counting,
revealing the transition region between the two and connecting the test beam results of

2



the existing pad-based and pixel-based readout systems. In chapter 6, the simulation
and reconstruction chain are laid out in detail and the results on PID performance are
presented.
Finally, the impact of PID on physics observables was studied. This required first a

characterisation of the dE/dx performance of the ILD TPC based on full-detector simu-
lation, provided in chapter 7. A calibration of the dE/dx parameters in this simulation
was conducted in order for the ILD simulation to provide a performance comparable to
test beam results by the LCTPC collaboration. In addition, the full-detector simulation
allows to relate the PID performance based on dE/dx to the one based on time-of-flight
(TOF), which comprises a more recent development in the ILD context.

Two physics benchmarks were selected to show where PID leads to improvements of
measurements, or even entirely new possibilities, which are laid out in chapter 8. The
most precise measurements of the mass of the charged kaon were done in the early 1990s
via spectroscopy of kaonic atoms. The two leading measurements disagree significantly
and limit the overall uncertainty on the mass to 13 keV. TOF and dE/dx PID allow to
select kaons from arbitrary events at the ILC, and their mass can be directly measured
via TOF. This work provides an estimate, what statistical uncertainty on the kaon mass
the ILC could achieve, depending on the TOF time resolution. This would be the first
major contribution to the kaon mass in decades and done in a completely independent
way.

Another novel use-case for kaon identification is flavour tagging. Conventional flavour
tagging uses a number of jet properties, of which the existence and position of sec-
ondary and tertiary vertices is the most powerful. Jets that originate from s and c
quarks produce additional high-momentum kaons, which can be identified via dE/dx.
As benchmark, this was studied in hadronic decays of W bosons, separating d/u decays
from c/s decays. Adding PID information to the conventional flavour tag improves the
separation curves and increases the usable statistics significantly. This outcome depends
strongly on the dE/dx resolution used in the simulation.

This work draws a direct line from the TPC hardware capabilities in terms of granu-
larity shown in the hardware studies, via the improved dE/dx performance in a detailed
TPC simulation, to the resulting increase in physics potential by the flavour-tag shown in
full-detector simulation. Similarly, for TOF, the impact of the available time resolution
on a physics benchmark is laid out, albeit in view of pending work on TOF algorithms.
These examples provide an assessment of what hardware developments would be re-
quired in the not-too-distant future in order to allow ILD to utilise the valuable particle
collisions and rare events even better and to make even more precise measurements.
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2. The International Linear Collider

2.1. The Standard Model of Particle Physics

The Standard Model of Particle Physics is generally considered one of the most suc-
cessful models to describe our universe in history. It consists of matter particles and
fundamental interactions, which are a product of the underlying Quantum Field Theory
(QFT). The associated particles are shown in Figure 1. Many properties of these parti-
cles including their interaction cross sections are predicted by theory and were confirmed
with precision over the last decades. The discovery of the Higgs boson in 2012 can be
seen as one of the most significant successes of the SM after its prediction in 1964. The
theory covers electro-magnetic, weak and strong interactions, but is yet missing a grand
unification of the three, and does not include gravity at all. Furthermore, there is strong
evidence for new physics, beyond the Standard Model, be it Dark Matter, the hierarchy
problem or matter-antimatter asymmetry.

Figure 1: Particle content of the Standard Model, from [12].
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Cosmological observations of stars and galaxies, in particular their rotational curves
and gravitational lensing effects, suggest that there should be a lot more mass in and
around galaxies than is visible. Therefore, this material is called Dark Matter (DM), and
there should be about 5 times as much DM compared to our regular baryonic matter.
Most theories assume DM to consist of new elementary particles, which could be found
with particle colliders, given their mass and interaction cross section suffice.
The hierarchy problem deals with the mass of the Higgs boson: since it is a scalar, the

Higgs receives loop corrections to its bare mass value from all physics scales, including
up to the Planck scale at 1019 GeV, if the theory includes gravity. While it is possible to
renormalise such contributions, this still requires considerable fine-tuning of positive and
negative contributions to achieve a total value of the observed 125 GeV, more than 16
orders of magnitude smaller, which is often considered unnatural. To avoid this, different
mechanisms have been suggested. One could add compact extra dimensions, which are
only accessible for gravity, and would effectively scale it to the same scale of the other
fundamental interactions. Another possibility is to counter each loop contribution to the
Higgs mass by an inverse from a supersymmetrical particle with opposing spin statistic.
This means, Supersymmetry (SUSY) adds a counterpart boson to each fermion and vice
versa, keeping most particle properties the same. These new particles would have been
found by now if they had the same mass, so the symmetry must be broken in this aspect,
allowing for masses which are larger than currently accessible, but still small enough to
consider their contributions to the Higgs mass natural. This mass scale is considered to
be at the few-TeV range. In addition, in most versions of SUSY there is a lightest, stable
supersymmetric particle, which would be a natural candidate for the Dark Matter.
As far as we can observe, our universe consists of only matter, but (nearly) no anti-

matter. Given their fundamental symmetry in the SM, this begs the question, why most,
but not all matter and anti-matter annihilated into photons after the Big Bang. Given
a ratio of the baryon-to-photon number in the universe of 10−7, this means that the
asymmetry is small, but still significantly larger than can be explained through known
CP-violation in the electroweak sector. The nature of this asymmetry thus remains a
mystery to be solved.

One way of addressing these questions is to provide ever higher energy collisions
and attempt to produce the particles associated with BSM physics - or exclude them.
Another way is to measure quantities very precisely at lower energies, in particular
lower than the mass of new particles. New physics influences particle scattering events
via virtual corrections to the scattering amplitudes. With a sufficiently accurate detector
and a clean environment with a low background, the impact of these corrections, e.g.
cross sections or angular distributions, can be observed. Individual measurements can
provide evidence for new physics, but the most general approach is to perform a global
fit over all SM observables and compare the result to theoretical predictions. This way,
effects that impact several SM observables and might not be considered significant in
only a single measurement may become significant by the overall combination. This
requires, however, a high precision for all observables, including rather well-known ones.
One example are the properties of commonly produced particles in collider experi-
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ments, like pions, kaons and protons. While protons are stable and have been measured
to near arbitrary precision, this is not the case for the short lived pions and kaons.
Their properties like mass, lifetime and decay channels, are still attached with a finite
uncertainty, which should be reduced in order to improve the global fit, but also enable
improved reconstruction algorithms dealing with particle decays in collider experiments.
In particular the mass of the charged kaon has been a point of discussion for some
decades now. In the 80s and 90s several experiments measured the mass of the charged
kaon via x-ray spectra of kaonic atoms. In such an experiment, kaons from a conversion
target are introduced into a material where they take the place of individual electrons in
the atoms, forming kaonic atoms. Similar to electrons in regular atoms, the kaons form
orbitals at discrete energy levels around the nucleus, and emit photons upon dropping to
a lower level. Since these energy levels depend on the mass of the particle, different from
electrons the kaons emit in x-ray, and the exact spectrum of these emissions can be used
to calculate the mass of the charged kaon. According to the Particle Data Group [13],
the most precise measurements were done by two groups in 1988 and 1991 [14, 15], and
they disagree with each other significantly, leaving the uncertainty on the kaon mass at
the level of 13 keV, compared to the uncertainty on the pion mass of 0.17 keV. Both
of these values are also important inputs to lattice QCD calculations [16], including for
the latest results on the determination of the hadronic contribution to the magnetic
anomalous moment of the muon gµ−2, like [17]. This result from the lattice calculation
is in moderate disagreement with the leading theory calculations using the data-driven
dispersion relations approach [18], but is closer to the recently updated experimental
value [19] and challenges the long-standing tension between measurement and SM the-
ory prediction on gµ − 2. The uncertainty on the lattice value is larger than the one
based on dispersion, and further results from more lattice QCD groups are expected in
order to resolve the disagreement of the different theory calculations. To enable more
precise lattice QCD results in the future, a reduction in the kaon mass uncertainty is an
important contribution.

Another test of the Standard Model is the comparison of expected and measured val-
ues of couplings. Also there, new physics can contribute to couplings between bosons
and fermions at the level of higher-order loop corrections. One such collection of cou-
plings is the CKM matrix, which summarises the quark transition factors via charged
current, or in other words the couplings of the W boson to quark pairs. The unitary
CKM matrix is part of the global fit and any deviations from experimental values could
indicate underlying impacts from physics at higher energies. Even the unitarity of the
CKM matrix itself is part of the theory and can be tested. The least well known element
of this matrix is the central element Vcs, which is linked to the W decay into a pair of
an s quark and a c̄ quark. This element is usually extracted by using the more precisely
known values of the other matrix elements as well as of the decays into leptons, assuming
unitarity. As an additional method, to perform a check on these assumptions, the W
decays into s and c̄ can be tagged and compared to the ones into d and ū, giving rise to
an independent measurement of Vcs.
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These questions and others can be addressed with particle colliders, providing un-
precedented energies, intensities and precision. With sufficient energy and luminosity
heavy new particles can be produced directly, like the Higgs boson at the LHC. But new
physics also manifests itself in virtual loop corrections to effective couplings, which can
be accessed at energies much below the mass of the new physics, but requires equally
high luminosities and high precision in a clean environment. One accelerator which can
provide these conditions is the International Linear Collider, currently under political
consideration in Japan.

2.2. The International Linear Collider

The ILC [20–23], see Figure 2, is a proposed linear e+-e−-collider, operating at center-of-
mass energies of 250, 350 and 500 GeV, with a potential extension to 1 TeV. The beams
have a polarisation of ± 80 % for electrons and ± 30 % for positrons, the latter being
extendable to ± 60 %. The ILC is foreseen to have a peak instantaneous luminosity of
1.35 · 10−34 cm−1s−1 at a centre-of-mass energy of 250 GeV [7]. Further properties are
summarised in Table 1. The full 20-year programme envisions an integrated luminosity
of several ab−1, with 2 ab−1 at 250 GeV and 4 ab−1 at 500 GeV being the default scenario,
known as H-20 [24].

Figure 2: Scheme of the ILC, from [20].

By colliding elementary particles, the events will be rather clean compared to proton-
proton collisions at the LHC, i.e. have a low fraction of low-momentum transfer colli-
sions, only few background particles per bunch crossing, and no pile-up. This combi-
nation allows the detectors to run trigger-less, recording the detector activation of each
bunch-crossing. In addition, most parts of the detector do not need to be particularly
radiation-hard. ILC will operate with bunch trains: around 2000 bunches of 1010 elec-
trons and positrons each collide in sequence with a spacing of about 300 ns, which in

8



Bunch population N 2 · 1010

RMS bunch length σz 300 µm
RMS horizontal beam size at IP σ∗

x 474 nm
RMS vertical beam size at IP σ∗

y 5.9 nm
Normalised horizontal emittance at IP γεx 10 µm
Normalised vertical emittance at IP γεy 35 nm
Electron polarisation P− 80%
Positron polarisation P+ 30%
Luminosity L 1.8 · 1034 cm−2s−1

Fraction of L in top 1% of energy L0.01 58%
Fractional RMS energy loss due to beamstrahlung δBS 4.5%
Electron relative energy spread at IP ∆p/p 0.13%
Positron relative energy spread at IP ∆p/p 0.07%

Table 1: Beam parameters of the ILC 500 GeV stage, from [23].

total takes about 1 ms. Between bunch trains there is a gap of 199 ms, leading to a
5 Hz train operating mode. During most of this gap, the detector will be switched off
to reduce energy consumption, and thus heat production and the necessity for cooling.
With only moderate need for radiation-hardness and cooling, the detector components
can be developed with more focus on precision and granularity. Colliding elementary
particles also means having a fixed centre-of-mass energy, which is an invaluable con-
straint and allows to reconstruct missing momentum in an arbitrary direction in many
physics analyses.

The main target for the 250 GeV stage of the ILC is precision Higgs physics. Through
the Higgs-strahlung process a large number of Higgs particles will be produced and
their properties investigated, in particular mass, coupling constants as well as visible
and invisible branching fractions. It is a key feature of the ILC as a lepton collider
to study the Higgs boson in a model-independent way via the Z-recoil method [25].
Running at 350 GeV will allow to scan the top-threshold and measure the top mass
model-independently and with unprecedented precision. At 500 GeV W fusion will be
the leading contribution to Higgs-particle production, shown in Figure 3, and the higher
centre-of-mass energy will enable Higgs self-coupling processes to take place and be
measured. At all energies, the large luminosity, clean conditions and unprecedented
detector precision will allow for substantial improvements in electroweak precision mea-
surements. Moreover, new physics can be detected in higher-order corrections of known
physics processes, for which to be detected a high precision and background suppres-
sion is imperative. Many of these potential BSM processes again involve the Higgs boson.

There are currently two detectors proposed to operate at the ILC, one of which is the
International Large Detector, ILD.
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Figure 3: Higgs production cross section at the ILC for center-of-mass energies up to
500 GeV, from [21].

2.3. The International Large Detector concept

The ILD [7,26], shown in Figure 4, is a multi-purpose detector designed for collisions at
the ILC. Its main targets are excellent momentum and energy resolution, effective parti-
cle flow, near full 4π-hermeticity and a very good particle identification capability. The
silicon pixel vertex detector allows for vertex reconstruction up to a few µm from the IP
with a track impact parameter resolution σb < 5⊕ 10/p sin3/2 θ µm as performance goal.
The main tracker consists of a time projection chamber (TPC) with a silicon envelope.
With a point resolution of σrφ < 100 µm the TPC achieves a momentum resolution of
σ1/pT < 10−4 GeV−1. In combination with the silicon layers which have a point resolution
of σrφ < 5 µm (Si pixel layer inside the TPC) and σrφ < 7 µm (Si strip layer outside the
TPC), respectively, the tracking system achieves σ1/pT < 2 · 10−5 GeV−1. The tracking
system is surrounded by the calorimeter system: a tungsten sandwich electro-magnetic
calorimeter (ECal) with a granularity of 5 mm · 5 mm and a steel sandwich hadronic
calorimeter (HCal) with a granularity of 3 cm · 3 cm. This high granularity allows for
an effective particle flow algorithm to be applied, leading to a jet energy resolution of
σEjet < 3.5% for Ejet > 100 GeV. The tracking and calorimeter system is placed fully
inside of the solenoid magnet generating a magnetic field of B = 3.5 T. The muon
system outside the solenoid serves also as tail catcher for the HCal and yoke.

ILD is optimised for the particle flow concept, which aims to reconstruct the energy
of each particle and in particular its contribution to a jet in the sub-detector which is
best suited due to its resolution. This means the energy of charged particles is mea-
sured via their momentum in the main tracker instead of the calorimeter, since the
tracker’s momentum resolution is much better than the calorimeter’s energy resolution
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Figure 4: View of the ILD, from [7].

at typical particle energies at the ILC. Neutral particles, which do not leave a track,
still need to be measured in the calorimeter, and in order to do this, their contribu-
tions need to be separated from those from the charged particles. This requires a high
calorimeter granularity in order to correctly identify the respective clusters. In the
optimal case, charged particles are measured in the tracker, photons in the ECal and
neutrons and K0

L particles in the HCal, which is shown in Figure 5. This way, the
uncertainty of the contribution of charged particles to the jet energy can be signifi-
cantly reduced compared to classical calorimeters where the jet energy is interpreted
as sum of the energy depositions in the ECal and HCal, and refined by momentum
measurement, which is known as energy flow. ALEPH achieved a jet resolution of
hadronic Z decays of about σ(E)/E ≈ 60%/

√
E/GeV [27], while ATLAS [28], with an

approach that is already closer to the full particle flow as described here, achieves about
σ(E)/E ≈ 100%/

√
E/GeV , but with significant pile-up and at the higher average jet

energies of the LHC. This results in a relative resolution of better than 10 % above a
transverse jet momentum of 100 GeV for ATLAS compared to better than 3.5 % for ILD,
see Figure 6.
Particle flow does not only require highly granular calorimeters, but also excellent

tracking efficiency and pattern recognition, which is provided by the TPC, along with
charged particle identification via dE/dx.
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Figure 5: Illustration of the particle flow principle, from [29].

Figure 6: Jet energy resolution of ATLAS (left) from [28] and ILD (right) from [7].
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3. The Time Projection Chamber

A time projection chamber is a gaseous detector for high energy particles. Particles
which traverse the gas volume ionise the gas, generating ion-electron pairs. An electric
field is applied to separate these pairs and to move the electrons to the readout side.
Since typical ionisation densities in gas of O(10) cm−1 to O(100) cm−1 constitute a
too small signal for state-of-the-art electronics, the electrons are first amplified above a
segmented anode plane, nowadays mostly using micro pattern gas detectors (MPGDs).
The original 3D-position of the ionisation can be deduced by combining the electron’s
arrival position on the anode with a time measurement, given a constant drift velocity
in the gas volume. This position information is used to find and reconstruct tracks in
the gas volume, and the amount of charge produced in the primary ionisation is used to
measure the specific energy loss. The details of the working principle are described in
this chapter.

3.1. Interactions of High Energy Particles with Matter

When a high energy charged particle traverses matter, kinetic energy of the particle is
transferred to the medium, mostly via electromagnetic interaction in inelastic scattering
with the electrons in the medium. Deep inelastic scattering with nuclei is rare and thus
the typical energy transfer is much smaller than the kinetic energy of a particle at the
GeV-scale. The interactions lead to ionisation and possible excitation of atoms and
molecules in the medium, while the following de-excitation generates photons or further
ionised electrons, depending on the gas constituents. Figure 7 shows the mean of the
energy loss over a large range of βγ of a muon. In the region of interest, between about
100 MeV and 100 GeV, the mean energy loss is described by the Bethe-Bloch formula
given in Equation 1. It decreases rapidly first, reaches a minimum at about E = 3m0c

2

for a particle with rest mass m0 and then approaches a plateau, the so-called relativistic
rise. A particle with an energy of 3m0c

2 is called a minimally ionising particle (MIP) in
the narrower sense, but since the relativistic rise lies at a similar level as the minimum
and significantly below the rises below βγ = 1 and above βγ = 1000, often all particles
with energies in this region are called MIPs, e. g. in calorimetry. For lower energies, the
shell structure of the gas atoms starts to play a role, and for higher energies, radiative
effects like bremsstrahlung or Cherenkov radiation dominate the energy loss, so the
energy loss is not described anymore by the Bethe-Bloch formula.〈

−dE
dx

〉
= Kz2
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Figure 7: Mean energy loss of a charged particle from theoretical calculation, here as
mass stopping power of a muon in copper, over a wide range of momenta,
from [13].
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z charge of the incident particle
Z atomic number of the absorber
A atomic mass of the absorber
K constant = 4πNAr

2
emec

2

NA Avogadro’s number = 6.022 · 1023 mol−1

re classical electron radius = e2/4πε0mec
2

me electron mass = 0.511 MeV
Wmax maximum possible energy transfer to an electron in a collision
I mean excitation energy of the medium
δ(βγ) density effect correction to ionisation energy loss
β velocity of the incident particle in units of c
γ Lorentz factor of the incident particle = (1− β2)−1/2

Table 2: Bethe-Bloch formula with used quantities, following [13].

Equation 1 can be expressed as depending on momentum and mass of the incident
particle. This allows for the principle capability to reconstruct a particle’s mass and
therefore species given a measurement of its momentum and energy loss in a medium.

For a given medium, the mean free path of an incident particle is a constant, and the
number of interactions per depth of the medium is governed by a Poisson distribution.
The energy transfer in each of these interactions, however, is characterised by a long
tail to high energies, which can be approximated by a Landau distribution and is much
wider than a Poisson distribution, compare Figure 8. This - theoretically infinite - tail is
however cut off at the maximum energy transfer ∆Etrans,max in each interaction which,
in the relativistic case with the energy of the incident particle E ≈ Ekin ≈ pc, is given
by

∆Etrans,max =
E2

E +
m2

0c
2

2me

, (3)

with the masses of the electron and the incident particle, me and m0, respectively. An
electron that receives enough energy in the ionisation process to cause its own short, but
often visible track is called a δ-electron.
The energy transferred in the interaction does not only go into the ionisation but

also into excitation, momentum transfer and radiation. Therefore, the average energy
transfer necessary to generate one free electron is a medium constant, which is larger
than its lowest ionisation energy.

3.2. The Time Projection Chamber

Ionising interactions as described above are utilised by a number of detector technolo-
gies, including the time projection chamber, or TPC. Its working principle is shown in
Figure 9. A TPC consists of a gas-filled sensitive volume in which the ionisation hap-
pens. Electron-ion pairs are generated and separated via an applied electric field. The
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Figure 8: Examples of a Poisson and a Landau distribution, with the same most probable
value and normalised to the same rise.

electrons are accelerated by the electric field towards the anode, but frequently collide
with gas atoms causing them to have a constant average velocity. This electron move-
ment is called drift. In TPCs with a drift length of more than a few cm, like the ILD
TPC, a magnetic field parallel to the electric field is present. Through the Lorentz force
the drifting electrons move in miniature helices around the magnetic field lines, which
drastically limits the transverse diffusion. Generally, the gas of a TPC is a mixture of
mostly a noble gas plus one or more organic components. The number of free electrons
generated by a MIP in a gas depends on the ionisation energies of the gas molecules,
dominated by the noble gas, and is a constant for the gas. This number is proportional
to the gas pressure, and can be increased by operating the TPC at a high pressure. This
results in typical ionisation densities of O(10) to O(100) electrons per cm track length,
which is insufficient to be measured with current electronics. Therefore, the electrons
need to be amplified when they arrive at the anode side.
In previous times (e.g. [31], [32]), this has been done with multiwire proportional

chambers [33], with a wire-to-wire pitch of O(mm). To reduce distortions from so-called
E×B-effects, when the electric field for the avalanche amplification and the magnetic
field are not parallel, and to enable an increased granularity, micro pattern gaseous
detectors (MPGDs) have been developed. The technology considered in this work is the
gas electron multipliers (GEM) [34]. One GEM consists of a layer of non-conductive
material, coated on both sides with a conductor, often copper. The foil is regularly
perforated at a length scale of O(100 µm). When a high voltage is applied between
the two copper-coated sides, a strong electric field is established in the holes, which is
sufficient for avalanche amplification of traversing electrons. A microscopic image of a
GEM foil as well as a simulation of the field and the amplification in a GEM hole is
shown in Figure 10. GEMs can be stacked to increase the overall amplification, but the
transport of electrons between the foils is not perfect and some losses occur [35].
Another techonology for amplification is the Micro Mesh Gaseous Detector (Mi-

croMegas) [36]. Here, a thin metal foil is placed parallel to the anode, thus creating
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Figure 9: Schematic of the working principle of a time projection chamber, from [30].

a plate capacitor using non-conductive pillars as spacers, shown in Figure 11. Also here,
the metal foil is perforated and traversing electrons from the drift region are avalanche-
amplified in the region between the metal foil and the anode. This means that the
necessary high voltage is applied between the metal foil and the anode, respectively the
readout electronics. To avoid discharges from damaging these electronics a layer of a
high-resistivy material can be applied on top of the anode. This prevents large currents,
and also spreads the charge over a larger area.

Figure 10: GEM microscopic photo from [37] and working principle.

The ILD TPC is designed as a two-sided TPC in the shape of a ring-cylinder parallel
to the beam direction z. The ring structure is necessary to allow room for the beam
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Figure 11: MicroMegas microscopic photo from [38].

pipe and the silicon vertex detector for r < 303 mm. The currently proposed version of
the ILD TPC [7] extends between 329 mm < r < 1770 mm and |z| < 2350 mm, and is
part of the ILD barrel system. There is a central cathode at z = 0 and each flat side
of the cylinder hosts one anode at |z| ≈ 2000 mm. This means that both the magnetic
field of the ILD solenoid and the TPCs electric field are parallel to z. The inner and
outer cylinder walls at r ≈ 330 mm and r ≈ 1800 mm consist of a composite structure,
which allows for gas tightness and mechanical stability, as well as electrical shielding.
The electric field is homogenised by an integrated field cage consisting of field strips on
the inside of the cylinder walls. The anode side is segmented into modules which contain
the amplification and readout stage and, in the current version, have a size of about 17×
22 cm2. The modules are placed in concentric rings around the z-axis and are positioned
in an aluminium holding structure. Given the default anode readout granularity with a
pad size of 1× 6 mm2, each module contains about 6000 readout channels. The readout
pads are narrow (1 mm in φ) and high (6 mm in r) and are aligned in 220 concentric
circles (rows) around the z-axis. The default reconstruction algorithm uses a row-based
pad readout. Most charged particles from the IP traverse the TPC in radial direction,
generating a signal in each row. Depending on the pad response function of the amplifi-
cation stage, several pads in each row are activated, and are combined into one so-called
hit in that row. At least three activated pads are needed to allow for a fit of the hit
center, i.e. the transverse position of the track above the anode, which determines the
point resolution in r/φ. For the ILD TPC the target point resolution is better than
100 µm over the full drift length, while the achievable point resolution of a single active
pad in a row would be 1 mm/

√
12 = 289 µm, not including effects from diffusion. GEM

amplification provides a sufficiently large charge cloud to activate three pads in a row,
while for MicroMegas this can be achieved with the resistive layer. The row-based hits
are used for the reconstruction of tracks and the determination of their properties.

The LCTPC collaboration has developed three main amplification and readout tech-
nology options for the anodes: a GEM-based one, a MicroMegas-based one, and one
with MicroMegas on a pixel chip.
The GEM-based technology has been implemented twice, once with a triple GEM-
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stack [39] and once with a double GEM-stack. The former one, called ’GridGEM’, will
be described in the following, since it is the basis for the simulation in chapter 6. This
description follows the module properties and default settings used in two successful
GridGEM test beam campaigns [39, 40]. The three GEMs in the GridGEM system are
based on the standard CERN GEM design, but with the same footprint as the full
module. Each GEM consists of a non-conductive Kapton layer of 50 µm thickness with
5 µm thick copper layers on each side. The etched holes are double-cone shaped, have a
diameter of about 70 µm and are positioned in a hexagonal pattern with a side length of
140 µm from hole to hole. The GEM foils are glued to a ceramic grid, which gives them
mechanical stability and serves as a spacer between the layers, and between the third
GEM and the anode. By default, the distances between two GEMs, the transfer gaps,
are 2 mm, and the distance between the third GEM and the anode plane, the induction
gap, is 3 mm, compare Figure 12. The module edges and the spacers cause minimal
insensitive area, and the effective area coverage of the GridGEM module is about 95%.
The anode plane consists of metal pads covering a printed circuit board (PCB), which
are connected through the board to electronics, an adapted ALTRO system [41,42]. The
pads have a pitch of 1.26× 5.85 mm2 and a metalised area of 1.06× 5.65 mm2. They are
wedge-shaped to enable the positioning on concentric rows, and there are 4828 pads in
28 rows in one module. The ALTRO electronics contains a preamplifier, a shaper and a
digitiser. It effectively integrates the charge of each pad including pedestal subtraction.
The charge information is then used for the hit and track reconstruction.

Figure 12: Scheme of a triple GEM stack as used in the GridGEM system, from [39].

The second GEM-based readout system [43] uses a double GEM stack, which requires
higher amplification voltages to achieve the same gain, but is overall very similar to the
GridGEM system concerning aspects relevant to this work. Another readout techology
uses MicroMegas for amplification and a pad plane on a PCB [44]. Here, the MicroMegas
layer is applied to the pad plane by simply laying it out over the PCB and fixing it on the
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module edges. The current implementation uses a pad size of about 3× 7 mm2, which
is coarser than the GridGEM, but the overall performance in terms of point resolution
and specific energy loss is comparable. The double-hit resolution, to separate parallel
close-by track, however, is affected by the transverse granularity, and the effect of the
coarser transverse pad size is an open question.
The third technology concept, the GridPix [45, 46], differs from the previous ones

mostly in anode plane: instead of metal pads on a PCB it uses the metalised openings
of a pixel chip. Thus, after amplification by the MPGD the electron cloud enters the
readout electronics immediately, where the signal is amplified and digitised. This allows
for an anode granularity of the pixel size of the ASIC used, which is the Timepix and
Timepix3 (see chapter 5.2) in recent implementations, with a granularity of 55× 55 µm.
Implementations with both GEM as well as MicroMegas amplification have been studied
[47], but the GEM-based one was discontinued. To utilise the full potential of the
granularity of the Timepix and to limit the necessary amplification gain, the pattern of
the amplification stage was matched to the anode one, i.e. each pixel opening corresponds
to one opening in the MicroMegas layer. It was found that this is best achieved by
growing the amplification grid on top of the ASIC surface by microelectronic post-
processing techniques, providing an exact match of the two openings. This can be
seen in Figure 11, where a mesh layer has been grown on top of a Timepix chip. The
avalanche process generates a narrow electron cloud that induces a signal in exactly
one pixel. This signal is preamplified and digitised by applying a simple threshold
counter, which allows to count the time over threshold and/or the time of arrival w.r.t.
a reference time. An introduction to the Timepix ASIC and a detailed description
of the digitisation process is laid out in chapter 5.2. The time-over-threshold count
can be translated into an equivalent charge of the incoming signal. Thus, despite it
being a digital counter, the pixel measurement provides the same qualitative data as the
ADC of the pad-based readout systems, at least in their current implementation, and
at a two orders of magnitude higher granularity. A qualitative difference would arise
if overlapping tracks would create multiple activations of a channel in a given readout
period. In that case, the pixel counter could not tell them apart and would either ignore
each activation after the first one or add all up into one integrated value. An ADC,
however, could in principle record all activations separately, provided a sufficient data
storage is used. In the current implementations of the pad-based readout systems this
is not the case and multiple activations are typically excluded in test beam analyses.
Furthermore, the expected occupancy of the ILD TPC in the ILC environment is low
with only few overlapping tracks in each readout window. This occupancy would be
even lower with a high granularity readout like the GridPix system, and the overall loss
of usable channel information due to multiple activation is expected to be negligible.
The advantage of the high granularity of a pixelised anode is a potential improvement

of the track reconstruction and momentum resolution due to the higher sampling rate of
the tracks. The GridPix data shows a larger effective number of reconstructed primary
electrons per track length compared to the pad based systems and it was shown in
simulation that the effective momentum resolution could be improved by about a factor
of 1.5 [46]. The effect is even larger in the forward direction, since due to the low
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occupancy of the pixel readout its momentum resolution scales with the track length,
while the row-based readout one’s scales only with the transverse part. With its square
pads the properties of the GridPix readout do not depend on the incident φ-angle, other
than the row-based readout. Furthermore, the measurement of the specific energy loss
is expected to profit significantly from an increased granularity, which is explained in
detail later in this chapter. The higher granularity can also deal with higher local hit
occupancies and provide a better double-hit separation.

The disadvantage of a pixelised readout is the potential cost, the power consumption
and the data rate. Both anodes of the ILD TPC have a combined area of about 19 m2

which needs to be instrumented. With pads of 6 m2 this would require about 3 · 106

channels. With pixels of 55× 55 µm2 ≈ 0.003 mm2 this would require about 6 · 109

channels and about 105 Timepix-like ASICs. This could be a significant cost aspect,
but also have a larger power consumption, which in turn may require more cooling in
the TPC endcap and more material in front of the endcap calorimeters. With more
channels, also the data rate could be correspondingly higher in the pixel case, although
zero-suppression and potential hit-combining algorithms could significantly reduce the
data output. Finally, the current implementation of the GridPix system can only cover
about 60 % of the anode due to the fixed square shape of the Timepix chip and the
necessity for wirebond connections for power supply and data readout on the sensitive
side of the ASIC. This would significantly counteract the usefulness of the aforementioned
advantages of higher granularity. All of these aspects, however, are a target of ongoing
development and optimisation and it remains to be seen how a full-module sized system
would compare to a corresponding pad-based system.
It is the goal of this work to assess whether an intermediate system with a granularity

and number of channels in between the two aforementioned options is viable and how
its specific energy loss measurement and particle identification performance would turn
out.

3.3. Tracking with a TPC

The arrival position at the anode together with the arrival time information allows to
reconstruct individual signal positions in 3D, called hits. Charged Particles from the
interaction point with a sufficiently large transverse momentum traverse the TPC and
generate a hit in each row of the row-based readout, i.e. 220 in case of the ILD TPC. If
a particle in ILD has a transverse momentum below about 1 GeV, its curvature in the
magnetic field has a helix diameter below the radius of the outer TPC wall, causing it to
curl inside the TPC. These curlers generally generate multiple half-circles of hits, each
with fewer than 220 hits, but often with a much larger total number. Curlers either exit
the TPC through the end plate, or they can lose all energy via ionisation or scattering in
the gas volume, which causes their helix radius to shrink to a point. Similarly, 3D hits
are generated in the vertex detector and the silicon external tracker, surrounding the
TPC. All tracker hits are then used in a helix fit to reconstruct tracks, as laid out in [48].
This iterative fit uses a Kalman-filter and takes the energy loss in the TPC volume into
account. To measure the momentum of the incident particle, the curvature of the track
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needs to be extracted. Given very precise spatial endpoints of the helix fit in the silicon
layers, the role of the TPC is to precisely determine the sagitta of the track, i.e. the
deviation from a straight line between the endpoints. This is directly linked to the point
resolution of the TPC and sets the target for the ILD TPC to be better than 100 µm
over the full drift length. However, this ultimate asymptotic momentum resolution can
only be achieved for very high momenta, while at momenta below about 50 GeV the
impact of multiple scattering dominates the resolution, as can be seen in Figure 13a.

(a) (b)

Figure 13: ILD tracking performance from full-detector simulation and reconstruction.
(a) momentum resolution and (b) tracking efficiency, from [7].

Compared to all-silicon trackers, the TPC registers tracks with more than an order of
magnitude more individual hits and continuous tracking. At the same time a TPC adds
only a comparably small amount of material to the material budget of the barrel part,
and most material, including the endcaps, lies right in front of the ECal, which minimises
its impact due to scattering. The pattern recognition capability not only provides an
excellent track finding efficiency down to low momenta, compare Figure 13b, but also
allows to detect kinks in tracks or (dis)appearing tracks, for example from in-flight
decays. The latter can be used to find charged decays of neutral particles inside the
TPC, so-called V0-finding, which is laid out in chapter 7.4. The central advantage of a
TPC with respect to this work, however, is its capability to measure the specific energy
loss dE/dx of the incident particle in the gas volume to do particle identification, which
is explained in detail in the following.

3.4. Measurement of the Specific Energy Loss

As suggested by Equation 1 and Equation 2, the measurement of the specific energy loss
dE/dx of an incident particle together with its momentum can be used to reconstruct
its mass. The measurement resolution of the specific energy loss, the dE/dx resolution
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σdE/dx, is typically only at the level of a few percent, and thus also the measurement of
the mass would be of similar precision. However, the number of charged particle species
which are sufficiently long-lived to leave a track in the TPC is limited and known in each
experiment. In order to identify a particle, it is thus not necessary to exactly reconstruct
its mass, but rather find which species it most likely belongs to. The usual way to do
this is to find the closest reference line in the momentum-energy loss plane, which is
displayed in Figure 14.

(a) ALICE data, 2014 (b) ILD simulation

Figure 14: Bethe-Bloch curves, i.e. specific energy loss vs. momentum for (a) the ALICE
TPC from [49] and (b) ILD simulation with single particles. The curves for
the different particle species are visible and mostly separable but also intersect
in certain areas.

The specific energy loss is conventionally measured by summing up the reconstructed
energy depositions dE in the tracker, which are proportional to the measured charge,
and dividing them by the total flight path inside the tracker dx, which will be called
the ’charge summation’ method in this work. Since the energy depositions are Landau-
distributed, the long tail of the distribution causes a large fluctuation of the average
dE/dx when all energy depositions are simply added up. Instead, for each hit of the track
a dE/dx value is determined and a fraction of the largest dE/dx contributions of these
hits are rejected before summing them up. This way, the tail can be effectively, although
not entirely, suppressed and the dE/dx resolution be improved, which is illustrated in
Figure 15. Here, a truncation fraction of 100 % means that all hits are accepted. The
more hits are rejected, the lower the impact of the Landau tail, but the fewer data is
used to determine the dE/dx estimate. This leads to an optimum truncation fraction,
which depends on the specific experiment and lies typically between 70 % and 80 %.

3.4.1. Charge Summation with High Granularity

How well the energy loss can be measured depends mainly on two parameters: the
effective length of the sampled track, and the number of independent samples measured
along track. This is expressed in the empirical formula derived by [51], p. 339, from
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Figure 15: Measured dE/dx resolution from test beam measurements with the GridGEM
system, depending on the truncation fraction. 100 % truncation means here
that all hits are accepted. The plot shows the typical optimum of truncation
at an acceptance fraction around 75 %. From [50].

comparing various former drift chambers and time projection chambers:

σdEdx ∝ L−0.32 ·N−0.13, (4)

where σdEdx is the relative uncertainty of the energy loss measurement, L is the effective
track length and N is the number of independent samples of that track. The exponent
of N is quoted to be between −0.11 and −0.14, depending on the reference analysis, and
in this work the average of −0.13 is used. In most use-cases when two potential systems
are compared to each other, L and N are directly connected, causing Equation 4 to have
limited immediate applicability. Therefore, the granularity G = N

L
is introduced and

Equation 4 becomes:
σdEdx ∝ L−0.45 ·G−0.13. (5)

In many cases, one compares gaseous detectors with a fixed readout structure, i.e. a
constant G, but changes the effective track length, e.g. when extrapolating from a small
prototype to a large scale experiment. Then Equation 5 expresses the well-known de-
pendence of increasing precision of the energy-loss measurement with larger L, which
is a little less strong than the naively expected square-root behavior. The exponent of
L is estimated to be −0.37 or −0.36 in Equation 4 by [52, 53] and [54], respectively,
which brings the dependence in Equation 5 closer to a square-root behavior. In this
study, however, we fix the track length and vary the granularity instead. Then Equa-
tion 5 suggests, that also with increasing granularity the uncertainty on the energy-loss
measurement decreases, albeit with a moderate exponent around −0.13. In [51], a corre-
sponding behavior is shown down to a granularity of 5 mm and it is questioned whether
further increase in granularity will increase the dE/dx performance. This question is
addressed in chapter 6.
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3.4.2. Cluster Counting

As pointed out before, the relatively large width of the Landau distribution which gov-
erns the energy deposition in each ionisation step worsens the correlation of the measured
energy and the momentum of the particle. It is advantageous to count the number of
ionising interactions of the incident particle instead. This is given by a Poissonian dis-
tribution with a significantly smaller width, resulting in a better correlation and particle
identification power, as first mentioned in [55] and demonstrated in [56]. In Figure 16, the
separation power for pion/kaon-separation depending on the cluster counting efficiency
is shown compared to the conventional dE/dx determination by charge summation. In
former prototype experiments, e.g. [57], a cluster counting efficiency of only 20 % was
reached with Ar-based gas mixtures. Nevertheless, the resulting separation power is still
better than by charge summation. Also, improved algorithms are expected to deliver a
higher cluster counting efficiency. However, cluster counting can only work if a sufficient
correlation between the position of the electrons of one cluster is preserved during drift.
The effectiveness of one such algorithm under various conditions is investigated in a
simulation study presented in chapter 6. A novel readout system capable of providing
the necessary granularity is presented in chapter 5.

Figure 16: Pion/kaon separation power of dE/dx by cluster counting from simulation,
from [56]. Left: separation power depending on the cluster counting efficiency,
Right separation power vs. momentum for different cluster counting efficien-
cies. In both cases, cluster counting is compared to the default performance
by charge summation.

25





4. Software Framework

Throughout this work, the software framework iLCSoft is used. The overall setup and
the specific components of iLCSoft used in this work are described in this chapter. This is
accompanied by the external software package Source-Extractor and its implementation
into MarlinTPC as part of iLCSoft. In addition, the different Monte Carlo samples used
in this work are specified.

4.1. iLCSoft

iLCSoft [58–60] is a collection of common software packages developed in the Linear
Collider Community. It comprises packages to handle all tasks ranging from event sim-
ulation or conversion of measured raw data through reconstruction to analysis, mostly
for e+e−-collider experiments. This includes packages that provide data models, event
handling, geometry and operating framework, but also handling of conditions data, dis-
playing events and detectors as well as data export.
The detector geometry description is provided by DD4HEP [61] and the data format is
defined by the persistency framework LCIO [62].
iLCSoft includes steering of event generation, with details given below in chapter 4.5.
The Marlin [3] package provides an environment to process events through the differ-
ent stages of the particle and signal propagation. Each processing step is implemented
in a so-called processor. Every event is processed through a chain of these processors,
which take the existing information of its predecessors, e.g. the hit information from the
tracker, and add newly generated information to the event, e.g. a reconstructed track.
Throughout this work, the names of Marlin processors as they appear in iLCSoft are
denoted in this font.

4.2. MarlinTPC: Detailed TPC Simulation

The ILC software package MarlinTPC [4] provides a package for a detailed simulation,
reconstruction and analysis of time projection chambers. MarlinTPC was developed to
do studies on simulation and detector prototype data on a much more detailed level
than is reasonably possible in a large detector study. This includes (parametrised)
ionisation, drift, amplification and digitisation in the simulation part, as well as hit- and
track reconstruction and analysis tools. MarlinTPC makes use of the core packages like
Marlin and LCIO, but uses GEAR (GEometry API for Reconstruction) for the geometry
description. It provides a very detailed simulation of a TPC, which is used for detailed
studies of the performance of different TPC readout structures, but is not necessary and
would not be efficient for a full ILD simulation. Instead, such a detailed simulation is run
separately, analysed and then used in a parametrised way in the full detector simulation.
In this work, MarlinTPC is used to simulate a highly granular readout of the TPC drift
volume, which is described in 6.1.
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4.2.1. Source Extractor

The simulation presented here targets a very high readout granularity with pad sizes
smaller than the charge clouds generated by the GEM amplification. The resulting
2-dimensional charge patterns measured of the pad plane are similar to sky maps in
astrophysics. There, often faint light sources in front of background light are investi-
gated. This problem is comparable to finding and determining the properties of (partially
overlapping) charge clouds from a highly granular GEM readout. This is depicted in
Figure 17.

Figure 17: Illustration of (a) the data of an astrophysical sky map (from [63]) and (b)
electric charge from GEM amplification picked up by a highly granular TPC
readout anode. The patterns are structurally similar and a tool from astropy-
sics, the Source-Extractor, can be used to analyse also the TPC data.

One software used in astrophysics to extract these sources from the sky maps is the
program SExtractor, or Source-Extractor [63]. It was first used in the field of gas
amplification studies for the reconstruction of charge depositions in a GEM-Pixel-TPC
by the PixelTPC group at the University of Bonn [64]. In these studies it was imple-
mented in MarlinTPC.
The software takes a 2-dimensional image, equivalent to a 2D-histogram, and computes
the most likely position and brightness of sources, based on a provided typical shape. The
software uses a multi-staged approach, iteratively separating the image in sub-sections
and adding sources to the fit, which is explained in chapter 6.1.
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4.3. MarlinReco: Simulation and Reconstruction of Full-ILD
Events

The package MarlinReco first digitises the detector activation raw data, i.e. it creates
data equal to the one later received from an actual collider, except for calibration and
alignment corrections. The various detector hits created this way are then reconstructed
into larger objects like tracks or calorimeter clusters, and finally combined into particle
flow objects (PFOs) by the Pandora package [65], representing individual reconstructed
particles as they likely were created at the IP. The energy loss measurement in the TPC
and the corresponding particle identification are part of the high-level reconstruction of
MarlinReco.

In this analysis, in principle the entire detector with all its components is used. How-
ever, many aspects and individual observables are not, or only indirectly, utilised in the
analysis. The focus lies on the tracking system, in particular the TPC and its dE/dx
resolution. V0-finding is also based on the TPC’s capability to resolve in-flight decays
of long-lived strange hadrons. The hit times of the ECal are used as TOF observables.
Details regarding the implementation and performance of these capabilities are laid out
in chapter 7. The entire tracking and calorimetric system is fundamental to the jet
clustering algorithm.

4.4. Analysis software

The physics analysis parts were done on the particle flow objects, PFOs. Some scripts
were implemented as additional processors and run by Marlin after the reconstruction
chain, and some were implemented as ROOT scripts working on a subset of the available
information to run detailed and comprehensive procedures like multivariate analyses.
The ROOT framework [66,67] provides an extensive library of tools used in high energy
physics analyses, combining data structures and procedures. One such tool kit used
in this work, which is worth mentioning, is the Toolkit for Multivariate Data Analysis
(TMVA) [68]. In this work, the TMVA methods boosted decision tree (BDT) [69] and
multi-layered perceptron (MLP) [70] were used in chapter 8.2.

4.5. MC Samples

For the analysis of full-ILD events samples from two large-scale Monte-Carlo produc-
tions, 2018 and 2020, were used. The simulation and reconstruction of these samples
were done with iLCSoft v02-00-01, as laid out above in this chapter. The software
Guinea-Pig [71,72] was used to simulate the beam-beam effects and the resulting centre-
of-mass energy spectrum (Figure 18) based on the ILC beam parameters [23] in Table 1.
To generate the hard interaction events the software Whizard [73,74], version 1.95, was
used. Pythia 6.4 [75] was used to simulate the final state QCD and QED showering of
generated quarks as well as muons and tauons. It was adjusted to the OPAL tune, as
described in [26] sec. 2.2.1.4. The decays in the detector volume and the detector re-
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sponse to the traversing particles were simulated with Geant4 [76]. The detector readout
and the consecutive reconstruction of the events were done with MarlinReco, including
Pandora [65] for particle flow.
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Figure 18: Luminosity spectra of the ILC, calculated with Guinea-Pig, from [7]. (a) for a
center-of-mass energy of 250 GeV; (b) for a center-of-mass energy of 500 GeV.

The large MC productions contain events that correspond to a large integrated lumi-
nosity of physics processes. They cover the full Standard model physics processes, as well
as several dedicated BSM signatures to study which BSM cases ILC and ILD could find
and differentiate. To ease usage of these samples, they are sorted into associated pro-
cesses, which are characterised at the point of the final state particles “at the end of the
Feynman diagram”, i.e. after the matrix element calculation, but before the hadronisa-
tion, outgoing particles are picked up. They are divided by number and consistency with
certain intermediate states, represented by tree-level Feynman diagrams. Two examples
are “2f_Z_hadronic” and “ttbar_semileptonic”. In the case of 2f_Z_hadronic the final
state consists of two fermions, which are consistent to be hadronic decay products of a
Z, thus a quark and its anti-quark (except for t and t̄). In the case of ttbar_semileptonic
the final state consists of six fermions, two of which must be b and b̄, two must be quarks
consistent with a W decay, thus an up-type quark and a down-type quark of the first
two quark generations, and a charged and a neutral lepton with opposite lepton number
(consistent with a leptonic W decay), where the charged lepton has the opposite charge
as the charge-sum of the quarks from the hadronic W decay.
The cross section of the events was calculated based on a beam polarisation of +100 % or
−100 % for each beam, and events are re-weighted in analyses to account for a realistic
beam polarisation, usually 80 % for electrons and 30 % for positrons. In this work, the
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re-weighting is used in chapter 8.1.
In addition, certain samples were produced for detailed study and calibration, including
single-particle events. Single-particle events do not require Whizard and Pythia, instead
individual generator-stable particles with defined momenta are put at the IP and their
specific activation of the detector is simulated. The single-particle samples consist of
electrons, muons, (charged) pions, (charged) kaons and protons (collectively addressed
as “P5”) with 100 k particles each, with an isotropic angular distribution and a momen-
tum distribution that is roughly flat in log(p). In this work, these samples are used to
asses the dE/dx and TOF performance of ILD.

In the 2018 MC production [77], about 150 million events with a center-of-mass energy
of 500 GeV were generated and simulated with Whizard 1.95 and iLCSoft v02-00-01, in-
cluding Geant4 v10.03. The number of events corresponds to roughly 500 fb−1, see [7],
section 7.4.

In the 2020 MC production [78], a center-of-mass energy of 250 GeV was chosen and
events were generated and simulated with Whizard 2.8.5 and iLCSoft v02-02, including
Geant4 v10.04. The number of events corresponds to 1000 fb−1 for most, and 5000 fb−1

for some final states.
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5. Development of a Highly Granular Readout for a
TPC

In the past, several collider experiments used time projection chambers as their central
tracking device. Noteworthy examples are ALEPH [79] and DELPHI [80] at LEP, STAR
[81] at RHIC, and ALICE [82] at the LHC. With their relatively long readout time TPCs
are well suited for collider experiments with moderate track occupancies in time, i.e. at
e+e− colliders like LEP. At ion-ion colliders, like ALICE at the LHC, the PID capabilities
of a gaseous tracker are invaluable, and the TPC is compatible with the ALICE collision
rate, which is significantly reduced compared to CMS and ATLAS. For ILD at the
ILC, too, a TPC is proposed as central tracker and the Linear Collider TPC (LCTPC)
collaboration has been working on research and development towards its realisation.
Several readout options have been developed, as laid out in chapter 3.2.
All systems have shown that they can meet not only the required point resolution, but

also the collaboration’s aim of a dE/dx resolution for the ILD TPC of 5 % or better. A
system with an increased granularity compared to the default pad-based options, like the
GridPix system, has the potential to perform significantly better than this aim due to its
high granularity. However, the GridPix system comes with a number of disadvantages,
which is why a novel system, called Ropperi, was devised and developed within this
work.

After motivating the Ropperi system, its design and the construction of a first test
system as well as an assessment of its basic properties are presented in this chapter.
Based on the results, its applicability for the ILD TPC is discussed.

5.1. Motivation for a Highly Granular Hybrid Readout

To achieve the cluster counting capability introduced in chapter 3.4.2, a sufficiently
high granularity of the TPC readout system is needed. Figure 19 shows a granularity
comparison of the GridGEM system with the (discontinued) prototype system with
GEM amplification and 8 Timepix ASICs as anode, a so-called Octoboard [83]. The
electron clusters from the primary ionisation process are amplified by GEMs, creating
charge clouds visible as blue blobs. Since the anode consists of 8 Timepix ASICs it has a
granularity with a pitch of 55× 55 µm2. The charge clouds are clearly identifiable – the
granularity is even higher than needed. The green overlay of the GridGEM granularity
shows that with its pads of approx. 1× 6 mm2 a cluster identification however is not
possible.

5.1.1. Concept of a Highly Granular Readout

Therefore, a novel readout structure was devised, called Ropperi (Readout Of a Pad
Plane with ElectRonics designed for pIxels), that allows pad sizes of only a few hun-
dred µm to enable cluster counting, provides a large flexibility and keeps the channel
number moderate at the same time. This is achieved by reading out the pads of the
anode with a highly granular digital pixel chip instead of an ADC with a much larger
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Figure 19: Event display of a track recorded with a Timepix Octoboard, from [83]. The
activated pixels are shown in blue, the green overlay shows the pitch of a
typical pad-based readout.

footprint. The readout pads on a printed circuit board can then be of an intermediate
size between the granularity of the GridGEM and the GridPix systems, limited only by
feature size limitations in PCB production. The digital pixel chip does not register the
pulse shape or the integral of the charge arriving at a pad, like an ADC does, but counts
the time steps the signal lies above a certain threshold. This time-over-threshold can
then be transformed into an accurate measurement of the charge. The digital counting,
however, does require a sufficiently low occupancy in order to avoid double hits in time,
which could not be resolved, but this is easily achieved at ILD given the enhanced gran-
ularity. The pixel chip chosen for Ropperi is the Timepix ASIC, which is described in
detail in the following chapter. The main reasons for this decision are twofold. On the
one hand, the general properties of the ASIC in terms of granularity, expected noise,
readout capabilites and readout modes were assessed to fit the Ropperi requirements.
On the other hand, there are experience and ongoing work with the Timepix in the
LCTPC collaboration, based on which the necessary hardware and software could be
easily acquired and concrete assistance during the data taking periods was provided.
The Timepix chip with a granularity of 55 µm needs to be connected to the sensitive
pads of the PCB with a granularity of a few hundred µm, which requires a fan-out from
the chip to the pads. The ansatz chosen for Ropperi is to use a multi-layered PCB and
have this fan-out routed inside the PCB.

This leaves two major questions:
1. How can the pixel chip be connected to the PCB in a reliable and mechanically stable
way? It was decided to address the connection issue with gold-stud bump bonding, which
is described below. The bump-bonding was done in collaboration with the Karlsruhe
Institute for Technology.
2. Can the pixel chip cope with the additional noise from capacitive coupling in the
PCB’s routing line length and pads connected to the pixel input?
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Figure 20 shows the signal/noise ratio of a Timepix channel for a fixed input signal
strength of 1000 electrons (1 ke−), depending on the additional input capacitance. The
additional capacitance increases the noise in the channel and reduces the S/N ratio.
Routing lines in a PCB add input capacitances O(pF) per line length of a few cm,
which are the typical line lengths in a board with the dimensions of the ones used in the
current LCTPC readout systems (about 17× 23 cm2). While a S/N ratio of 10 is often
deemed an acceptable level, at an input capacitance of 1 pF, the S/N ratio here is only
about 4. However, the signal strength of one amplified electron can be much larger than
1 ke− if a stack of multiple GEMs is used. The GridGEM system operates with a total
average amplification gain of about 8 k, but the gain of its GEM stack can be enhanced
to about 100 k by increasing the GEM voltages. Above a gain of about 100 k, GEMs
start to frequently discharge and are not considered sufficiently stable anymore. This
would leave enough room to find a stable gain setting and still have a S/N ratio of 10
or more.

The system concept aims at a granularity with structures smaller than the size of
GEM charge clouds in order to resolve them and reconstruct primary ionisation clusters.
This means that the aforementioned signal strength of one GEM charge cloud would be
divided among O(10) pads, and the S/N ratio for each pad would be reduced by that
factor. At the same time, the same number of pads would be used to reconstruct the
charge cloud, compensating for the charge splitting. Based on these considerations, a
sufficient S/N ratio should be achievable. It is the central question of this chapter if this
is possible for the developed hardware.

5.1.2. Further Advantages

Aside from the target charge cloud and cluster identification capability, the ansatz of
Ropperi brings additional advantages with respect to the existing pad- and pixel based
readout systems. Compared to the pad-based systems, like the GridGEM [39], Ropperi’s
higher granularity leads to a reduced occupancy, and potentially also to an improved
double hit/track resolution, which is limited by the pad width [85]. In addition, the
Timepix ASIC allows for a significantly smaller footprint of the readout electronics.

Compared to the pixel-based systems, in particular the InGrid system [86], Ropperi
has a lower granularity, but still measures each GEM charge cloud with several pads,
allowing for a position calculation using a fit. Instead, the InGrid system records each
electron with exactly one pixel. In addition, the pixel-based anode can currently only
cover approx. 50 % of the anode area in a setup with 12 octoboards [87], or up to 63 %
with tightly stacked ASICs as suggested in [88], since the ASICs need some overhead
area, and the module geometry of the foreseen ILD TPC is not square, as the ASICs
are. The GridPix Quad has an active surface of 69 % [89] with a rectangular shape.
Ropperi’s separate anode PCB allows for a coverage of more than 90 %, comparable to
the traditional pad-based systems. Also, it is more flexible with regard to the granularity
and to the exact pad layout and PCB shape and size. These properties can be altered
by a new PCB design, which is typically much simpler and faster compared to a new
ASIC design.
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Figure 20: Simulated signal/noise ratio of Timepix channels for a fixed input signal
strength of 1000 electrons, depending on the input capacitance added to the
channel, from [84].
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Further aspects, which would need to be taken into account in advanced TPC design
considerations, are the amount of data produced and the necessary material to cover
the TPC anode. Compared to a readout system with pixels and GEM amplification,
Ropperi would generate less data because of its lower granularity. This is however not
the case for the GridPix system, where for each electron arriving at the anode, only
one channel is activated. The electronics of both pad-based and pixel-based systems are
expected to undergo further development including increasing data readout efficiency.
Another factor is the necessary amount of ASICs for the readout systems to cover the
two ILD TPC anodes of about 19 m2. While one might expect a full-silicon solution to
be significantly more expensive, it was estimated that the cost for pad-based and pixel-
based systems would differ rather on the order of 20 %. This is because the leading cost
driver in ASICs is the development, which would need to be performed for any future
readout system, while the production cost would actually be moderate. A Ropperi
design would require fewer ASICs than a GridPix system and be moderately cheaper in
terms of silicon. While the TPC has a very low material budget in the barrel region,
the readout structure has about 20 % of a radiation length in the endcap region. This
material is placed directly in front of the calorimeter, so its impact is moderate, but it
should still be minimised. Using fewer ASICs compared to the GridPix system, Ropperi
would have a smaller electricity consumption and thus less requirement for cooling,
reducing its material budget. A more detailed comparison, however, would depend on
more advanced designs for all readout systems.

5.2. The Timepix ASIC

A key component in the development of a high granularity TPC readout structure is the
Timepix ASIC. The chip will be described in the following, including the readout used
in the scope of this study.

The Timepix [90] ASIC (Application-Specific Integrated Circuit) is a silicon pixel chip
in a consecutive development line. It is based on the Medipix2 [91], which in turn is
based on the Medipix [92]. Follow-up developments are the Timepix3 [93] based on the
Medipix3 [94], and the Timepix4 based on the Medipix4, which are still in development.
This development is driven by the Medipix collaborations [95] and together they form
the Medipix/Timepix ASIC family [96–98].

The Timepix consists of 256 × 256 identical elements, called pixels, with a pitch of
55× 55 µm, covering about 2 cm2 of sensitive area. In addition, on one side of this pixel
matrix the periphery covers an additional area of about 0.3 cm2 and contains central
logical units and bit storage as well as the input/output (I/O) logic and a number of
wire bond pads for I/O and power supply. The schematic floorplan of the chip and the
layout of an individual cell are given in Figure 21 and Figure 22. The chip as a whole
and each pixel contain a number of digital registers for digital-to-analogue converter
units (DACs) [99] to store operating information.
Each pixel contains an aluminium opening for the signal input, and an analogue and a

digital signal processing part, the schematic of which is shown in Figure 23. The analogue
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Figure 21: Schematic floorplan of the Timepix ASIC, with the pixel matrix in the upper
and the periphery in the lower part, from [90].
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Figure 22: Timepix pixel cell layout with sections: (1) preamplifier, (2) discriminator,
(3) 8-bit pixel configuration register, (4) clock buffer and synchronisation
logic, (5) 14-bit shift register. From [90].
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input signal goes through a preamplifier and then into a discriminator. In the digital
section, the shift register counts upwards once per clock cycle, depending on the input
signal strength compared to a given threshold and the selected operation mode. Three
pixel operation modes are available: (i) event counting, where the counter increments
each time the signal rises above the threshold. (ii) time-over-threshold (TOT), where
the counter increments as long as the signal is above the threshold. (iii) time-of-arrival,
where the counter increments from the time the signal (first) rises above the threshold
until a global Shutter signal is set high; in this mode, the time information of the signal
with respect to a reference time is registered.

Figure 23: Timepix pixel cell schematic. From [90].

In the analogue section, charge enters the pixel through the octagonal pixel anode of
about 20 µm width. This signal goes through a preamplifier that follows the Krummen-
acher scheme [100]. The signal is then fed into the discriminator where it is compared to
a reference threshold. The ’basic’ threshold is set chip-wide, but can be adjusted with
a 4-bit DAC register for each individual pixel. The voltage steps of this 4-bit register
can also be adjusted chip-wide in order to accommodate for individual chips with a
broader or narrower distribution of necessary cell threshold deviations. A masking bit
DAC allows to disable individual pixels and a polarity bit DAC to select per pixel if the
discriminator should respond if the signal is above or below the threshold. The digital
response of the discriminator is transferred to the Timepix Synchronisation Logic (TSL),
which also receives the shutter and clock information as well as the 2 pixel operation
mode selection bit DACs (P0 and P1), which can be set for each pixel individually.
Via a capacitor at the input of the preamplifier, a test pulse can be introduced into

each pixel for calibration.
In data acquisition mode, the TSL interprets the signal input and generates an output
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depending on the chosen operation mode. Once per clock cycle this output is transferred
via a multiplexer to the 14-bit shift register, which operates as a pseudo-random counter
with a maximum count value of 11810 at which it reaches the overflow state. The 14-
bit shift registers of one column are connected in sequence, forming a 3584-bit column
register.
The periphery contains a 256-bit Fast Shift Register (FSR), which is connected to the

3584-bit column registers of the 256 chip columns. When the chip is in readout mode,
the column registers shift the data bits sequentially through the column and into the
FSR, where the data is transferred either to a serial data out line, which was used in
this work, or a 32-bit parallel output connector.

The FSR is also used to receive external input. This is either the values of the
chip-wide DACs, in particular the chip-wide threshold value, or the DAC values of the
individual pixels. The latter are used to set the matrix, i.e. to distribute the pixel bits
for each pixel across the chip by shifting them through the column registers.

The clock signal used for counting as well as for shfting the register bits is an exter-
nally generated clock, which is distributed through the chip columns via minimum-sized
inverter buffers. Buffering takes about 195 ps per pixel, so the distribution takes about
50 ns for the entire chip, after which a shutter signal can be sent. The maximum clock
frequence is 100 MHz.
At the bottom of the periphery, the chip has 127 wire bond pads which are used to

connect it to an external readout system. Only a part of these connections are necessary
to run the chip, namely the supply voltage, six digital input lines, as well as the clock
and the data input and output lines.

The chip operation mode is set via the six digital input lines. This is used to fully
reset the chip, set the chip-wide DACs, set the matrix, start/stop the counting in the
pixels, or read out the chip. The clock and the data lines are implemented as differential
digital lines, i.e. they consist of two lines each, which are the exact inverse to each other
with respect to ground. The desired signal is extracted by subtracting the two lines from
each other. This scheme is used to improve bit quality and reliability in view of digital
noise, which is of particular interest in the lines with frequently (data) or constantly
(clock) changing sign.

5.2.1. Timepix Readout

In this work, the readout system connected to the Timepix and used to communicate
with the chip is based on the Scalable Readout System by CERN [101–103], which was
adapted for the Timepix at University Bonn [104,105]. The setup is shown in Figure 24
including a bare Timepix ASIC glued to a carrier board. The chip is wire bonded
and the lines are connected through the carrier board to an intermediate board (IMB)
with initial integrated circuits to transfer the chip I/O to a VHDCI connector. This
is connected via cable to an adapter card (A-Card) in the SRS front end card (FEC).
The FEC has its own power supply and is connected via a network cable to a PC. The
chip is powered by two DC power supply units for its digital and analogue part. The
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hardware chain from the implementation by [104] used in this work contains an A-Card
v4, a VHDCI cable and an IMB v10.

Figure 24: Setup of the Timepix readout based on Scalable Readout System [101] and
the used hardware chain [104].

The data output of the Timepix is structured in frames. All pixels start and stop data
taking at the same time; this fixed data taking period constitues one frame. Afterwards,
the recorded data is sent out to the readout system. The length of one frame should be
chosen depending on the operation mode and on the signal properties, and in view of
the clock cycle tclock = 1/fclock and the maximum register count of 11810. For example,
for a measurement of the time of arrival, the data taking frame length tframe should
have a maximum size of tframe = 11810 · tclock. If the frame length was larger, all pixels
containing a hit at a time thit ≤ tend−11810 · tclock would count to the maximum number
and thus be in overflow. The same is true when measuring arriving charge via the
time-over-threshold in an environment where the pixels are receiving charge for a large
fraction of the data taking period. If a pixel is active for more than 11810 clock cycles
during the frame, its counter is in overflow, meaning the data information is pratically
lost. In test beam measurements, the pixel activation fraction is low and long time
frames can be chosen for the TOT mode.
The threshold level (THL) is a 10-bit DAC and can therefore have an ADC value

between 0 and 1023. A step of 1 ADC value equals about 25 electrons. The pixel
threshold is usually chosen in a way that it lies above the baseline including electronic
noise, but below a signal peak. Generally, and in particular in the absence of a signal,
this threshold can be above or below the average baseline. For a TOT measurement
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without an input signal, if the threshold is above the baseline, the pixel will never
register as active and its count for any amount of time will be 0, the pixel is ’silent’.
If the threshold is below the baseline, the pixel registers as continuously active and it
will count in each clock cycle up to the maximum value possible during the data taking
frame. The electronic noise in the analogue input to a pixel, or any electrically conductive
volume connected to it, will introduce a voltage fluctuation in that pixel. If the threshold
is within the range of that fluctuation, the pixel will be active for a fraction of the frame
time, which results in its count for that frame between 0 and the maximum. The level
of these fluctuations, and thus of the electronic noise, can be assessed by applying a
range of thresholds to a pixel and measuring its noise response this way. The necessary
increase of the threshold to change a pixel from being permanently active to being silent
is proportional to the amount of noice in that pixel’s input.

Figure 25: Example of a data frame of the Timepix. Here, a cent coin was placed on the
bare chip with thin insulating foil in between. A sinusoidal AC signal supplied
to the coin induced a signal in the chip’s pixel via capacitive coupling.

One example of a Timepix readout result is shown in Figure 25. It contains one data
frame of a TOT measurement that was taken with a cent coin placed on the bare chip
and a thin insulating foil in between. The coin is supplied with a sinusoidal signal to
periodically charge and uncharge it with respect to ground potential. Via capacitive
coupling, this signal is transferred to the chip’s pixels. The closer the surface of the coin
is to the chip, the stronger the coupling and the larger the induced signal, making the
surface structure of the coin visible. In addition, five vertical lines can be seen, that
belong to broken pixel columns and whose pixel values only contain either the value 0 or
11810. In the lower right area of the image, a number of pixels show an incoherent noise.
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These pixels are so noisy that also they are considered non-usable. A chip with these
characteristics is considered low-grade and was only used for tests of the readout system,
while the chips used for bonding in the following sections had at most two columns with
broken pixels.

5.3. The Ropperi System

5.3.1. Design of the Prototype Board

The first board was designed with standard FR-4 as base material for the printed circuit
board (PCB). On one side (side A), the sensitive pads are located, facing the drift volume
of the TPC. On the other side (side B), the readout chip is bump bonded. Therefore,
bonding pads are applied to side B. Lines between the sensitive and the bonding pads
are routed through the PCB, requiring multiple PCB layers. Air tightness was achieved
by combining separate blind and buried vias in each routing connection. Since the
communication pads of the ASIC are on the same side as its pixel openings, they too are
bump bonded (back) to the PCB. The electronic elements of the IMB v10 introduced in
chapter 5.2.1 are placed on the PCB side B. Connectors for analogue and digital voltage
supply, as well as the VHDCI connector for data transfer are applied. The principal
structure of the readout system is shown in Figure 26.

Figure 26: Principal structure of the Ropperi readout, including a potential amplification
stage with a GEM.

Since the Ropperi board was intended to be used in an existing TPC prototype with
10× 10 cm2 GEMs, and since the bonding machine allowed for objects with a side length
of at most 9.1 cm, the board was designed to have a size of 9× 9 cm2.
The FR-4 material of the PCB limited the minimal feature size of horizontal lines

to 80 µm. The size of through-vias had to be larger than 600 µm due to restrictions on
their aspect ratio. The layout of the sensitive pads in the central region of the PCB
is shown in Figure 27. A large number of small pads could be connected to the bond
pads with vias only (i.e. without significantly long horizontal lines in the PCB), thus
sitting directly above the ASIC position. A smaller number of channels was connected
to the ASIC’s outer rows and columns with a significant line length. The total number
of achievable connections, i.e. the number of channels, is 500.
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Figure 27: Layout of the active part of the ROPPERI board. The grey areas depict the
metalisation with three granularities, each surrounded by two guard rings to
mitigate capacitative cross-talk. The position of the Timepix ASIC, which is
located on the opposite PCB side to the metalisation, is marked in green. On
the side of the ASIC the initial readout electronics are depicted in red and
purple.
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In order to study the effect of added capacitance to the pixel readout, three different
pad sizes with different line lengths are used: 294 pads, placed above the ASIC position,
have the minimal achievable pitch of 660× 750 µm2 (small pads) with negligible line
lengths. 48 pads have a pitch of 1.3× 5.8 mm2 (large pads), which is about the size
of the GridGEM readout, as reference. To test another granularity in between these
two, the remaning 160 pads have a pitch of 1.2× 1.2 mm2 (medium pads), of which 158
are connected. These pads are placed in the shape of an L in order to test various line
lengths.
The respective metalised area for each pad size is slightly smaller, about 200 µm in

each direction for large and medium sized pads, and about 100 µm for the small pads.
The sensitive pads are surrounded by so-called guard-ring pads, which are intended to
absorb capacitative cross-talk of the sensitive pads from traversing tracks, and thus re-
duce noise in a test beam setup. Beyond these guard rings, the entire surface of the
sensitive PCB side is also metalised. This allows to put the full PCB side A on the same
anode potential in order to provide a homogeneous electric field in the detector.

A major challenge was bonding the ASIC onto the pad plane via gold stud bonding.
This was done in collaboration with Michele Caselle in the bonding lab at the Karlsruhe
Institute for Technology (KIT), Germany. It is difficult to bond different substrates, in
particular with structure sizes of O(µm), which - to the knowledge of the collaborators
- may have been unprecedented at the level used in this work. In the gold stud bonding
process, a gold wire is attached to a bonding pad with a small needle head using vibration
and pressure. The wire is then cut off by a sharp metal edge, leaving a gold stud on the
substrate. A schematic of the gold wire and the bonding process is depicted in Figure 28.

Figure 28: Principle of the bump bonding procedure. Left: bumping. A gold wire is ap-
plied with pressure to a substrate, forming a metal bump on the surface, and
afterwards cut off with a sharp edge. Right: bonding. The PCB (green) and
the ASIC (dark grey) with gold studs in between, applied to both substrates,
are pressed together. In addition to pressure, heat is applied from both sides
to achieve a stable connection between the gold studs. Images provided by
M. Caselle (KIT).
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Both ASIC bond pads as well as the respective metalised pads on the PCB were
equipped with gold studs. The ASIC bond pads are the ocatognal aluminium openings
of the chip’s pixels, which are well suited for gold stud bonding. For the PCB, how-
ever, a special metalisation coating was necessary, so-called ENEPIG (Electroless Nickel
Electroless Palladium Immersion Gold; see e.g. [106]). This is a surface of a few µm Ni,
a few hundred nm Pd and a few 10 nm Au, which is well suited for bonding as well as
soldering. For simplicity of the production process, this surface coating was applied to
all areas that needed to be metalised, i.e. the bond pads, the solder pads and also the
anode surface with the sensitive pads on PCB side A.

Figure 29 shows two bumped substrates: on the left, each octagonal pixel opening
on the surface of the Timepix ASIC is covered by a gold stud of about 33 µm diameter.
On the right, the metalised surface of the PCB is shown. The larger round areas are
the blind vias, covered with metalisation, which stretches out from the via in a line to
effectively reach a position which will be underneath the ASIC after bonding. At the
end of this metal stretch a gold stud has been applied. The blind vias have a little
visible dent from filling the via with metalisation. To avoid bonding on this potentially
uneven surface, each via is connected to at least a short metal stretch to apply a gold
stud, an example of which is the rightmost via in Figure 29. The pitch of the vias is
about 600 µm, limiting the number of usable pixels of the Timepix. As opposed to the
full pixel coverage shown in Figure 29, left, for bonding only the pixels with respective
counterparts on the PCB side were bumped.

Figure 29: Microscopic images of bumped substrates. Left: Timepix surface. Right:
PCB surface with metalisation. Detailed description in the text.

The fully bumped ASIC is shown in Figure 30. The upper part is the pixel matrix with
bumps in about every eleventh column and fourteenth row. The outer rows and columns
have a higher bump density, since additional vias in the PCB could be placed outside
the area covered by the ASIC with lines reaching underneath, as shown in Figure 29 on
the right. In the lower part, the wire bond pads are visible on the lower edge of the chip.
Each pad has six bumps (2×3), and each counterpart on the PCB side has three bumps
in order to provide a larger connection surface and more flexibility for the bonds.

47



The next step is thermo-compression bonding (Figure 28, right ): the PCB is placed
on a heating plate in the bonding machine and the ASIC is placed precisely on it with
a suction system on a lever arm, see Figure 32. High resolution cameras ensure precise
placement of the ASIC down to the µm level. The result of the bonding can be seen
in Figure 33, which is a side view of the PCB and ASIC at a shallow angle. On the
lower part the PCB surface is visible with the metalisation structure similar to the one
in Figure 29 on the right, viewed from the left. The metalisation structure is reflected
in the side of the Timepix. Exactly on the boundary between PCB and ASIC, small
circles can be seen which are the bonded gold studs in between the substrates. From
this angle, only the gold studs on the three outermost rows are visible.
The first bonded board is shown in Figure 34. In this case, also the ’empty’ surface

on PCB side B is ENEPIG-coated due to production reasons.
The final production step is the equipment. A number of resistors, capacitors, inte-

grated circuits and the VHDCI connector are soldered to the designated solder pads on
PCB side B, corresponding to the functionality of IMB v10 (comp. Figure 24). The fully
equipped board, in this case without the additional side B coating, is shown in Figure 35.

Production, bonding and equipping was an iterative process. Two production orders
were performed, one with 3 boards and one with 20, called first and second prototype.
Initially, the first board was bump bonded at KIT, then shipped to DESY, equipped and
read out. This readout did not deliver usable data. Since equipping causes some thermal
stress to the bonded board, it was decided to first equip the boards and then bond them,
after it was clear that the equipment would fit inside the bonding machine. To avoid loss
of usability during transport, it was decided to perform readouts at KIT immediately
after bonding. During readout, the first prototype broke due to thermal stress and the
second production was done with a different base material at a different company, which
also caused the difference in ENEPIG coating to side B. This is elaborated on in the
following chapter.
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Figure 30: Microscopic image of the bumped Timepix ASIC.
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Figure 31: Microscopic image of the bumped area of the Ropperi PCB.
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Figure 32: Ropperi board during the bonding process inside the bonding machine.

Figure 33: Microscopic side view of the bonding area of a bump bonded ROPPERI
board.

51



Figure 34: First bonded board. Left: side A with sensitive pads. Right: side B with
Timepix (brown) bonded to the board, but without electronics elements and
connector. In case, also side B was fully gold-coated.

Figure 35: Fully bonded and equipped Ropperi board.
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5.3.2. Basic Measurements and Conclusions from the First Prototype

Immediately after the bonding process, a first TOT readout of noise data was taken.
To avoid damage by moving the bonded system, the very first measurement was done
with the board lying on the bonding machine, with the sensitive pads facing its metal
surface. Due to this, the readout data showed enormous noise. A very large threshold
of > 700 ADC, compared to the usual threshold levels of unconnected Timepix chips
within the given readout setup of typically 250−500 ADC, was necessary to suppress
the noise and have the pixels not be continuously active during the readout frames. This
can be explained by the direct connection or capacitative coupling of the sensitive pads
to the bonding machine, thus picking up all statistical noise stemming from the large
capacitance of its metal body with respect to ground. Nevertheless, every channel of
the Timepix that was supposed to be connected to a pad was noisy, all other channels
were silent. This means, a connection to every target channel had been established, and
cross talk between connected and unconnected pixels was not visible.

After that, the board was carefully removed from the bonding machine and a second
measurement was performed on-site. The necessary threshold to suppress remaining
noisy channels was around 380 ADC, i.e. much lower than before and within the usual
range. It was possible to take one relevant and reasonable data frame at this threshold,
then the system broke and no consistent data taking was possible anymore.

The result is shown in Figure 36. On the left, the active channels during this data
frame are shown in blue, while the silent ones are white. It is noteworthy, that most
channels which are connected to sensitive pads close to the Timepix chips, in particular
the small ones ’on top’ of the ASIC, are mostly silent, while the ones which are further
away show more noise, consistent with the expected line-length dependence. The pads
with larger line lengths are also the medium and large ones, which could also explain
their larger noise. However, within these groups a separate line-length dependence is
visible. This is quantified in Figure 37, where for all pixels the relative noise count is
shown in dependence of the line length of that pixel, after histogramming and for two
different bin sizes. A correlation is visible, showing very little noise at line lengths below
10 mm, and large noise up to the maximum count for larger line lengths. It is concluded
that:
1. A dependence of the noise on the line length is visible.
2. The necessary threshold level to illustrate this dependence is within the usual range
of 250−500 ADC for bare Timepix chips and not far above that range (compared to
e.g. the necessary threshold during the readout on the bonding machine). This makes it
likely that the noise level is in fact manageable and does not prohibit the intended use.
Both, dependence and absolute level, need to be investigated in further detail.
After recording this single readout frame, no change in readout data was visible any-

more, independent of threshold. This behaviour had been observed earlier with other
boards where the bonding had failed. The board’s supply voltage was switched off and
back on a few minutes later. At that point, regular communication with the ASIC was
possible again briefly, but it broke down before another data frame could be taken. This
was repeated several times with decreasing lengths of stable communication. It was
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Figure 36: The single readout frame of the first successfully bonded board, with data
values displayed color-coded on the corresponding readout pads.

Figure 37: Dependence of the recorded noise on the line length derived the from the
single readout frame of the first successfully bonded board, for two different
binnings. For low line lengths the noise activity is low, for line lengths above
about 10 mm the noise is close to the maximum possible count.
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concluded that this time-dependent behaviour occured most likely due to temperature
effects which can be (at least partially) reversed by cooling.

The PCB material FR-4 and silicon have different coefficients of thermal expansion
(CTE): silicon expands approximately by 2.5 ppm/K, while FR-4 has a CTE of 16
ppm/K. At the temperature difference of about 230 ◦C between bonding and room tem-
perature, the difference in CTE leads to a difference in thermal expansion of about 40 µm
over the 14 mm width of the ASIC. This is large compared to the pitch of 55 µm and the
size of the bonding structure of about 30 µm. Due to the resulting stress caused by the
thermal expansion, enforced by the heating up during operation, it is suspected that the
connections to the communication pads did break, which rendered the readout system
in an uncontrollable state.
The board in question was scanned with X-rays, but the resolution of this image did

not suffice to recognise if a connection was broken.

5.3.3. Basic Measurements and Conclusions from the Second Prototype

A second board generation was developed, to mitigate the issues suspected to originate
from the very different thermal expansion coefficients of the chip and board material.
Therefore, N7000-2 HT (see chapter A.3) was used, which has a CTE of 12 ppm/K,
reducing the thermal stress. Also, the bonding temperature was reduced. With 20
boards delivered, 10 bonding attempts with different temperature profiles were done,
with the maximum temperature between 120 ◦C and 200 ◦C. With several boards some
level of communication could be established at least for some time, but a full data readout
was again rarely possible. In the end, noise data from 3 boards could be successfully
taken immediately after bonding at KIT bonding lab. In order to secure mechanical
stability during shipping, underfill was applied to the bonded systems. Later in the
DESY lab, a cooling element with a fan (Figure 38) was placed on the bonded ASIC
with thermal paste to allow for active cooling in order to reduce the thermal stress during
operation. Only one of the three boards was still operational and another noise data scan
was successfully taken. After that, any further attempt to read out the bonded boards
was unsuccessful. They had transitioned into a state where some communication with
the ASIC was still possible, but not fully and in particular no regular data readout could
be achieved. Some data was still generated, as opposed to other former attempts where
there was no signal on the data line. However, the data most likely contains various bit
shifts of unknown origin, compare Figure 39. No further analysis was possible.
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Figure 38: Active cooling element, which was placed on top of the bonded chip in order
to cool it and limit the thermal stress during operation.

Figure 39: Timepix readout matrix after the chip connection was partially broken, likely
containing various bit shifts.
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5.4. Noise Analysis

Due to the limited mechanical stability of the system, is was not possible to supply the
system with a defined signal to the pads and do a dedicated signal-to-noise analysis.
However, right after bonding it was possible with a few of the boards to take data of
random noise in the system at different threshold levels. With growing threshold, the
activation level of the system declines: at very low threshold levels nearly all channels
are constantly active, while at high thresholds most channels are silent. By quantifying
this behaviour, it can be compared to the same data of a bare Timepix ASIC with its
equivalent noise charge (ENC) of about 90 electrons. The noise drop with increasing
threshold is qualitatively shown in Figure 40.
A threshold campaign was performed immediately after bonding for the three suc-

cessfully bonded boards, which in the following are called boards A, B and C. For each
applied threshold level (THL), 100 frames were taken with a time window of 256 times
the clock frequency. The result is displayed in Figure 41 as a curve of the number of
frames, in which a certain TOT count was recorded, vs. that TOT level. For very high
or low threshold levels, all frames had a TOT value of 0 or 11810, respectively. In the
intermediate THL region, a number of frames had a TOT value between the minimum
and maximum. The values of these curves have been averaged by calculating either the
arithmetic mean or the median of the noise value of the 100 frames, and are plotted
against the THL in Figure 42 for an example case. Here, the noise drop is clearly visible
and happens within a limited range of THL values. The width of this drop, from the
largest THL with all frames at maximum TOT count (THL drop lower edge) to the
smallest THL with all frames at 0 TOT count (THL drop upper edge), characterises the
amount of random noise in the channel. For board C, these edges are shown in Figure 43
for one selected channel. A channel is not used further in the analysis, if the drop is
not complete within the available threshold range. Unfortunately, at the time of the
measurement, the scanned threshold range was chosen between THL values of 380 and
600 for board A and between 300 and 400 for board B. These ranges turned out to not
cover the full drop for the majority of channels, but only 109 of 500 channels for board
A and 119 for board B, see Table 3. The chosen THL range for board C was between
the values of 300 and 1000; in steps of 10 between 300 and 400, in steps of 20 between
400 and 500, and in steps of 50 between 500 and 1000. This range was sufficient to cover
the full drop for most channels, 422 of 500. In order to compare the scans of the Ropperi
boards with a bare Timepix, a scan with the same readout settings was performed. The
THL scan range and steps in this case were adjusted to be in steps of 5 from 200 to 300
and in steps of 10 from 200 to 380, covering full drops for 48754 of the 65536 Timepix
channels. The chip that was used is the one displayed in Figure 25, which has some
broken columns and individual pixels. These were automatically omitted in the analysis
via the full-drop requirement, still leaving a sufficient number of usable channels for the
analysis.

The THL drop width is different for each channel. Its abundance for all available 422
channels for the threshold campaign of board C is shown in Figure 44. This data can be
subdivided depending on the expected capacitance into the 3 different pad sizes, small,
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number of usable channels
board THL values used depending on pad size (max)

small medium large total
(294) (158) (48) (500)

A 380, 400, 420, 450 500, 600 17 65 27 109
B 300, 310, 320, 330, 340, 350, 361, 67 30 22 119

370, 380, 390, 400
C 300, 310, 320, 330, 340, 350, 360, 252 129 41 422

370, 380, 390, 400, 420, 440, 460,
480, 500, 550, 600, 650, 700, 750,
800, 850, 900, 950, 1000

Table 3: Scan ranges of the threshold level ranges and numbers of usable channels for
the three boards.

Figure 40: Example of recorded charge values dropping with increasing THL, here for
board C and for 3 representative THL values.
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Figure 41: Abundance of recorded TOT values in 100 frames, for different THL, for one
examplary channel of board B. Note that for THL values below 330 all frames
are at the maximum TOT count and the curves overlap.

Figure 42: Averaged noise level for different THL values for one selected channel of board
B. The drop with is defined as the change in THL over which the average noise
level goes from the maximum count to zero, here depicted for the median.
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Figure 43: THL drop edges: largest THL values at which a channel was fully active
(lower edge) and smallest THL value at which a channel was fully silent
(upper edge), here shown for board C.

Figure 44: THL drop width: THL change required for channels to go from maximum to
0 activity, here shown for board C.
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medium and large. In addition, the medium pads are split into two brackets of channels
with a line length below and above 20 mm, which is half of the maximum line length.
Figure 45 shows for board C the dependence of the THL drop width on the pad size
and on the line length bracket. As expected, larger pads have a larger THL drop width
than smaller ones, and the medium pads with a line length above 20 mm have a larger
THL drop width than the ones below 20 mm. The same holds true, when the data of
board C is combined per-pad-size with the limited data sets of boards A and B, shown in
Figure 46. Note that the drop width can only take a value which is a possible difference
between two THL values in either of the three scan campaigns. This also means that
the drop cannot be smaller than the smallest THL difference, i.e. 20 ADC counts for
board A and 10 ADC counts for boards B and C.

Figure 45: THL drop width of board C using median method, subdivided into pad sizes
and two line length brackets for the medium sized pads.

Finally, the combined data of the three boards can be compared to data taken in the
same way from a bare Timepix ASIC, which apart from its known ENC of 90−100 e−

does not have any additional noise. Figure 47 shows this comparison.
The peak of the bare Timepix chip is estimated to be about 5 ADC counts, but this

is limited by the scanning steps of 5 ADC counts. With an ENC of 90−100 e− and
given the scaling factor of about 25 e− per 1 ADC count for the Timepix, it is likely
that the peak lies rather at 4 ADC counts, which can not be resolved. The THL drop
width of the small pads, which have nearly no line width, peaks at a mean value of 17.3
ADC counts with an RMS of 8.1 ADC counts. If the RMS is used as upper limit on the
possible fluctuation of the mean, this is equivalent to (432± 202) e−. The drop width of
the large pads peaks at about 50 ADC counts, equivalent to about 1250 e−. The medium
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(a) small pads (b) large pads

(c) medium pads, line length < 20mm (d) medium pads, line length > 20mm

Figure 46: THL drop width for all 3 boards and their combinations, for different pad
sizes and line length brackets.
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pads, both for short and long line length, do not have a single clear peak, but their mean
drop width lies at (27 ± 18) ADC counts = (675 ± 444) e− and (34 ± 18) ADC counts
= (850± 440) e−, respectively.

Figure 47: Comparison of the THL drop width between sums of the 3 boards divided by
pad size and line lengths, and a bare Timepix ASIC.

The data points are rather widely distributed and allow only a limited amount of
interpretation. This is due to the limited amount of usable data and the coarseness of
the threshold campaign scans. The applied threshold steps of 10, 20 or 50 ADC counts
in the three performed scans have an impact on the possible THL drop width values.
This explains the peaks at 20 and 50 ADC counts, while 30 and 40 ADC counts are
significantly less populated, which is particularly pronounced for the medium pads size.

Even with the somewhat coarse and limited data set, several conclusions can be drawn.
As expected, the larger the pads and the longer the line lengths are, the larger is the
noise and the width of the corresponding THL drop. The small pads have about 5 times
the noise of a bare Timepix, while this factor is about 12 for the large pads. The sta-
tistical error on these values is in the order of 10 %, given the cumulative statistics for
the different pad sizes of between 100 and 300 entries. This is smaller than any of the
systematic uncertainties introduced by the scanning ranges, scanning steps and individ-
ual differences of the chips and systems. These could only be evaluated with additional
data, i.e. more statistics from additional boards as well as broader scan ranges with
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smaller step sizes.

To assess the possible signal-to-noise (S/N) ratio of the system, a signal from a GEM-
based system is simulated, analogue to the simulation studies in chapter 6. In typical
gas compositions about 10 e−/mm are generated in the primary ionisation, and GEM
charge clouds spread over about 1 mm2 with an amplification gain of about 10 k. The
pad dimensions are given in Table 4. For the small pads, on average 7 e− from pimary
ionisation arrive at the pad. However, the pad only covers the charge cloud to about
70 % in either longitudinal and transversial direction of the track. Charge transfer to
other pads in track direction is compensated by charge received from there, but this is
not the case for the pads transverse to the track direction, and a reduction factor of
70 % has to be taken into account. This means that about 49,500 e− arrive on the small
pad with a noise of 432 e−, allowing for a S/N ratio of about 115. For the medium and
large pads, one pad width would fully cover a charge cloud hitting it centrally, so no
transversal reduction factor has to be applied. For the large pads, it is assumed that
their long side aligns with the direction of the incident particle, which is the typical case
for the GridGEM system. The S/N ratio of medium sized pads is 178 for short line
lengths < 20 mm and 141 for long line lengths > 20 mm. Due to their size, the large
pads collect several hundred thousand electrons from an incident track, resulting in a
S/N ratio of 527. The results of this assessment are summarised in Table 5. Given a
signal size for each pad size, one can also calculate the allowed noise Ncrit at which the
S/N ratio is 10. This is provided in the same table and displayed in Figure 48. For
each pad size, the corresponding Ncrit is at least one order of magnitude larger than the
expected signal.

pad pitch pad area
small pads 0.66× 0.75 mm2 0.495 mm2

medium pads 1.2× 1.2 mm2 1.44 mm2

large pads 5.8× 1.3 mm2 7.54 mm2

Table 4: Pad sizes of the Ropperi system.

In addition to the factors in Table 5, also the potential diffusion of primary electrons
in the drift volume as well as signal induction of the GEM charge cloud into neighbor-
ing pads should be taken into account in this assessment. For the GridGEM system
(chapter 3.2), the overall pad response function has a width between 0.5 mm and 1 mm,
depending on the drift length [40], and the charge is typically spread over 3 to 4 pads. In
the case that a track traverses a plane of pads with a width of 1.3 mm centrally between
two pads, these two pads would each receive 40 % of the charge, and their immediately
neighbouring pads each only 9 %. Even collecting only 9 % of the charge with medium
or large pads would still be sufficient to reach a S/N ratio of more than 10. The typical
row-based hit reconstruction, however, combines these 4 neighbouring pads into one hit
with 90 % of the charge at only twice the noise, resulting in an adjusted S/N ratio of
still more than 60 for medium and 200 for large pads.
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Figure 48: Comparison of the THL drop width of Figure 47 and the maximum allowed
noise Ncrit from Table 5. The colour of the vertical line corresponds to the
pad size. It shows that there is at least a factor of 10 (note the log scale)
between observed and allowed noise for each pad size.

65



Nel S / e− N / e− S/N Ncrit / e−

small pads 6.6 49,500 432 ± 202 115 ± 54 4,950
medium pads I 12 120,000 675 ± 444 178 ± 116 12,000

(line length < 20 mm)
medium pads II 12 120,000 850 ± 440 141 ± 72 12,000

(line length > 20 mm)
large pads 58 580,000 1110 ± 368 527 ± 177 580,000

Table 5: Signal-to-noise ratio of the Ropperi system.
Nel: number of ionisation electrons above pad,
S: assumed signal on pad from GEM amplification,
N: estimated noise in pad,
Ncrit: maximum allowed noise with S/N = 10.

For the small pads and pads below their size, the situation is more complicated.
On the one hand, the charge of one GEM charge cloud spreads over several pads and
diffusion distributes the primary electrons over more pads, which reduces the charge on
any individual pad. On the other hand, in a data analysis the information of several pads
can be combined into one reconstructed charge cloud, which reduces the impact of noise.
As an extreme example, the signal of a single primary electron would be distributed with
a PRF of 0.5 mm, and about 40 % of the charge would be distributed over an area of
0.785 mm2, corresponding to one radial width. With a pad size of 200× 200 µm2, this
fraction of the charge would be distributed over 20 pads, with a combined noise of about
432 e− ·

√
20 ≈ 2000 e−, assuming the noise level of the small pads. This indicates that a

gain larger than 10 k would be required, and instead a gain of 50 k would suffice to still
provide a signal of 1 e− ·50, 000 · 0.4 = 20, 000 e− and a S/N of 10 in this case. Such a
gain value is in principle achievable with GEM amplification, but would require careful
attention to avoid discharges and could generate a challenging amount of ions flowing
back into the drift volume towards the cathode. The effect of varying the pad size and
thus the signal distribution is presented in the detailed simulation in chapter 6.
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5.5. Conclusion

The Ropperi system is an approach to combine advantages of existing TPC readout
structures, in particular high granularity and a large anode flexibility and coverage, for
the case of amplification with GEMs. Within this work, a collaborative effort was estab-
lished to design, produce and test such a readout system. Intermediate pad sizes of about
700 µm, between conventional pad-based readouts with a size of 6 mm (in track direction)
and pixel-based ones with 55 µm, were used. A PCB could be produced that contained
these pads, a fan-out with vias and lines in a multi-layer structure, as well as bond pads
for bump bond connections to an ASIC, which was key to the hybrid approach. The cho-
sen ASIC was the Timepix chip, which was bonded to the PCB via gold stud bonding.
The challenge to connect a silicon chip to a conventional printed circuit board may have
been unprecedented, and it took several attempts until a sufficiently stable readout could
be established. All channels were accessible and delivered data. Unfortunately, after all
improvements which were implemented throughout the bonding campaigns, the system
was still only stable for hours or, in one case, days. The most likely cause for the end of
operability was breaking of the bonds due to thermo-mechanical stress which arose after
bonding and during operation from the different materials and the corresponding coeffi-
cients of thermal expansion. A future development of Ropperi would need to address this
issue. One possibility would be the use of an interposer, e.g. from silicon, which could
buffer the different CTEs, or using a ceramic PCB with a CTE close to silicon. The first
option would add significant additional material to the system, while the second was
doubted to be able to provide the necessary flatness for bonding. Both options would be
significantly more expensive than the PCB options used in this work. Since it was ob-
served that during stable operation all channels were still accessible, it is concluded that
- despite the three-fold redundancy - the connections to the wire bond pads broke, which
are needed to communicate with the Timepix. With through-silicon vias, a technology
which is available for the Timepix 4, the communication channels could be connected
with wire bonds on the upper side of the ASIC, which are not sensitive to temperature
fluctuations. This way, it could be tested if the bump bonds of the pixel matrix are
sufficiently stable for a long-term readout. This means a time long enough to position
an operational Ropperi board with GEMs in a TPC and provide a signal from incident
particles, which can then be compared to the noise level in order to make a direct and
full signal-to-noise measurement. In preparation for such a potential measurement, a
corresponding small TPC, the Unimocs, has been set up and an interface to the Ropperi
hardware has been designed and produced within this work. Another reason to target
a ceramic base material for the PCB is the possible feature size. In order to utilise the
full ASIC, each pixel of 55× 55 µm needs to be connected and fanned out through the
PCB, which comprises a challenging requirement.

Despite the limited life-time of the developed prototype, a threshold campaign was
successfully conducted in order to assess the equivalent noise charge in the Ropperi
system, depending on the pad size and the line length. The result shows that a typical
signal which would be expected from GEM amplification would be more than a factor
of 10 larger than the noise, which is deemed the required threshold. For a strong, but
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achievable amplification gain of 10k the S/N ratio is typically larger than 100, which
leaves room for a less beneficial situation. For example, a full ILD-module sized (23×
17 cm2) Ropperi PCB would need to contain line lengths of 15 to 20 cm, which would be
about 10 times the average length investigated with the Ropperi medium pads. Since
line length increases the capacitance and noise linearly, this increase of the line length
could reduce the S/N ratio from around 150 to about 15, which would still be sufficient.
The target pad size of Ropperi is smaller than the tested pad sized, which would decrease
the noise and thus increase the safety margin.
The overall conclusion is, that the Ropperi approach of a hybrid TPC readout with

an ASIC bonded directly to a PCB and GEM amplification is viable in terms of signal-
to-noise. The concrete hardware implementation, however, has proven to be a major
challenge and the developed prototype did not have a sufficient stability. The issue with
the current hardware approach was identified as a large difference in CTE originating
from the different base matierials of PCB and ASIC and solutions were discussed. The
most promising way forward is the development of a ceramic PCB with a CTE similar
to silicon. Feature size limitations, flatness, mechanical machinability as well as cost
are central focus points for a possible future study. Ropperi could become a ’plan B’
option for a highly granular ILD TPC readout, in case the GridPix system runs into a
show-stopper, e.g. in terms of data load, material budget or anode coverage.
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6. Detailed Simulation of a Highly Granular Readout
for a TPC

To investigate the impact of higher granularity on particle identification capabilities of a
time projection chamber, a detailed simulation was carried out. Aside from granularity,
a number of parameters were varied in the simulation to study their impact and optimise
the PID performance.
In the following, the simulation and reconstruction chain is laid out, the role of the
parameters is explained and the results on the PID performance are presented.

6.1. Simulation and Reconstruction Chain

The simulation and reconstruction chain consists of three separate major parts: simu-
lation, reconstruction and analysis. Every step of the first two parts has a number of
parameters, which affect their behaviour. In total, 12 of these parameters were used in
the end to alter the setup, creating a large parameter space for scanning and optimis-
ing. The full chain and the impact of the parameters, which are denoted like this, are
described in the following. An example image of several steps along the way is shown
in Figure 49 and serves as reference throughout this chapter. Generally, one event of
the simulation consists of one incident particle that traverses the sensitive volume and
creates one image that is used for reconstruction.

6.1.1. Simulation setup

A gas volume of variable size and a readout anode on one side was simulated. It uses
the following coordinate system:
The simulated particles traverse the TPC volume in x-direction. The secondary electrons
drift in z-direction towards the anode, which extends in the x-y-plane. The y-direction
is considered the vertical direction for purposes of event displays. The magnetic field
is parallel to the z-direction. The simulated extent of the TPC volume in x is always
300 mm, which is the recorded track length. The extent in y (height) is always 256 pads
of the anode, and thus depends on the simulated anode granularity. The height was
chosen in a way that it contains all secondary electrons even at the smallest pad sizes
and large transversal diffusion conditions simulated in this study.
As TPC gas, parameterised T2K gas was used, affecting the ionisation spectrum and
the diffusion and attachment during drift and amplification. A triple GEM stack was
used, as well as a simplified DAQ which transforms the charge arriving at a pad into an
ADC value.

6.1.2. Detailed simulation

The simulation chain consists of several Marlin processors simulating the different steps
in the detection process from the primary gas ionisation over the drift and the gas ampli-
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Figure 49: Example stages of the TPC-Timepix simlation and reconstruction:
The brown line shows the track of the original MC particle.
The green dots are the positions of the electrons from ionisation after drift
(when they arrive at the GEMs).
The red tiles show the level of activation of the underlying pixel chip from
the charge clouds created by the GEMs.
The blue dots are the reconstructed center positions of the “extracted sources”
based on the pixel charge information.
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fication to the signal readout and digitisation. These processors and their interplay with
the simulation parameters are explained in detail in the following, and listed in Table 6.
In addition, several processors are included which provide more general functionality.
The ConditionsProcessor provides conditions data. The TimePixMapHandlerProcessor
maps the readout channels from channel number to geometric position. The final out-
put is provided by the LCIOOutputProcessor, which stores all generated collection in a
.slcio-file, and the AIDAProcessor, which stores all root histograms generated by other
processors in a .root-file. The simulation chain aims to generate the same detector read-
out raw data as a real detector would so that the same reconstruction and analysis chains
can be used on both simulated raw data as well as (calibrated and aligned) detector raw
data.

Monte Carlo particle generation:
At the start, Monte Carlo particles are generated using a particle gun contained in a
separate python script. The Monte Carlo particles are stored as MCParticles and con-
tain information about the particle, of which flavour, momentum and vertex are needed
for the following steps.

Primary ionisation:
In the first step, the PrimaryIonisationWithClustersProcessor simulates the inci-
dent particle trajectory and the primary ionisation along its way in the sensitive volume.
The processor starts from the vertex information of the Monte Carlo particle and evolves
it through the TPC volume, taking into account its momentum, particle type, magnetic
field and changing curvature due to energy loss. Based on parametrised ionisation tables,
it generates electrons from the ionisation process along the track. This parametrisation
is based on a detailed HEED simulation by [107]. For every ionisation step, the distance
from the last track point and the deposited energy, given as number of secondary elec-
trons, are chosen at random. If the number of secondary electrons exceeds a threshold,
they are placed along a separate delta-electron mini-track, else they are placed at the
position of the ionisation. The output of the processor are individual secondary electrons
and their spatial position, which is stored in a SimTrackerHit collection. In the scope of
this work, the processor was adapted to provide additional cluster information, compared
to the default PrimaryIonisationProcessor which is commonly used in MarlinTPC
simulation setups. For every ionisation step a so-called cluster is generated containing
the position of the ionisation and the number of secondary electrons generated there, as
a second SimTrackerHit collection. To link the individual secondary electrons to their
respective cluster, each cluster receives a unique cluster ID number, which is also stored
with the individual secondaries.
The processor takes the so-called cluster distance factor (CDF) as input parameter, which
artificially increases or decreases the randomised distance between two consecutive clus-
ters by the given factor. This is used to simulate different amounts of ionisation of the
MCParticles in a simplified way.

Drift in the gas volume:
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The DriftProcessor takes each of the generated secondary electrons and simulates
their drift and the corresponding diffusion through the TPC drift volume. The output
is a new SimTrackerHit collection with one entry per secondary electron and its posi-
tion and arrival time. The z-coordinate (in drift direction) is set to the end of the drift
volume, on top of the first GEM at the start of the amplification region. The x- and
y-coordinates are varied randomly according to the expected diffusion, based on gas mix-
ture, electric and magnetic field as well as the individual drift length. The arrival time
contains the drift time modified by the diffusion in z-direction, but this time information
is not utilised in this simulation and reconstruction chain. The DriftProcessor can also
simulate attachment by randomly dropping electrons based on their drift length and the
composition of the gas. This feature was not used, however.
The relevant parameters with respect to the DriftProcessor are the magnetic field (B) as
well as the drift length (DL), which both affect the diffusion. The latter was however not
set as a processor parameter, but is instead a consequence of the chosen geometry and
the position of the initial Monte Carlo particle with respect to the sensitive volume.

Amplification:
The GEMProcessor simulates the amplification stage in a triple GEM stack. For each
drifted electron it calculates a randomised amplification gain. This is based on the three
individual GEM voltages, the electric fields between the GEMs (transfer fields) and be-
tween the third GEM and the anode (induction field), as well as the distances between
the GEM foils. Again, the possibility to simulate electron attachment was available
in the processor, however negligible. In addition to the amplification, the processor
also changes the x- and y-coordinate of the position to the center of the nearest GEM-
hole, based on a hexagonal grid with 140 µm hole-hole distance. The output is another
SimTrackerHit collection, with one entry per drifted electron. In this step each entry
contains the number of electrons after amplification and the new GEM-hole aligned po-
sition. Each entry thus represents the center of a charge cloud.
The relevant input parameters of the GEMProcessor are the three distances between a
GEM foil and the respective next foil or the anode (Gd) and the three GEM voltages (GU).
While the attachment is considered negligible during drift, the strong electric fields be-
tween the GEMs create a considerable electron attachment, which grows with increased
GEM spacing. The GEM voltages determine the overall gain. In principle, both param-
eters can be set individually for each GEM, but were in this study generally altered as
one value applied to each GEM or GEM distance.

Charge distribution:
The ChargeDistributionProcessor takes the aforementioned charge clouds and dis-
tributes them onto the anode. It uses a Gaussian profile for the charge cloud in x and
y, and integrates over the area covered by each readout pad according to the readout
geometry to sum up the charge arriving at that pad. The processor also splits the charge
in time bins, which corresponds to the z-coordinate, but this is undone in the following
pixel-specific digitisation step, and thus this feature is not utilised. The output is a
VoxelTPC collection, specifying the charge at each pad (specified with its channel ID
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according to the geometry) and each time bin.
The processor takes the granularity, respectively the pad pitch (PP), into account, though
not as a processor parameter, but as geometrical information. Here, the pads were sim-
ulated to be square with the given pad pitch as width and height. For given setup, the
extent of the readout plane in x-direction was always 300 mm long, corresponding to
the studied track length, thus having a varying number of pads in x, depending on the
chosen granularity. To limit computing memory usage at very high granularities, the
extent of the readout plane in the y-direction (transverse to the track) was always 256
pads, which means a varying size with varying granularity. It was made sure that even
at large diffusion values the signal was always well covered by the readout plane. The
GEM distances (Gd) are also used by this processor, since they affect the diffusion in the
GEM stack and thus the width of the simulated charge cloud.

Digitisation:
The TimePixNoisyDigitisationProcessor takes the charge in each voxel and, after
summation over the time bins of each pad, converts it into a digital signal of that channel.
It takes into account the partly non-linear response of the Timepix ASIC, in particular
the charge threshold which must be exceeded for the channel to start counting the TOT,
as well as the maximum TOT count of 11810.
Besides the minimum threshold of 500 electrons, an additional threshold (HWT) can be
chosen as input parameter. As a further parameter, and novel compared to the default
TimePixDigitisationProcessor, a noise value (ENC) can be chosen, which adds Gaussian
noise with an adjustable width to the input charge. The output is a SimTimePixRaw-
Data collection and contains the ADC values of each active channel together with the
corresponding channel ID.

Simulated process Processor name LCIO output Parameter(s)
collection type used

Monte Carlo separate particle gun MCParticle -
particle generation (python script)
Primary ionisation PrimaryIonisation.. SimTrackerHit (2) CDF

..WithClustersProcessor
Drift in gas volume DriftProcessor SimTrackerHit B, DL

GEM amplification GEMProcessor SimTrackerHit Gd, GU

Charge distribution ChargeDistribution.. VoxelTPC PP, Gd

..Processor
Digitisation TimePixNoisy.. SimTimePixRawData HWT, ENC

..DigitisationProcessor

Table 6: Steps of the simulation chain, for the parameters see Table 8.
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6.1.3. Reconstruction using the Source-Extractor

The reconstruction chain starts from the simulated raw data to reconstruct the tracks
in the TPC. The emphasis in this work lies on the dE/dx and the cluster reconstruction
to study the particle identification capabilities.
The chain consists of several processors: the SEWriteSlcioToFitsProcessor, the
SExtractClusterProcessor and the SEClusterToHitConverterProcessor (the three
SE-processors) for the actual reconstruction, together with the AIDAProcessor and the
LCIOOutputProcessor to provide the data output. The key part of the reconstruction
however is done outside of the ILCSoft framework by the Source-Extractor software,
which is called via the SExtractClusterProcessor. The SE-processors, which were
originally written by A. Deisting [64], were adapted for this work, to allow among other
improvements for non-square images to be processed.

Data conversion:
To utilise the Source-Extractor a file format transfer is needed. This is done in the
SEWriteSlcioToFitsProcessor which converts the SimTimePixRawData, containing
the ADC values of each channel of the simulated readout anode, from the LCIO format
to the FITS [108] format. This file format is widely used in astrophysics and astroparti-
cle physics, typically to store telescope images containing light-per-channel information
of recorded skymaps.

Source extraction:
The SExtractClusterProcessor runs the Source-Extractor, which consists of four ma-
jor steps: background estimation and subtraction, application of a convolution filter,
thresholding and deblending to identify sources, and measurement of source properties.
The processor takes the FITS input and creates so-called catalogue files in ASCII format
as output, which contain the properties of the identified sources. It performs procedu-
ral steps according to Table 7, which are explained in the following and summarised in
Figure 50. Source-Extractor is steered with a file containing a large number of steer-
ing parameters. The default parameter setting can be found in appendix XY, while
some were also varied as parameters of this reconstruction chain. The Source-Extractor
parameters are denoted in this way in the following.
As first step, the Source Extractor calculates a local background noise level for finite

regions of size BACK_SIZE of the data map. It histograms all pixel data values and
iteratively rejects the extremes of this distribution, until the remaining data lies within
±3σ. The mean of this distribution is then the local background noise level, and is
subtracted from the data.
One major difference between sky maps and the simulated TPC readout data is the
level of background noise: In the TPC data there is no spatially continuous activation
of a majority of the channels by random electrons, as opposed to random photons that
hit a telescope. In other words, a TPC does not have an ambient electron background.
Instead, in each data image, aside from the signal only few channels activate when the
electronics noise exceeds the chosen charge threshold, while most channels contain no
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Figure 50: Principal work diagram of the SE, taken from [109], originally from a previous
version of [63].
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data, see also Figure 17. Thus, in this work the background subtraction was switched off
by setting background mode BACK_TYPE to manual and selecting a subtraction level
BACK_VALUE of 0.
Next, the algorithm applies a convolution filter to the data map. In this process, each

pixel data value is replaced by a sum of contributions from itself and its neighbouring
pixels within a given distance. Each of these contributions is the original value of the
respective pixel multiplied by a weight specified in the convolution matrix. A simple
Gaussian convolution matrix contains the values of a 2-dimensional Gaussian function,
centered around the pixel whose value is to be replaced. This way, the new value contains
contributions with decreasing size the larger the distance to a neighbour. This Gaussian
smearing causes a blurring effect of the image, which can be useful to reduce noisy pixels,
as long as the width of the Gaussian is at most as large as the characteristic sizes of
the objects to be detected. In this work, in most cases a Mexican-hat filter was used
for the convolution. This filter has a central positive Gaussian peak, and a surrounding
broader but flatter negative part. It too is radially symmetric and follows Equation 6
with the radius r and the characteristic width of the Mexican-hat σ = FWHM/2.3548
and FWHM denoting the full-width-half-maximum of the central peak.

M(r) =
1

πσ2
·
(

1− r2

2σ2

)
· e r2

2σ2 (6)

The radial function is shown in Figure 51, and 2-dimensional examples of the pixelised
filter are shown in Figure 52. The effect of the Mexican-hat filter is a smoothing by the
positive part, and a contrast enhancement by the negative part on the scale of its width.
It is important to choose a width of the Mexican-hat close to the size of the structures
under investigating, i.e. the charge clouds arriving on the readout pads, to avoid broad
blurring of the image as well as enhancement of random noise.
The size of the filter is used as variable parameter with two values in the reconstruction.
The first value is the matrix size A in pixels, it must be large enough to contain the
relevant structure of the Mexican-hat. The second value is the full-width-half-maximum
B of the inner Gaussian, again in pixels. They are noted in the following as convolution
filter (CF) “A-B”.
The third major step of the source extraction is the thresholding and deblending to

identify sources, or ’hits’. The algorithm goes through areas of adjacent pixels with
values that exceed a certain detection threshold DETECT_THRESH. This value was
set to 0.0001 to ensure all active pixels are used. If the number of these pixels is
larger than a specified minimum number DETECT_MINAREA (minA) and smaller than a
specified maximum number DETECT_MAXAREA (maxA) of active pixels for a hit, then
at least one source is found, and the so-called multithresholding is applied. Between
the value of the peak pixel in that area and the background value (BACK_VALUE),
a number DEBLEND_NTHRESH of equidistant threshold levels is defined, here 64.
The algorithm then searches for local maxima in the area, between which the pixel
values are below the next lower threshold level. These local maxima are identified as
separate hits (deplending), if they fulfil the minimum and maximum area condition and
if their individual volume is larger than a certain fraction DEBLEND_MINCONT of
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Figure 51: Radial function of the Mexican-hat potential used as convolution filter.

Figure 52: Examples for Mexican-hat convolution filters.
Left: 9-2.5, middle: 9-4, right: 13-4.
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the combined peak volume. The deblending fraction was chosen to be 0.00000001, again
to ensure all available hits are found. This is applied iteratively from the top threshold
level until the background level is reached.
Finally, for each identified source several quantities are extracted and written in an

output file in ASCII format, the so-called catalogue file. This file contains one line
per identified source which states the calculated source parameter values. The output
values chosen in this case are the position, measured as center-of-gravity, (X_IMAGE,
Y_IMAGE), amplitude (FLUX_MAX) and radius (FWHM_IMAGE) of the respective
source.

1. Measure the background and its RMS noise.
This step estimates the faint background light in sky images,
which translates to electronic noise of individual pixels.

2. Subtract background.
3. Filter, i.e. convolve with specified profile.
4. Find objects (thresholding).
5. Deblend detections by breaking detections up into different objects.
6. Measure shapes and positions.

Here, position and radius of identified sources are measured.
7. Clean, i.e. reconsider detections, accounting for contributions from neighbours.
8. Perform photometry.

Here, the amplitude of the identified sources are measured.
9. Classify by level of fuzziness into star- or galaxy-like.

This step is irrelevant for this work.
10. Output catalogue and check images.

Table 7: Steps of the Source-Extractor, from [109].

Data back conversion:
The SEClusterToHitConverterProcessor converts the catalogue files back into the
LCIO format. Each identified source is treated as one TrackerHit, which serves as basis
for further reconstruction and analysis like track finding or dE/dx estimation.

6.1.4. Analysis setup

A dedicated Marlin processor, the ClusterCountingEfficiencyProcessor, was cre-
ated to extract relevant numbers from the identified sources and the data collection at
the intermediate stages of the simulation. The main observables are: the number of
reconstructed sources, or hits, as listed in the catalogue file, the charge of each channel
after digitisation, the number of primary ionisation clusters, and the relationship be-
tween the contribution of secondary electrons to a reconstructed hit and their primary
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cluster. Further details are explained in the results chapter.

6.1.5. Parameter variation

The roles of the different simulation and reconstruction parameters are the following:
The pad size is the key parameter to vary. Throughout the simulation, square pads are
used, and their size is the same as the pad pitch (PP) in x and y. It is the main task
of this chapter to find the behaviour of the PID performance with changing granularity.
Therefore, in the results chapter the pad size will be the abscissa in most performance
plots.
The drift length (DL) is another base parameter. It determines the amount of diffusion,
together with the B-field (B) in a fixed relation. For a given detector with a fixed B-field,
a dependence of the PID performance on the drift length, i.e. regions of the gas volume,
can correlate the applicability of PID with certain physics samples and their angular
spectrum. More broadly, this can also be applied in a comparison between different
detectors with different B-field and TPC sizes in drift direction. In the results, the PID
performance is calculated and displayed for different drift lengths, usually in different
colours.
The cluster distance factor (CDF) is used to simulate different particle species. In most
cases, Monte Carlo muons were used with a CDF of 1.03 (1.19) to simulate pions (kaons),
which corresponds to the working point at 3 GeV. According to Figure 53 from [107],
this approach is valid, since the simulated secondary-electron spectra are the same for
these species. It also protects against numerical artefacts in the simulation coming from
imperfect parametrisation of the different spectra, by instead varying just the overall
scale. At 3 GeV, there is a maximum in the relative ionisation between pions and kaons,
compare Figure 54.

Figure 53: Plots from [107] showing the ionisation of different particle species according
to HEED simulation.
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Figure 54: Ionisation densities of pions and kaons (left), and relative ionisation density
w.r.t. muons (right).

The gain, determined from the GEM voltage (GU), and the convolution filter (CF) were
scanning parameters used for optimisation. For each pad size, several values of these
scanning parameters were simulated, and the ones resulting in the best performance
were selected as result, see chapter 6.2.2. This is valid, since both GU and CF can be
easily altered according to the chosen pad size in a final system. The value of GU is the
voltage applied to each GEM. The CF consists of 2 parameters: the extent of the applied
filter and the full-width-half-maximum of the Mexican-hat shape, both given in pixels.
The minimum and maximum number of adjacent active pixels which are identified as a
source in the reconstruction, MinA and MaxA, were varied to a lesser degree until a stable
result was achieved, but not optimised for.
Most simulation was done without noise, but for dedicated investigations the equivalent
noise charge (ENC) in electrons could be added as Gaussian width to each channel charge.
The effect of noise can be combated by raising the channel threshold. This hardware
threshold (HWT) was set to about 560 electrons by default in the TOT-to-ADC conver-
sion formula, and could be raised if needed.
To reduce statistical uncertainties, a larger number of simulated events per parameter
space point (NEV) could be chosen, which in turn led to a non-negligible increase in disk
usage. Typically, parameters were broadly scanned with NEV= 1000 to narrow down a
window, which was then studied at NEV= 10000 for more reliable results.
The default values for the altered parameters and the range in which they were varied
are given in Table 8.
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parameter short form default value range

cluster distance factor CDF 1 0.25-1.25

magnetic field B 1 T (0-4) T

drift length DL 1000 mm (10-2000) mm

distances between GEMs, Gd (1,1,1) mm [(.1,.1,.1)-(2,2,3)] mm

and third GEM and anode

GEM voltage (for each GEM) GU 280 V (230-300) V

pad pitch (in x and y) PP 220 µm (55-6000) µm

equivalent noise charge ENC 0 e− (0-1000) e−

hardware threshold HWT 561 e− (561-1000) e−

number of events (tracks) NEV 1000 1-10000

convolution filter CF mexican hat with mexican hat with
FWHM of 2.5 pads FWHM of 2-7 pads

hit finding minimum minA 4 4-9
number of active pads

hit finding maximum maxA 1000 1000-10000
number of active pads

Table 8: Default values and used range of the parameters altered in the high granularity
simulation and reconstruction.
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6.2. Results

6.2.1. General Observables

In the first step, the cluster identification efficiency was studied. Given the high den-
sity of electrons after ionisation in the drift volume and the typical diffusion, there is
a significant overlap of electrons from different clusters after drift. This effect is even
increased by the defocusing in the amplification stage. About three quarters of the pri-
mary ionisation clusters contain only one electron, but the Landau tail of the ionisation
process gives a long tail of larger electron numbers with decreasing probability, compare
Figure 55.

Figure 55: Cluster size probability in primary ionisation for T2K gas, analogue to [107].

On the one hand, electrons from a multi-electron cluster often drift apart and con-
tribute to different reconstructed hits. On the other hand, reconstructed hits often
contain additional electrons from these multi-electron clusters. This way, the larger
clusters tend to “contaminate” clusters which otherwise contain only electrons from one
cluster. Due to this, a straight-forward definition of a counting efficiency is not possi-
ble. Instead, a double-unique efficiency is used as a lower limit for the efficiency usually
quoted in literature. It is defined as the number of double-unique primary ionisation
clusters over the total number of clusters, where a cluster is double-unique, when its
electrons contribute to only one reconstructed hit, and that hit contains contributions
from only that one cluster. A specific electron from a cluster is considered to contribute
to the reconstructed hit it is closest to (in the x-y-plane) when it reaches the anode. The
extracted cluster counting efficiency for typical simulation conditions is shown in Fig-
ure 56. It shows that the efficiency, as defined above, reaches reasonable values only for
very small pad sizes below 200 µm. It should be noted that the efficiency grows for larger
drift length, since the electrons drift further apart, which reduces the aforementioned
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contamination effect, especially for single-electron clusters.

Figure 56: Cluster counting efficiency.

Secondly, the cluster counting resolution was determined, based on the number of
reconstructed clusters. An example result for the default simulation setup is shown in
Figure 57, with an RMS over mean of about 3%. This is rather low compared to a typi-
cal dE/dx resolution based on charge summation of about 5 % for a comparable system.
The reason is a saturation effect: With the large number of clusters generated in T2K
gas, there is a significant overlap between the individual GEM charge clouds. A rise in
ionisation, for example by a different particle species, does not cause a proportional rise
in the number of reconstructed hits. This saturation effect can be seen in Figure 58,
where a low ionisation was simulated by stretching the distances between the individual
ionisation interactions of the incident particle, leading to a reduced density of primary
ionisation clusters along the track. While the proportionality of the number of recon-
structed hits to the amount of ionisation is valid for cluster densities below about 50 %
of a typical MIP, this is not the case anymore around 100 % relative cluster density. The
resolution, defined as RMS over mean, is thus not a good measure for the performance
of cluster counting.

This is why in the third step, the separation power S was determined. It is defined
as the difference between the amount of ionisation (measured as number of hits, or as
summed charge) of two different particle species 1 and 2 for a given momentum p, over
the width σ of the ionisation distribution:

S(p) =
|µ1(p)− µ2(p)|
〈σ(p)〉 . (7)

Since this is a differential measure, it is unaffected by the aforementioned saturation
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Figure 57: Resolution based on reconstructed hits from cluster counting.
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Figure 58: Saturation effect in the number of reconstructed hits from cluster counting.
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effect. The width σ is usually the width of one of the ionisation distributions of species 1
or 2, depending which is considered as signal and background. In hadron identification,
pions are often considered background, and thus in literature it is often chosen that
〈σ〉 = σπ. In the more general case here, where a separation power should be computed
independently of the role of the respective species, a combined 〈σ〉 is used:

〈σ(p)〉 =

√
1

2
(σ2

1(p) + σ2
2(p)). (8)

This root-mean-square is used for this combination instead of the arithmetic mean or the
squared sum to keep it comparable to the literature default. Compared to the arithmetic
mean, it also takes into account the case where one of the ionisation distributions is
much wider than the other, which however is generally not the case for the distributions
investigated in this work.
The resulting separation power based on the number of reconstructed hits is shown in
Figure 59. It drops quickly for pad sizes larger than the typical distance of electrons in
a track in T2K gas. Only very small pad sizes below 300 µm provide sufficient cluster
reconstruction to allow for a substantial separation power. In the range of the falling
edge, the cluster counting benefits from longer drift length since the saturation effect is
reduced by transversal diffusion.

Figure 59: Cluster-counting separation power at small pad sizes. Here, the GEM voltages
were, among others, a fixed parameter and not optimised for.

Figure 60 shows a comparison of this cluster-based separation power to the traditional
one using charge summation. Here, no optimisation for GU and CF was applied. The
resulting behaviour in the plot is largely dominated by limitations with respect to the
GEM voltage: For a decreasing pad size below 440 µm, the simulated charge cloud is
distributed over an increasing number of pads, reducing the charge per pad. This leads
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to an increase in the fraction of pads receiveing charge below the fixed threshold level,
leading to loss of information and by this to a decrease in separation power. This
threshold effect can in principle be compensated by increasing the GEM voltages and
by this the amplification, but the default value of 280 V is used as a maximum value,
requiring reasonable stability of actual GEMs. For smaller drift distances this effect is
less pronounced, since the secondary electrons experience less transversal diffusion and
their charge clouds have a larger overlap with more charge per pad on average. For an
increasing pad size above 440 µm, an increasing number of pixels receives more charge
than its counting limit, causing an overflow and again a loss of information. This limits
the achievable separation power severely, but can be compensated easily by reducing the
GEM voltages.

Figure 60: Charge-summation separation power over a wide range of pad sizes. Here,
some parameters including the GEM voltage were fixed.

6.2.2. Paramter Optimisation

In both Figure 59 and Figure 60, GU and CF were fixed at their default values, limiting
the achievable separation power. In particular a variation of the GEM voltages and
thus of the gain allows for further improvement. In the simulated setup, this affects
the aforementioned threshold and overflow effects of the individual data taking pixels.
Figure 61 and Figure 62 show scans of the separation power based on charge summation
depending on the pad size for different GEM voltages, and for a drift length of 200 mm
and 1000 mm, respectively. To cover the entire range of simulated pad sizes, a log-scale
was used. The threshold and overflow effects mentioned in the previous paragraph are
visible for each voltage setting. Since the GEM voltage can be adjusted to the pad size,
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for each pad size the maximum value among the respective curves is chosen to make
a combined curve, as shown in Figure 63. The curves follow the empirical expectation
well, indicated in purple. For very small pad sizes the threshold effect cannot be avoided,
since a maximum GEM voltage of 280 V was assumed, which is considered a reasonable
limit of GEM stability. For pad sizes between about 600 mm and 6000 mm, the optimal
GEM voltage varies between 280 V and 230 V, corresponding to average gain values
between 62,000 and 510, as displayed in Figure 64. Here, a reduced inter-GEM distance
of 1 mm is assumed to enhance the gain, compared to 2 mm (GEM-GEM) and 3 mm
(GEM-anode) gaps in the standard setup with large pads.
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Figure 61: Charge summation separation power depending on pad size and GEM voltage
for 200 mm drift length.
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Figure 62: Charge summation separation power depending on pad size and GEM voltage
for 1000 mm drift length.
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Figure 64: Average gain of the triple GEM stack, depending on the GEM voltage (same
voltage for each GEM) and the distance between the GEMs and between the
third GEM and the anode.

Another adjustable parameter is the convolution filter used by the Source-Extractor
for finding the later hits. Since the filter size is given in matrix entries, equivalent
to pads, the optimal filter should change with granularity. An example is shown in
Figure 65. The filters are ordered by two numbers, indicating the matrix extent (9 or 11
pixels) and the width of the Mexican-hat shape (between 2 and 7 pixels). The same data
was reconstructed with different filter sizes and the resulting separation power plotted.
There is a visible maximum for a filter width of 2.5 to 3 pixels. If the characteristic width
is too small, then the contrast enhancement tends to create artificial structures, which
are then reconstructed as sources and counted as hits. If the width is too large, actual
signal structures tend to be blurred out, reducing the number of correctly reconstructed
sources. Both effects reduce the overall seapration power. Events with a short drift
distance are more affected by a too large filter width than events with a larger drift
distance, because they tend to keep narrow structures of clustered electrons correlated.
If the filter width becomes larger than half the filter matrix extent, the negative part of
the Mexican-hat is cut off and only a wide blurring remains, reducing the performance
severely. To avoid that cutt-off effect, a minimum matrix extent is necessary, but aside
from this, a larger matrix with the same filter width will only moderately affect the
separation power. At a very small filter width, the matrix elements become increasingly
discrete, or less smooth, which numerically limits the effective resemblance of the desired
shape. This in turn limits the overall performance for very small filter width values even
for larger pad sizes.

Figure 66 shows a similar plot, but for a pad size of 55 µm. At this granularity, the
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available parameter space, in particular the optimal gain, becomes narrower and the
overall separation power behaviour is more volatile. The optimal convolution filter size,
however, is well visible at a filter width around 4.5 pixels. This is nearly twice the size
as for the previous pad size of 110 µm, consistent with adapting the filter width to the
granularity.
Examples for Mexican-hat shaped filters are shown in Figure 52.

Figure 65: Scan of the convolution filter for a pad size of 110 µm.

In the following, the respective best performance with respect to GEM voltage and
convolution filter is chosen for each pad size.
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Figure 66: Scan of the convolution filter for a pad size of 55 µm.

6.2.3. Comparison and Combination

After optimisation, the separation power performance for cluster counting and charge
summation is compared in Figure 67. The red and green points show the simulated
data, while the corresponding lines are polynomial fits to these data to guide the eye.

In addition, test-beam based results from the existing readout systems AsianGEM,
GridGEM and Micromegas as well as GridPix were extrapolated to the conditions of
the simulation (in particular the track length) and added to the plot as blue squares
for reference. The extrapolation of test beam results of the existing systems is done as
follows.

The test beams have been performed with electron beams, resulting in a measure-
ment of the dE/dx resolution of electrons Re = σe/µe, based on the mean µe and
width σe of the measured distributions. This needs to be translated to the working
point of this simulation study, i.e. pion-kaon separation at 3 GeV. Following the Bethe-
Bloch equation and Figure 54, the mean ionisation values of pions and kaons relative
to the relativistic plateau of electrons are µπ = 0.880µe and µK = 0.759µe. Let η be:
µπ/µK = 1.16 =: η. Emulating different particle species via a change in the cluster dis-
tance factor is equivalent to changing the gas pressure in the TPC’s sensitive volume.
Therefore, the relative dE/dx resolution R scales like R ∝ L−0.32, according to Equa-
tion 4, e.g. RK/Re = 0.759−0.32 =: ρK . Here, L is the effective track length, which
is equal to the relative ionisation factors 0.880 and 0.759 above, and µ ∝ L1. With
R = σ/µ it follows that σ ∝ L0.68, and σπ/σK = η0.68. Then one can calculate:
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Figure 67: Combined plot for separation power by cluster counting and charge summa-
tion, depending on pad size, in comparison to test beam results of existing
systems and to empirical behaviour.
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This can now be used to translate between the published relative dE/dx resolution
values for electrons and the separation power at the working point.
The GridGEM system [40] reported a dependence of the dE/dx resolution Re(N) on

the number of hits in a track N as Re(N) = Re(0) · N−k, shown in Figure 68, with
Re(0) = 0.587 and k = 0.465, after adjustment to the direct measurement. For the
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simulated track length of 300 mm the row pitch of 5.85 mm gives N = 51, resulting
in Re(51) = 9.43% and via Equation 13 in a separation power of S = 1.47. For an
extrapolation to the ILD TPC the reported resolution is Re,ILD = 4.71%.

The AsianGEM system [43] reported a dE/dx resolution of Re(26) = 13.52% with a
row height of 5.26 mm. Assuming a scaling with Re(N) ∝ N−k similar to the GridGEM
with k = 0.48, 300 mm tracks result in a resolution of Re(57) = 9.28% and a separation
power equivalent of S = 1.50. The reported resolution for the ILD TPC is Re,ILD =
4.61%.

The Micromegas system [44] reported a resolution of Re(192) = 4.8% with a row
height of 7 mm, which is very close to the extent of the ILD TPC. An extrapolation to
300 mm tracks with k = 0.48 gives Re(43) = 9.8% and S = 1.41.
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Figure 68: Extrapolation of the measured dE/dx resolution of the GridGEM system to
the ILD TPC dimensions, from [40]. The fit results given in the plot change,
when an exact match with the measured data point is required, resulting in
a more conservative estimate as indicated in the text.

The GridPix system [46], other than the pad-based ones, reported numbers on the
separation power, since also here a cluster counting algorithm was used. These numbers
have been revised [110], since, and are SCS = 8.6 for charge summation, SCC = 8.7
for a cluster counting approach and Scomb = 9.2 for a combination of the two. This
was calculated for 1 m tracks and by comparing the measured electron data to muon
data emulated from the electron data. For this, 1 m of electron data was taken and
the positions of the reconstructed hits on the Timepix anode were stretched by a factor
of 1/0.7 to fill 1 m, since µµ/µe = 0.7 =: η̃, following the emulation conditions. Then
the same reconstruction algorithms were used on these new hit positions and resulted
in mean and width values for a truncated charge, in case of charge summation, and
a weighted mean distance, in the case of the cluster counting approach. With these
mean and width values, the separation power was calculated using the same formula as
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Equation 7 and Equation 8.
In an attempt to apply the translation above to these published values in order to

translate to a resolution and then back to a pion-kaon separation power it was found
that the dependencies are somewhat different from the ones laid out above. It was
decided within this work, to use more direct approach using the base mean and width
values from the GridPix results (from [111]), in order to provide a fair comparison. The
calculation, based on the measured and emulated values of the truncated charge, is laid
out in the following. For simplicity, units are omitted.

µe,meas = 6347, σe,meas = 262.9 (14)
µµ,meas = 4284, σµ,meas = 212.2 (15)

µµ,meas/µe,meas = 0.675 = η̃1.1, 1.1 =: a (16)
µπ,sim/µe,sim = 0.759 ⇒ µπ,meas = µe,meas · 0.759a = 4684 (17)
µK,sim/µe,sim = 0.880 ⇒ µK,meas = µe,meas · 0.880a = 5513 (18)

This means, if the GridPix method was applied to a target ionisation of pions or
kaons at 3 GeV, then following the same dependence these are the expected mean values.
Similarly for the widths:

σµ,meas/σe,meas = 0.804 = η̃0.611, 0.611 =: b (19)
σπ,meas = σe,meas · 0.759b = 222.2 (20)
σK,meas = σe,meas · 0.880a = 243.2 (21)

These mean and width values can again be used with Equation 7 and Equation 8,
to result in S = 3.56, for 1 m tracks and charge summation only. Since the same base
values are not known in this work for the combined approach, a linear extrapolation
is assumed, by multiplication with 9.2/8.6. In addition, the track length of 0.3 m is
extrapolated with a scaling exponent of k = −0.5. This results in a final separation
power for the GridPix system, translated to the working point in this work of S = 2.09.
Since the current GridPix system has an anode coverage of about 60 %, in addition a
reference point is included at S = 2.09 ·

√
0.6 = 1.62.

The dE/dx resolution reported by GridPix is 4.1 % for charge summation and 1 m
tracks. This can be extrapolated using the same scaling to the ILD TPC and a combined
approach via 4.1 %/

√
1.35/(9.2/8.6) = 3.3 % for a full coverage, and 4.3 % for a 60 %

coverage.
The references values of all systems used in Figure 67 are summarised in Table 9.
In Figure 67, at large pad sizes around 6 mm, comparable to the existing pad-based

systems, the performance of the simulation with charge summation is similar to the ones
observed in experiments at S ≈ 1.5, which serves as general validation of the simulation.
For decreasing pad sizes, a rise in performance is visible following a PP−0.13-behaviour,
as indicated in the plot. This agrees with the empirical observation taking into account
various former experiments as summarised in [51]. The separation power via charge
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Readout system granularity Sπ/K Re,ILD

GridGEM 5.85 mm 1.47 4.71 %
AsianGEM 5.26 mm 1.50 4.61 %
MicroMegas 7 mm 1.41 4.8 %
GridPix, full 55 µm 2.09 4.3 %
GridPix, 60 % 55 µm 1.62 3.3 %

Table 9: Summary of the reference values of the different existing TPC readout system
based on test beam results. The values of the separation power S at the pion-
kaon working point simulated in this chapter are used in Figure 67, the relative
dE/dx resolution values R for the ILD TPC are used in Figure 69.

summation has a maximum around a few hundred µm, depending on the drift length,
and decreases for smaller pads due to the threshold effect explained above. For a drift
distance of 1000 mm, the maximum of about 1.75 lies at a pad size of 1000 µm and 10 %
above the level at 6 mm pad size. For a drift distance of 200 mm, the maximum lies
between 400 and 600 mm and is about 2, exceeding the 6 mm point by about 20 %. For
even smaller pads, the performance via cluster counting surpasses the one via charge
summation at about 500 µm (300 µm) for a drift distance of 1000 mm (200 mm). It
peaks for a pad size of 110 µm at a value of 2 for 1000 mm drift and 2.3 for 200 mm drift,
exceeding the reference value at 6 mm by 20 % and 44 %, respectively. For 55 µm pads,
the cluster counting performance shows a drop, and reaches a similar value as the one
achieved in test beam by the GridPix system, if a full anode coverage is assumed. This
drop is addressed in chapter 6.2.4.

For charge summation, the drift distance is negligible for larger pads >2 mm, but there
is a significant difference for most of the simulated pad sizes, with events at short drift
outperforming ones at large drift. This, however, is due to limitations in the maximum
amplification and simulated electronics readout and could be at least partially compen-
sated by using a setup optimised for the specific pad size.
In contrast, the performance for cluster counting is similar with regard to short and long
drift for most simulated pad sizes, but differs for the smallest ones. Here, the necessary
information of cluster correlation is actually diminished during drift, which can not be
restored by choosing optimised system parameters. This is further investigated in view
of the 55 µm-drop in chapter 6.2.4.

Via Equation 13 the separation power can also be converted into a dE/dx equivalent
for the ILD TPC and compared to the reported or extrapolated values of the test beam
systems, which is done in Figure 69. The plot does not contain additional information,
but may be more convenient for the discussion of different readout options for the ILD
TPC. Pad-based systems with a granularity around 6 mm report a dE/dx resolution
extrapolated to the ILD TPC of about 4.7 %. With a granularity of 1 mm this could be
improved to about 4.2 % via charge summation, and via cluster counting to about 3.5 %
at a granularity below 200 µm. The GridPix system can achieve a dE/dx resolution
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equivalent of 4.3 % with 60 % anode coverage and 3.3 % with a full coverage, at least for
the so far investigated drift lengths of a few cm.

Figure 69: Combined plot of dE/dx resolution equivalent for the ILD TPC, based on sep-
aration power by cluster counting and charge summation, depending on pad
size, in comparison to test beam results of existing systems and to empirical
behaviour.

In a further step, one can try to combine charge summation and cluster counting for
each pad size, since both algorithms can be applied simultaneously. The two estimates
for the energy loss, the recorded charge and the number of hits, were linearly combined
with an optimised relative factor for each granularity. The resulting combined observable
was then used to measure the separation of the simulated pions and kaons. Figure 70
and Figure 71 show that for a fixed GEM voltage, there is a clear transition region
visible, where both algorithms contribute to the performance. However, with a variable
GEM voltage, the two algorithms have different optimal gain values at most pad sizes.
Thus, the combined observable is calculated for each GEM voltage, and again the best
performing voltage is chosen for that pad size. Generally, the best combination does
not perform significantly better than chosing the best of either charge summation or
cluster counting. This means, that the resulting combined separation power only adds
a negligible improvement when compared to a system optimised for the best fitting
algorithm. This is true for short and long drift distances.
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Figure 70: Combined separation power by charge summation and cluster counting, for
a drift length of 200 mm. Left for a fixed GEM voltage of 280 V, right after
GEM voltage optimisation, where every point reflects a different, optimal
GU, but the combination was done for the same GU for cluster counting and
charge summation.

Figure 71: Combined separation power by charge summation and cluster counting, for
a drift length of 1000 mm. Left for a fixed GEM voltage of 280 V, right after
GEM voltage optimisation, where every point reflects a different, optimal
GU, but the combination was done for the same GU for cluster counting and
charge summation.
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6.2.4. The 55 µm Situation

In Figure 67 the question remains why the separation power via cluster counting at 55 µm
is lower than at 110 µm pad size instead of further increasing. One clear limitation is
still the gain at the maximum GEM voltage: For charge summation, already at a pad
size of around 1 mm the gain is insufficient to maintain the necessary charge information
against the pixel threshold. This effect becomes relevant for cluster counting too, but
only at a pad size below 110 µm. Allowing for a GEM voltage of 300 V, which is equal
to a gain of about 384 k, raises the 55 µm point to about the level of the one at 110 µm,
which also still slightly increases indicating a moderate threshold effect also for this pad
size. Further studies, summarised in Figure 72, revealed another limiting aspect: the
charge cloud size. If the characteristic features of the electron clusters get blurred out
too much by the charge clouds in the amplification process, caused by the diffusion in the
GEM stack, the increase in granularity becomes irrelevant. In simulation it is possible
to reduce the charge cloud size to overcome this effect by reducing the distance between
the GEMs. The simulated diffusion values are given in Table 10. By significantly
reducing the transversal diffusion this way to about a third of the default value, the
55 µm point for cluster counting shifts up further and gets close to a separation power
of 2.8, while the 110 µm point stays lower. This now describes one way to emulate
the conditions of extreme anode and amplification granularity in the GridPix system,
resulting in a performance exceeding the GridPix test beam results, instead being close
to an extrapolation of the empirical expectation curve. This result indicates that the
GridPix result may possibly be further improved with an optimised cluster counting
algorithm, as opposed to the weighted mean distance algorithm.
It should however be noted that the simulated conditions are hardly physical, let alone

achievable in a real setup with GEMs: a voltage of 300 V is not considered stable any
more and would likely lead to frequent discharges in the GEMs. An inter-GEM distance
of 0.1 mm would be mechanically more than challenging, in particular considering that
even with the recently flatness-optimised GEM-glueing procedure, an overall flatness
with an RMS of 41 µm could be achieved [40]. In addition, deformations of the GEMs
can happen in the GEM stack when high voltage is applied, leading to a further change
in the distances. Finally, the separation power value close to the GridPix could only be
achieved with a very short drift distance. Otherwise, the diffusion during drift would
again eradicate the cluster information, which the assumed extreme conditions made
available. The identification of primary electron clusters can only reach the highest
levels, if all three aspects that limit the spatial reconstruction are optimised: transversal
diffusion in the drift volume via a short drift distance, diffusion in the amplification
stage via minimised GEM distances, and reconstruction uncertainty from the anode
granularity.
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GEM distances
Gd / mm σtrans/mm σlong/mm

2, 2, 3 0.358 0.129
1, 1, 1 0.232 0.0826

0.5, 0.5, 0.5 0.164 0.0584
0.1, 0.1, 0.1 0.0734 0.0261

Table 10: Transversial and longitudinal diffusion used in the simulated amplification
stage depending on the inter-GEM and GEM-anode distances.

Figure 72: Separation power for extreme parameter values, depending on transverse dif-
fusion (Table 10). Values in the legend are drift length and pad size; a GEM
voltage of 300 V was used. The blue line represents the performance of the
pixel-based readout.
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6.3. Conclusion

6.3.1. Summary and Discussion

In order to study the dependence of the PID performance of a GEM-based TPC readout
on its anode granularity, a detailed simulation chain was set up. The software package
Source-Extractor was implemented in to this chain to reconstruct primary ionisation
clusters. With this reconstruction tool, an effective cluster counting capability could
be established. A large parameter space was scanned and the gain and reconstruction
algorithm were optimised for each scanning point. The results of this simulation study
span two orders of magnitude in granularity and thus manage to connect the published
performances of existing pad-based and pixel-based systems. For mm-sized pads, charge
summation performance increases according to empirical expectations with increasing
granularity, until it becomes limited by the maximum gain and drops off. For pads
below 500 µm, cluster counting becomes effective and outperforms charge summation.
For the smallest simulated pads, cluster counting can perform on the same level as the
pixel-based system.

The study of the situation at the smallest pad sizes does not indicate how a conven-
tional GEM stack could be modified to enable highest performance at 55 µm granularity,
but rather that the aforementioned kinds of limitations would need to be overcome to
achieve this. It is also a contribution to a potential later study connecting the pad-based
systems with the pixel-based ones at a more fundamental level throughout the simula-
tion chain. Such a study would need to look further into availability and loss of spatial
information and cluster correlation, and how this depends on the different technologies.
If the spatial uncertainty from diffusion and granularity is kept at a minimum in each
step of the signal progression, the separation power performance can even be further
increased, indicating a possible path of improvement for the pixel-based system via a
dedicated cluster-counting algorithm. At the same time, the simulation indicates that
in an ILD-like detector the drift distance and the corresponding diffusion may funda-
mentally limit the potential of cluster counting to a performance which can already be
achieved with a somewhat reduced granularity between 100 µm and 300 µm.

Compared to the pad-based systems, it is however clear that a significantly improved
PID performance can be achieved with increased granularity, even with charge summa-
tion: from 4.7 % with 6 mm pads, to 4.2 % with 1 mm pads and charge summation, to
3.7 % with 165 µm pads, and potentially up to 3.3 % or better with GridPix, at least
for short drift lengths. This motivates physics analyses which show their performance
dependence on the dE/dx resolution to indicate what level of dE/dx is beneficial or
even required for the ILD physics performance. To compare the default ILD case with
about 4.7 % to the case of no TPC, i.e. without a dE/dx observable or a rather limited,
silicon-based one, and to the case of a very optimised readout setup with a resolution in
the order of 3 %, first an assessment and calibration of the currently implemented dE/dx
calculation is performed in chapter 7, and one such analysis is presented in chapter 8
showing the dependence of physics observables on the dE/dx resolution.
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6.3.2. Points of Improvement of the Simulation

Apart from the intrinsic limitation of a simulation regarding simplification and numerical
precision, there are several points within the existing simulation and reconstruction chain
that can be a target of future attempts of improvement. Generally, the simulation should
in principle be compared to test beam measurements with a dedicated GEM-based high-
granularity system, like a successor of the Ropperi system.
It is known that the ionisation parametrisation used by the

PrimaryIonisationWithClusterProcessor does not entirely reflect measurements, in
particular the spectrum of secondary electrons. This could affect the absolute measure
of number of reconstructed clusters, as well as measured charge. This issue is compen-
sated by using a differential measure, the separation power, as well as by stressing the
relative performance behaviour with respect to the pad size and in comparison to the
charge summation measure, rather than pointing to absolute measures. Nonetheless,
the ionisation spectrum can impact the separation power in a non-trivial way and might
benefit from a novel implementation with higher accuracy.

After an initial optimisation of many input parameters of the Source-Extractor for a
default working point, only one parameter, the convolution filter, was used as a scanning
tool for point-by-point optimisation. The minimum and maximum numbers of active
pads to be identified as a source were also checked, but a complete scan was not possible
in the scope of this thesis. Therefore, there is still a range of parameters available to be
investigated in future optimisation studies.

In this study, only either the number of reconstructed sources/hits or the registered
channel charge was used to calculate a dE/dx estimator. It is possible that using more
information on the hit level, like width and amplitude (integrated charge), could result
in a better estimator. For example, the correlation of hit size and contributing clusters
could be studied to weigh large hits accordingly stronger whilst counting them.

The source-extractor convolution filter in all cases had a central Gaussian shape.
Other filters, or using none at all, could be investigated. The typical shapes of anode
responses to individual electrons or clusters could be quantified and used to derive an
optimised convolution filter in terms of radial dependence and possibly even angular.
Finally, a neural network could be applied to optimise the convolution filter, either with
a dedicated tool or, as suggested in the handbook, with the EyE software [112], which
performs so-called ’retina-filtering’.

Most simulation was done without channel noise, assuming it can be mitigated in the
reconstruction. There are several ways conceivable to do so. Firstly, the SE has the
option to scan the input image for background and then subtract it. Only the part
above background is then used for source identification. Secondly, one could apply a
multi-step approach: using a broad convolution filter or a large threshold value, the SE
would identify only a limited number of sources associated with the track, but hardly
any stemming from noise. These sources can be used for a simple track finding, e.g. by
Hough transformation to identify the corridor on the image in which hits are expected. A
regular source extraction can then be done on only this corridor for a dE/dx estimator.
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7. Particle Identification Performance of a Full ILD
Simulation

A multi-purpose detector like the ILD has more than one way to identify particles.
While the previous chapters concentrated on the TPC’s dE/dx measurement, it has
also the capability to identify particle decays in-flight, the so-called V0-finding. With a
sufficient lever arm, a measurement of the time-of-flight allows to identify low-momentum
particles. This is not yet included in the ILD baseline design, but is studied here in
simulation in order to assess the potential benefit of this technique. In this chapter, for
each method the software implementation in the parameterised simulation of the full
ILD is laid out and their respective performances are displayed, with a particular focus
on the dE/dx-measurement.

7.1. Software for a Full ILD dE/dx Measurement

The main tool to calculate the specific energy loss of a track in a full-ILD simulation and
reconstruction is the Compute_dEdxProcessor. It was created by M. Kurata, and revised
and extended within this work. Its functionality will be described in the following.

The Compute_dEdxProcessor takes individual tracks that were found by the tracking
software and calculates a dE/dx estimate for each track and attaches it to the track
object. For this, the processor takes all hits associated with the track and calculates
the local dE/dx of each hit by dividing the deposited energy of the hit by the cartesian
distance to the previous hit. In the context of this work, alternate ways to calculate
the hit dE/dx, taking curvature and missing hits into account, were implemented, but
the current algorithm reflects the simulation conditions well and delivers the best per-
formance. To make a dE/dx estimate for the entire tack, a trimmed truncated mean is
calculated, with a truncation fraction of 30 % and a trimming fraction of 5 %. For tracks
which revolve in the magnetic field and return into the TPC or curl entirely inside it,
only the first half circle of the track is taken into account when combining hits.
The physics lists used in Geant4 work well for showers in the calorimeter, but less so
for ionisation in the TPC gas. The resulting hit energy distribution is too narrow com-
pared to beam test results, leading to a too good dE/dx resolution. Therefore, each
track dE/dx estimate is smeared with a random number following Gaussian distribu-
tion, whose width is called smearing factor. This smearing factor is gauged so that the
final track dE/dx distribution has a width corresponding to beam test results.

7.2. Performance of Full ILD dE/dx-Based PID

To assess the performance of the dE/dx-measurement, a new piece of software, the
dEdxAnalyser, was implemented as a Marlin processor. It collects a large number of
dE/dx-related observables, sorts and stores them, processes them to higher-level observ-
ables like separation power, and allows for a quick display of the results. Its implemen-
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tation into iLCSoft should benefit and ease future related analyses. In this chapter,
the single-particle samples of the 2018 production (chapter 4.5) were used, if not stated
otherwise. Only tracks connected to reconstructed PFOs were used and were associated
with the species of the MC particles connected to the PFO.
The first and most fundamental plot is the Bethe-Bloch curves, shown in Figure 73

for single-particle tracks. Individual particles of the five species electrons, muons, pions,
kaons and protons (P5) with random momentum (approximately flat in log(p)) origi-
nating from the interaction point were shot isotropically into the detector. The plot
shows the energy loss in the TPC as deposited energy per traversed distance over the
particle’s momentum for each track. The individual bands correspond to the five par-
ticle species, with pions and muons fully overlapping within the given resolution. Two
very thin additional bands correspond to deuterium and tritium nuclei which can be
produced in occasional hard scattering processes of the simulated initial particles in the
the inner tracking system. The vertical width of the bands is related to the resolution,
and for each bin in momentum one can define the dE/dx-resolution as σdE/dx = σi

µi
with

µi and σi being the mean and width of a (vertical) Gaussian fit applied to bin i of the
individual band.

The result of this bin-wise vertical Gaussian fit is shown in Figure 74 (mean and
width) and Figure 75 (constant term and χ2/ndf) for pions. In Figure 76 the resulting
dE/dx-resolution vs. momentum is plotted. Below a momentum of 1 GeV, the resolution
worsens because the pion momentum is too small to reach the outer rows of the TPC.
Since only the first half circle of each track is utilised in the track dE/dx calculation,
fewer than the maximum number of hits are taken into account this way, which limits
the resulting resolution.
To receive a single resolution number for all tracks of one species, the resolution vs.
momentum plot is ’integrated’ above 1 GeV by filling the energy loss of each track into
a histogram after dividing it by the average energy loss in the corresponding momentum
bin, as extracted from the Bethe-Bloch curve. The width of the resulting distribution,
seen in Figure 77 for pions, is then a measure for the overall dE/dx-resolution of that
particle species in the detector.
All curves for single particles are given in chapter A.1.

A more direct connection to the final PID is the separation power between species. It
is defined analogous to Equation 7 and Equation 8 as

S =
|µ1 − µ2|
〈σ〉 (22)

with µi the mean energy loss for species i and 〈σ〉 being a mean width of the energy loss
of the two species being compared, and

〈σ〉 =

√
1

2
(σ2

1 + σ2
2) (23)
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Figure 73: Bethe-Bloch curves for large ILD single particles.
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Figure 74: Mean (a) and width (b) of a Gaussian fit in each momentum bin to the
Bethe-Bloch curve of single pions.
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Figure 75: Constant (a) and χ2/ndf (b) of a Gaussian fit in each momentum bin to the
Bethe-Bloch curve of single pions. The Constant shows that the distribution
of particles used in the sample is roughly flat in log(p) for momenta above
500 MeV. Above about 200 MeV the χ2/ndf is distributed around one.
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Figure 76: dE/dx-resolution of single pions over momentum. The resolution is calculated
bin-wise by division of the Gaussian fit result width over mean.
For p > 1 GeV the dE/dx-resolution ist nearly flat and has a value close to the
design value. For p < 1 GeV the resolution worsens because the track curls
and its first half has fewer than 220 hits, which are being used to calculate
the dE/dx.
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Figure 77: Combined dE/dx resolution of pions above 1 GeV momentum. A Guassian
fit is depicted as a red curve, with its mean and σ highlighted.

with σi the width of the energy loss for species i. Since the Bethe-Bloch bands have about
the same width for each species for most momentum bins, the difference between using
the width of only one species and this combination of two species is mostly negligible.
The quantity S is calculated for each momentum bin. As example, the separation
power of electrons vs. each other species is shown in Figure 78. In the peak region
the separation power reaches a value of 8 to 10, meaning in a more practical way that
the two Bethe-Bloch curves are 8σ apart from each other, which leads to very small
remaining cross-contamination and near perfect separation. The momentum region with
S > 3 is often considered the area of effective separation. The separation power of all
combinations of particle species can be found in chapter A.1.

Electrons and muons with a transverse momentum larger than about 1 GeV can be
identified rather well based on their ECal and HCal cluster shapes. For lower momenta,
electrons have a large separation power by dE/dx with respect to the other charged
particles species, as displayed in Figure 78. Muons, on the other hand, have a large
overlap of their Bethe-Bloch band with pions, since their masses are close to each other,
and dE/dx cannot be used to effectively differentiate them. However, at low momenta
their cluster signature in the forward calorimeter system can be used to identify muons
(pions) with an efficiency above 75 % (50 %) for momenta as low as 300 MeV [113]. Thus,
the quantities mostly used to classify a detector’s PID performance and compare it to
others are pion-kaon and kaon-proton separation. In the context of the IDR, the two
detector options IDR-L and IDR-S (see chapter 2.3) are compared, since the different
TPC sizes should have a sizable effect on the dE/dx performance. In Figure 79, prepared
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Figure 78: Separation power of electrons vs. each other species.

for the IDR, the pion-kaon separation and kaon-proton separation are compared for the
two detector options. As expected, the larger TPC radius of the IDR-L allows for a
better dE/dx performance. For pion-kaon separation, in the peak region at a few GeV
the separation power reaches up to 3.3 for IDR-L and 2.8 for IDR-S. Similarly at higher
momenta, the kaon-proton separation reaches 1.8 for IDR-L and 1.5 for IDR-S. This
factor of about 1.2 between the two options stretches across nearly the entire momentum
range and is non-negligible in later PID applications.
To evaluate the applicability of the single-particle studies to PFOs in full events with
multiple tracks at once, the dE/dx-resolution of pions and the pion-kaon separation
are compared between single particle samples and 6f-ttbar samples at 500 GeV. In tt̄
events between 2 and 6 jets are created with a large number of hadrons originating from
hadronisation. If tracks overlap, the readout channels in the overlap region are discarded
for the dE/dx calculation, since the individual contributions of the tracks can not be
easily interpolated or fitted. This reduces the usable number of track hits, leading to a
worse dE/dx-resolution and separation power. This effect increases with larger channel
foot print, since the entire area covered by one channel cannot be used in case of an
overlap, even if this overlap would only actually occur in a fraction of that area. Thus,
higher readout granularity helps to mitigate this performance reduction. Figure 80
shows that for ILD this performance reduction is small and both dE/dx resolution and
separation power are nearly as good in tt̄ events as in single particles. The plot also
shows that the available statistics of tracks in the tt̄ samples are much larger compared to
the single particles, leading to much smaller statistical fluctuations between momentum
bins.
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Figure 79: Pion-kaon and kaon-proton separation in large and small ILD. The continuous
lines are polynomial fits over log(p) and just to guide the eye. The large ILD
has an about 20 % higher separation power compared to the small ILD over
the full momentum range.

Figure 80: dE/dx resolution of pions (left) and pion-kaon separation power (right), in
comparison between single particles and full tt̄ events, for the large ILD model.
The performance in complex, more realistic tt̄ events is nearly the same as in
single particles.
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7.3. Calibration of the dE/dx Simulation

After a change in the Geant4 version from v10.3.2 to v10.4.3 for the 2020 MC production
the hit energy distribution had changed (comp. Figure 81). The new hit energy is much
closer to test beam measurements [40], but this made recalibration of the smearing factor
necessary. A procedure for this was developed and is laid out in the following.

Figure 81: Hit energy distribution of TPC hits from single pions with ionisation by
Geant4, comparing the 2018 and 2020 MC productions to test beam mea-
surements [40].

By re-running the Compute_dEdxProcessor without a smearing factor, the intrinsic
width of the track dE/dx distribution only based on Geant4 can be extracted. In the
2018 production this intrinsic width is 2.8 %, so the smearing factor was calibrated to
3.5 %, leading to a final dE/dx resolution of about 4.5 %, which is consistent with a
naive combination via

√
2.82 + 3.52 = 4.48. In the 2020 production the intrinsic width is

3.8 %, which would lead to a new smearing factor of 2.4 % with this naive approach. This
adapted smearing factor led to a more accurate overall dE/dx resolution, but showed
significant differences between the investigated particle species, see Figure 82. This had
not been observed before, since the differences were largely smeared out by the smearing
factor. However, this difference between the species is consistent with the underlying
distribution when mass is considered by looking at the dE/dx resolution distribution
over βγ of each particle instead of its momentum, see Figure 83. All particles follow the
same basic distribution which approaches a certain asymptotic value σ0, as indicated
in the figure, for large βγ. The rises of each curve to its low-βγ end are the areas in
momentum where each particle has less than 1 GeV/c momentum and curls in the TPC,
leading to a drop in hit number and thus a rapid worsening of the dE/dx resolution
(along with much smaller statistics). This way, within a given momentum range, each
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species is sampled at a different part in the βγ-space, which leads to a different effective
dE/dx resolution for each species.

To calibrate the simulation to beam test results the conditions of the particles in-
vestigated in simulation should be as similar to the ones in beam tests. In the beam
tests of the LCTPC collaboration which are used as reference for the ILD simulation,
the particles used are electrons with a momentum of 5 GeV/c, moving through the large
prototype TPC parallel to the anode and cathode. These conditions were met in simu-
lation by only using electrons with a momentum 3 GeV/c < p < 10 GeV/c and an angle
λ relative to the cathode with 1◦ < |λ| < 10◦. Angles below 1◦ were excluded to avoid
electrons, which all start at the IP, from interacting with the cathode. In addition, since
the reference dE/dx-resolution of the beam test results is extrapolated to the maximum
number of 220 hits, track with fewer than 200 hits were excluded. These cuts left about
2300 electrons of the 100 k in the single particle sample.

Figure 82: Effective dE/dx resolution for the P5 in single particle samples, comparing the
2018 MC production with the 2020 test production with the 2018 smearing
factor and a reduced smearing factor of 2.4 %.

Given the properties of these fiducial electrons, i.e. large βγ and large number of hits,
they have a better dE/dx resolution than the average of all particles. This led to the
observation that fiducial electrons in the 2018 production had an effective resolution
of 4.3 %, and in the 2020 production with the previously proposed smearing factor of
2.4 % had a resolution of 4.2 %. This is both smaller than the values reported by the
LCTPC collaboration. Instead, a larger smearing factor of 2.9 % needs to be applied in
simulation in order for fiducial electrons to have an effective dE/dx resolution of 4.5 %,
see Figure 84. Consequently, the final effective resolution values for the heavier particles,
as displayed in Figure 85, are worse than the ones of electrons. They are also somewhat
worse than the respective values from the 2018 production, but more realistic due to
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Figure 83: dE/dx resolution of the P5 vs. βγ in the 2020 MC test production.

a smaller necessary smearing factor and due to the calibration with respect to fiducial
electrons.
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Figure 84: Track relative dE/dx distribution of fiducial electrons, comparing the 2018
MC production with the 2020 test production with the 2018 smearing factor
and a reduced smearing factor of 2.9 %.

Figure 85: Effective dE/dx resolution for the P5 in single particle samples, comparing the
2018 MC production with the 2020 test production with the 2018 smearing
factor and a reduced smearing factor of 2.9 %.
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7.4. V0-finding PID at ILD

With its large number of track points, the TPC allows to efficiently identify decays of
neutral medium-lived particles inside the tracker by their decay products. This procedure
is called ’V0-finding’ and applies to K0

S and Λ, if they decay inside the tracking volume,
and γ if they undergo e+-e−-pair production. K0

S has a typical decay length of cτ =
2.68 cm and decays to about 70 % into charged pion pairs. Λ decays to about 64 % into
a proton and a pion with cτ = 7.89 cm. Photons can interact with the material and
create electron-positron pairs.
To identify these initial neutral particles, a dedicated Marlin processor, the V0Finder,

creates combinations of all tracks with each other and calculates the invariant mass of
the combination. If it is consistent with the masses of K0

S or Λ within 20 MeV or a γ
within 10 MeV, the two tracks are stored as the corresponding V0-particle. Since both
K0
S and Λ are strange particles, this is a way to tag strangeness.
The efficiency of tagging massive V0s depends strongly on their momentum, since a

cut on the minimum distance of the V0 decay vertex from the IP is applied to suppress
combinatorial background. The default value of this radial cut used in MC productions
is 30 mm for K0

S and 50 mm for Λ. This cuts away a large portion of low momentum V0
particles which decay at smaller radii, significantly reducing the overall efficiency of the
processor.
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Figure 86: Reconstruction efficiency of the V0Finder for K0
S (left) and Λ (right), for

different particle momenta and depending on the chosen radial cut (minimum
distance from IP).
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7.5. Time-Of-Flight PID at ILD

Another way to identify particles is by reconstructing their mass from a time-of-flight
measurement (TOF). For charged particles, the travel time from the interaction point
to a certain detector layer which measures the arrival time, in this case the electromag-
netic calorimeter (ECAL), is compared to the path length of the reconstructed track to
calculate the velocity or β of the particle. The MarlinReco software contains a TOF
estimator, which was implemented following [114] and [115] and will be explained along
Figure 87 in the following.

Figure 87: Scheme of the time-of-flight measurement, from [114].

For each PFO, both time difference and path length are calculated between the IP
and the entry point into the ECAL Pcalo. The path length ltrk is calculated based on
the helix fit to the track points, which determines the point of closest approach to the
IP PIP , the track curvature ω, the angle at the IP and Pcalo, ΦIP and Φcalo, as well as
the track inclination angle λ:

ltrk =

(
ΦIP − Φcalo

ω
·
√

1 + tan2(λ)

)
. (24)

For the time measurement, an average of up to 10 ECAL hits is used: For each of the
first 10 ECAL layers, the hit closest to a linear extrapolation of the track from Pcalo
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into the ECAL is used, if one is registered in the calorimeter cluster associated with the
PFO in that layer. In the simulation, the time assigned to each hit is the time since the
initial hard scattering event at the IP. This hit time is smeared by adding a Gaussian
with a certain width, reflecting a finite timing resolution. To estimate the time at Pcalo,
each hit time is corrected by assuming a linear travel of a signal-creating particle with
the speed of light from Pcalo to the hit position Phit. Those corrected hit times are then
averaged to result in an estimate for the cluster time tclu at Pcalo.

thit,cor = thit − dist(Pcalo,Phit)
c

(25)

tclu =
∑N

i=0 ti,cor (26)

Given the path length and the time, an estimate for the speed of the PFO, respectively
its β can be calculated. A PFO mass mPFO can be reconstructed by taking into account
the reconstructed momentum p of the PFO, which is an estimate for its momentum at
the IP.

β =
v

c
=
ltrk/tclu

c
(27)

mPFO =

√
p2

β2
− p2 (28)

Several simplifications in this procedure can introduce a systematic error to the β
and mass estimates: the linear extrapolation of the track into the ECAL despite it
being inside the solenoid, the correction of the hit times to the reference point using
linear travel at the speed of light, and using the reconstructed momentum at the IP.
Future updates to the TOF estimation software should investigate the systematic bias
introduced this way and aim to remove it or correct for it. Furthermore, in the current
version of the software, only the barrel ECal is used to measure the TOF of particles.
This should be extended to the endcap calorimeter system.
For the IDR production of MC data, several different time resolutions were used,

added as Gaussian width to each hit time. For the single particle calibration files, 10 ps,
50 ps and 100 ps estimators are available, while in the large full-SM production, 0 ps,
10 ps and 50 ps were used. Providing several estimators allows for comparison. At the
time of writing of this thesis, a hit time resolution in the ECAL of 100 ps is assessed
as doable, 50 ps as ambitious but achievable, and 10 ps as requiring substantial research
and development and dedication. In real data, the hit time is measured with respect to
the reference clock aligned to the brunch crossings. Since the foreseen bunch length at
the ILC is σz ≈ 300 µm, the bunch crossings take place within a ps, which is negligible
compared to achievable hit time resolutions. A certain timing resolution target puts,
however, contraints on the overall clock synchronisation, which also needs to be negligi-
bly precise.

A first study of the TOF performance was done by S. Dharani in [6]. This work
extended the analysis and combined the TOF and dE/dx performances.
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The TOF performance of a full ILD simulation can be seen in Figure 88 and Figure 89.
In Figure 88 the measured β of single particles is displayed, leading to characteristic
bands for each mass, which separate well up to a few GeV. Even for single particles,
spurious hits are present in the plot which mostly come from mis-measured particles that
scattered in the tracker material or from back-scatter from the calorimeters. In Figure 89
the PID performance measured in π/K-separation can be seen, where it is combined with
the corresponding dE/dx performance by square-root adding the separation power. For
single particles, also 100 ps ECAL hit time resolution was simulated. TOF starts to
work as soon as the particles have sufficient transverse momentum to reach the ECAL,
which is the case at about 1 GeV for the large ILD model. At low momenta TOF is
very effective and provides great separation power. This quickly reduces with growing
momentum and becomes negligible at about 3.5 GeV, 4.5 GeV and 6 GeV for a time
resolution of 100 ps, 50 ps and 10 ps, respectively, when requiring a separation power of
at least 2. This way, TOF combines well with dE/dx-PID by covering the minimum
of the dE/dx separation power where the corresponding Bethe-Bloch bands overlap.
In the example of π/K, this is the case at 1 GeV, where TOF starts to be available
and is most effective. TOF dominates the separation power up to a few GeV, where it
becomes comparable to dE/dx and a direct combination of dE/dx and TOF information
exceeds the individual contributions. TOF then quickly becomes negligible, while dE/dx
continues to perform at a relevant level up to several 10 GeV. Figure 90 shows the same
plot for kaon-proton separation. Here, TOF becomes more effective, since kaons and
protons have larger masses and can be distinguished by TOF up to 6, 7.5 or 9 GeV with
a hit timing resolution of 100, 50 or 10 ps, respectively, and again covers the blind spot
of dE/dx at about 2.5 GeV. At the same time, the dE/dx separation power is effective
up to several 10 GeV, but only up to S = 1.8.
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Figure 88: TOF-reconstructed β over reconstructed momentum for single particles, as-
suming an ECal hit time resolution of 50 ps. The three bands correspond to
pions, kaons and protons, from the top, and are well separated up to a few
GeV.

1 2 4 6 8 10 20
Momentum (GeV/c)

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

π
/K

S
ep

ar
at

io
n

P
ow

er

π/K, dEdx

π/K, TOF10

π/K, combined

π/K, TOF50

π/K, combined

π/K, TOF100

π/K, combined

Figure 89: Pion-kaon separation in dE/dx and TOF [6] for 3 different single-hit time
resolutions. The continuous lines are polynomial (dE/dx) and exponential
(TOF) fits over log(p) and just to guide the eye. The plot was prepared
for [7].
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Figure 90: Kaon-proton separation in dE/dx and TOF [6] for 3 different single-hit time
resolutions. The continuous lines are polynomial (dE/dx) and exponential
(TOF) fits over log(p) and just to guide the eye. The plot was prepared
for [7].
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8. Application of Advanced Particle Identification to
Physics Events in a Full ILD Simulation

After showing how an improved particle separation with increased dE/dx resolution can
be achieved, now its impact on high level observables, including the flavour tag, branch-
ing fraction and reconstructed mass will be investigated.
The achievable precision of the mass of the charged kaon, whose exact value is a long-
standing open question, is estimated using PID and reconstructed momentum only. This
shows the prospects of a highly precise detector like ILD.
The decay of W bosons is taken as an example to show the impact of tracking-based
flavour tagging on the separation of different W-decay channels compared to the conven-
tional vertex-based tagging algorithm. The role of dE/dx in particular is tracked in a
full detector simulation, leading to improved particle ID and finally to an improvement
in separating different W-decay modes.

For both analyses, samples of the MC production of 2018 [77] with a centre-of-mass
energy of 500 GeV were used, see chapter 4.5.
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8.1. Kaon Mass Measurement Prospects

One application of the PID capabilities of the ILD is to solve a long-standing open ques-
tion: the mass of the charged kaon. The current best estimate mK = (493.664± 0.013)
MeV published in the Particle Data Group particle physics review [13] is a combination
of several measurements from the early 1990s. All the measurements were done with
kaonic atoms formed by leading a slow kaon particle beam into a target material. The
x-ray spectra of the kaonic atom’s energy levels were observed and compared to theo-
retical calculations, which depend on the kaon mass. The leading two contributions to
the combined estimate are two particularly sensitive energy transitions in different base
elements, carbon and lead, measured by two different groups [14, 15], which disagree
with each other beyond the 3σ-level, as shown in Figure 91. In the calculation of the
kaon mass world average this disagreement is compensated by scaling up the error by a
factor of 2.3 to the current value of 13 keV.
Using the luminosity of the ILC to produce a large number of charged kaons, and the
PID capability of ILD to reconstruct them correctly and measure their mass, could help
resolve the disagreement. In this chapter, the prospects of ILD to measure the charged
kaon mass will be quantified.
To measure the mass of charged kaons, no specific physics process is necessary, rather

an as large as possible number of kaons should be collected from any process. For this
thesis, a full simulation and reconstruction including PID of physics processes at ILD
was available for a center-of-mass energy of 500 GeV, see chapter 4.5. Since most kaons
are produced in hadronisation, channels with hadronic final-states were selected, while
many leptonic or semi-leptonic processes as well as processes with low overall cross sec-
tions were omitted in this analysis for means of practical efficiency. The samples selected
are listed in Table 11. There are a number of proposed running scenarios for ILC [24]
in terms of luminosity at the different center-of-mass energies. This study used the so-
called H-20 scenario which at 500 GeV assumes a total integrated luminosity of 4 ab−1

over the full running time of the ILC. It is compared to a scenario with 400 fb−1, which
is roughly the expected integrated luminosity before a luminosity upgrade, or in case
of an energy upgrade after a luminosity upgrade the amount of data within the first
one or two years of running. Each integrated luminosity is split between different beam
polarisation combinations according to Table 12.

short form final state flavours consistent with:
2f-Z-had production of one Z boson, only hadronic decays
4f-ZZ-had production of two Z bosons, only full-hadronic decays
4f-WW-had production of two W bosons, only full-hadronic decays
6f-ttbar production of tt̄, all decay channels

Table 11: Selection from the 2018 IDR Monte Carlo production [7,77] (see chapter 4.5)
used for the kaon mass measurement.
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Figure 91: The contributions to the kaon mass measurement and their combination,
from [13]. Note that the error on the kaon mass in this figure is taking into
account only the values listed, while the world average uses more information
and is slightly larger (13 keV).

Figure 92: Tree-level Feynman diagrams of final states consistent with (left) the 2-
fermion-Z-hadronic group and (right) the ttbar-production group, in this case
with a fully hadronic decay.
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electron beam polarisation −80% +80% −80% +80%
positron beam polarisation +30% −30% −30% +30%

4 ab−1 scenario 1600 fb−1 1600 fb−1 400 fb−1 400 fb−1

400 fb−1 scenario 200 fb−1 200 fb−1 - -

Table 12: Split of integrated luminosities among beam polarisation combinations in the
two scenarios used.

Figure 93: Tree-level Feynman diagrams of final states consistent with (left) the 4-
fermion-ZZ-hadronic group and (right) the 4-fermion-WW-hadronic group.

To collect all available kaons, all PFOs of charged particles that contain a TOF mea-
surement are considered. As layed out in chapter 7.5, only PFOs that reach the barrel
ECal contain a TOF measurement in the current software version. By utilising all avail-
able PFOs, however, a large number of mis-measurements and particles not originating
from the IP, like back scatter from the calorimeters, are picked up as background. Cuts
on the track parameters of the reconstructed tracks can reduce this background. Fig-
ure 94 shows the TOF-bands in β-vs.-p plots, with relativistic velocity β and momentum
p determined as described in chapter 7.5. The plots contain all PFOs with a TOF mea-
surement for the 4 fb−1 scenario and a 50 ps timing resolution and compare the situation
before and after the following cuts. The bands of protons (lower), kaons (middle) and
pions (upper) are clearly visible and separable, until they merge at a few GeV. The kaon
band gradually merges with the pions around 3 GeV, making them less distinguishable
by TOF with increasing momentum. Thus, only particles up to a certain momentum
are used to reconstruct the kaon mass, with the upper momentum cut being a variable
parameter in the further analysis, varying between 1.6 and 3.6 GeV. The lower momen-
tum cut is fixed at 1 GeV, the minimum momentum necessary to reach the ECal.
Back scatter and tracks from in-flight decays often have a lot fewer than the maximum
of 220 TPC hits associated with the track. The efficiency of track hit reconstruction is
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large and the occupancy of the TPC is low, so most tracks that reach the barrel ECal
have very close to 220 associated hits. Therefore a cut requiring the PFO to have more
than 200 hits is applied. In addition, the closest approach of the reconstructed track to
the IP in r/φ, d0, and in z, z0, are large, since the particles do not originate from there.
The luminous region of the IP following Table 1 is smaller than 1 µm in the transverse
directions and smaller than 1 mm in the longitudinal direction. Therefore, cuts of |d0| <
10 mm and |z0| < 20 mm are applied. Figure 94 shows that the combined cuts reduce the
background by about 2 orders of magnitude, while leaving the bands of specific species
intact, making them clearer identifiable.
By measuring momentum p and β of a PFO, its mass can be reconstructed via

m =
√
p2/β2 − p2. (29)

(a) (b)

Figure 94: Reconstructed velocity β vs. momentum p of charged particles calculated
from TOF measurements with a time resolution of 50 ps. (a) For all charged
particles, (b) after quality cuts described in the text.
All reconstructed particles from the samples listed in Table 11 that reached
the barrel ECal were used here, for the 4 fb−1 scenario. After quality cuts the
bands from pions, kaons and protons can be identified more clearly.

The distribution of the reconstructed mass is displayed in Figure 95, for the 400 fb−1

scenario and an upper momentum cut of 3 GeV. The previous pion-, kaon- and proton-
bands are transformed into peaks at the respective rest masses. The three peaks reflect
the masses of the pion around 140 MeV, the kaon at about 500 MeV and the proton at
about 950 MeV, respectively. By adding more PID information using the track dE/dx
value of the PFOs, as explained in chapter 7.2, the kaon peak can be further emphasised.
A cut is added, requiring a PFO to have a track dE/dx value which is consistent with the
expected mean value for single kaons within 2.5 standard deviations, see Figure 96. The
mean value and width of the dE/dx-band are extracted from the single-particle samples
(chapter 4.5). For particles with momenta near 1 GeV this cut does not suppress many
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(a) (b)

Figure 95: (a) Reconstructed mass of charged particles calculated from momentum and
TOF measurements. (b) Reconstructed mass of kaons with mass fit.
In both plots a time resolution of 50 ps and an upper momentum cut of 3 GeV
were used.

Figure 96: Bethe-Bloch bands of all PFOs in the sample used. The mean values derived
from the single particle samples (see chapter 7.2) are added as lines, with the
dashed lines indicating the range in which PFOs are accepted as consistent
with the kaon hypothesis in this case.
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pions, since pions and kaons have the same dE/dx values there, but with increasing
momentum the separation between the two band grows and allows for an effective re-
duction of the number of pions in the sample. Figure 95, left, shows the distribution of
the reconstructed mass, with and without refinement by dE/dx. The number of kaons
is about the same in both cases, but the number of pions is about halved, contributing
less to the continuous background. The number of protons is about halved this way
as well. The crossing point between the Bethe-Bloch curves of kaons and protons is at
about 2.5 GeV, however, and the reduction in protons is largest at 1 GeV. In any case,
the overall number of protons is small and the separation via TOF is sufficient in the
used momentum range to keep the proton background at a negligible level.
This finally leads to a fit of the kaon peak, seen in Figure 95, right. The chosen fit range
is 0.36 GeV - 0.7 GeV, the limits being roughly in the middle between the respective
peaks. As fit function, a Breit-Wigner with an underlying exponential was chosen, since
it describes the peak shape reasonably well with a remaining χ2/ndf of about 60. The
fit function and the result are summarised in Equation 30 and Table 13. An exact model
function is not known and would have to be derived from first principle, including ef-
fects of the applied cuts. Therefore a simple function with only 5 fitting parameters was
selected. For comparison, a Gaussian with an exponential was used for comparison, but
led to a factor 11 larger χ2. However, both functions returned roughly the same values
both for the position of the peak as well of for the error on this position. This error on
the position is the achievable statistical uncertainty of the mass measurement, which is
the target of this study. The position mean value itself is offset from the MC value used
as input for the simulation, which points to a systematic bias.

BW (m) =
a

(m2 −m2
0)

2 + b2 ·m2
0

+ c · ed·m (30)

m0 = 0.494708± 0.000032
a = 8.775± 0.031
b = 0.04597± 0.00010
c = 1456± 25
d = −0.9926± 0.028
χ2/ndf = 2311/355

Table 13: Fit result of the Breit-Wigner fit to the kaon mass (in units of GeV). For the
2x200 scenario, a timing resolution of 50 ps and and upper momentum cut of
3 GeV, the uncertainty on the fitted mass value is 32 keV.

The statistical error derived this way is displayed in Figure 97 and Figure 98 for var-
ious measurement conditions. They show the achieved statistical precision on the mass
measurement depending on the upper momentum cut of the accepted PFO momentum
window. For a larger upper momentum cut, more kaons are included and the statistical
error shrinks. However, at a certain point the contamination by pions increases and with
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it the statistical error. The result is plotted in different colours for the 3 different TOF
resolutions under study. A clear difference is visible between 50 ps and 10 ps, but only
a small one between 10 ps and the MC truth reference (0 ps). The solid line reflects the
full analysis, while the dashed lines offers a comparison to a situation without dE/dx
refinement. This refinement has a small but noticeable effect on the achievable resolu-
tion in this study. The effect increases with a larger upper momentum cut, consistent
with the increasing pion-kaon separation power at larger momenta. Figure 97 shows the
result for the 400 fb−1 scenario. With an ECal hit time resolution of 50 ps, a statistical
uncertainty on the charged kaon mass of about 30 keV can be achieved, which would be
a relevant contribution to the mass average. Figure 98 shows the result for the full ILC
running time at 500 GeV and a total luminosity of 4 ab−1. The achievable statistical
kaon mass uncertainty is about 10 keV. Compared to the current uncertainty of 13 keV
and the difference between the two leading measurements of 60 keV, this would be a
decisive measurement.
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Figure 97: Statistical precision of the reconstructed kaon mass fit, for the 400 fb−1 sce-
nario.

The systematic error on the kaon mass, however, which is interpreted to be the dif-
ference between the reconstructed mass and the one input into the simulation, is much
larger. Figure 99 shows this comparison for 0 ps and 50 ps time resolution as well as
split among the physics processes used, for an upper momentum cut of 2.5 GeV. The
systematic error not only is large, O(MeV), but its sign also differs for the two time
resolutions. However, the bias seems to be more consistent between the different physics
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Figure 98: Statistical precision of the reconstructed kaon mass fit, for the 4 ab−1 scenario.

processes, which provide different momentum and angular spectra of kaons. This large
systematic error and its dependencies are subject of ongoing and future investigation in
order to reduce them and/or correct for them. To allow for a kaon mass measurement
with the aforementioned precision, the systematic error needs to be reduced below the
statistical one. As explained in chapter 7.5, prime targets of these studies are the usage
of the reconstructed momentum at the IP despite the momentum change until impact
in the ECal, and the correction of the ECal hit times to the impact point using linear
propagation at the speed of light. In the end, with a data-driven approach the pion and
protons peaks can be used to calibrate the mass measurement, since their masses are
known to much higher precision (pions: 0.17 keV, protons: 5.8 eV, from [13]) compared
to charged kaons.

With an analysis taking into account the full data set of all processes, including
250 GeV and including kaons going into endcap, the overall statistics would be even a
factor 1.5 to 2 higher, which would typically lead to a further reduction in the achievable
kaon mass uncertainty of about 20− 40%. This would result in a statistical error on the
kaon mass only half its current value.
In any case and even with a moderate timing resolution, ILD will be able to solve
the kaon mass question with a completely independent method compared to the long-
standing contradicting ones from three decades ago.

In addition to an analysis based on a TOF measurement, with dE/dx only used for a
moderate refinement, the same approach could also be used based on the Bethe-Bloch
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Figure 99: Simulation input and reconstructed kaon mass for 10 ps and 50 ps, divided by
physics processes. The systematic bias between reconstructed and MC kaon
mass is much larger than the statistical uncertainties indicated by error bars.
In addition, it has a different sign for different timing resolutions.

curves directly. Figure 100 shows the corresponding curves with the kaons marked in
red, where they are separable from the other species with very high purity. The position
of the kaon band is linked to its mass and could therefore be used to fit the kaon
mass. Compared to the method using TOF, the disadvantage would be the smaller
overall number of kaons, since only a very limited momentum range would be available,
all below 800 MeV, where the abundance of all PFOs is smaller than at a few GeV.
However, at transverse momenta below 1 GeV the tracks curl in the TPC and could be
measured much more precisely. Unfortunately, the current version of the software only
takes into account the first half circle of a track, and the energy loss along a curling track
is not negligible, so a dedicated treatment needs to be implemented. Conceptually, each
half circle could give an independent measurement of momentum and specific energy
loss and thus result in a much larger statical abundance at those low momenta. Such
a dE/dx-based approach would be independent from the TOF-based one except for the
aforementioned dE/dx refinement), and therefore provide additional information on the
kaon mass.
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Figure 100: Bethe-Bloch curves of single particles, for ILD with a dE/dx resolution of
4.5 %. At low momenta, the kaon band is marked in red where the kaons are
separable with a very high purity and the band could be used to reconstruct
the kaon mass.
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8.2. W-Decay Separation

One application of advanced hadron PID is the flavour tag of jets. A particular bench-
mark is the hadronic W decay, which takes place in about two thirds of all W decays.
Following the CKM matrix, the W mostly decays via the diagonal elements of the ma-
trix, i.e. either into a d quark and a ū quark (or d̄ and u), or into an s quark and a c̄
quark (or s̄ and c). The third diagonal decay, into b and t̄ (or b̄ and t), is impossible,
since the t quark is heavier than the W boson. The off-diagonal elements of the CKM
matrix are significantly smaller than one, and the corresponding decays are significantly
suppressed. Decays between the first two generations, i.e. d and c̄ (or d̄ and c) or s and ū
(or s̄ and u) are suppressed by more than one order of magnitude, and decays including
a b or b̄ by more than two orders of magnitude. In the following, explicit notation of
anti-particles will be omitted in favour of briefness.
The quarks from the hadronic decay are still colour-bound and undergo hadronisation,

generating on average about 20 particles, of which about three quarters are pions. During
this hadronisation, the quark’s initial momentum is correlated with its flavour. This way,
jets from s quarks not only generate on average one more strange particle (mostly kaons)
compared to d and u quarks, but this strange particle also has a large fraction of the
initial quark momentum, compared to additional kaons generated from ss̄-production in
the hadronisation process. The same is true for c quarks from the W decay, which after
briefly forming charmed hadrons quickly decay into s quarks, which is the dominant
decay following the CKM matrix, providing more kaons. This means that W decays
into an s and a c quark generate on average more strange particles and ones with higher
momenta, compared to decays into a d and a u quark. Hadron PID can be used to
identify these strange particles, in particular kaons, in order to separate d/u decays
from s/c decays.
In fact, this method has been used in the past at LEP [116] in order to measure the

hadronic W branching fractions and to determine the elements of the CKM matrix, in
particular the least known element Vcs [117]. ILC and ILD will be able to improve on
this measurement given the luminosity and the existing flavour tag capability, mostly
via vertexing. Vertexing works well for tagging charm and bottom hadrons which live
sufficiently long to create decay vertices well separated from the interaction point, but
still indise the innermost Silicon pixel layers of the tracking system. Strange hadrons live
long enough to decay either well inside the tracking system or even reach the calorimeter.
Therefore, the ability to identify kaons and other strange hadrons via dE/dx, TOF or
V0-finding adds valuable information to this measurement, which will be laid out in this
chapter in order to show the improvement with respect to the conventional flavour tag.
The events used this analysis are taken from the most recent large-scale MC produc-

tion at a center-of-mass energy of 500 GeV (see chapter 4.5). The process selected is
Higgs production with the Higgs decaying into WW ∗, which was selected to allow in
a later advanced analysis for a clean environment, i.e. background suppression via the
additional invariant mass constraint from the Higgs boson. This background can come
in particular from Z decays, and the Higgs branching fraction to ZZ∗ is significantly
suppressed compared to WW ∗. From this sample and based on MC-truth informa-

132



tion, only semi-leptonic W decays were selected and inter-generational decays as well
as events containing a tauon were excluded. This selection was done in order to re-
duce possible confusion in multi-jet environments. The selection of semi-leptonic decays
and the veto to tauons can be implemented in an advanced analysis, while the veto to
inter-generational decays can not, and would instead need to be taken into account in
a measurement of the CKM-matrix elements. This study, however, provides a differen-
tial assessment of the flavour-tag performance comparing the conventional with a new
method, for both of which the selection based on true information is of similar effect.

8.2.1. Flavour Tag Performance

To investigate the improvement by tracking PID-based flavour tagging, first the per-
formance of the conventional vertex-based method needs to be clarified. This method
is integrated in the usual flavour tag by LCFIPlus [118]. It uses a number of differ-
ent observables and applies a tag to each identified jet. The tag can be b, c or other
(b/c/o). The used observables are derived from vertex properties as well as generic jet
quantities like jet energy and number of associated tracks. They contain only basic
electron and muon ID, but, crucially, no hadron ID. The derived observables are used
in a BDT to acquire a good tagging performance. Events containing 6 identical quarks
moving in isotropically random directions are used as training samples. Training was
done centrally and the result made available together with the MC event production.
This flavour tag returns a tag value between 0 and 1 for each tagging hypothesis,

τb, τc, τo, to each jet. To apply these hypotheses to the problem at hand, they needed to
be combined to give a common tag for the 2-jet decay system. Three options to combine
the tags of jet 1 and jet 2 were investigated: the sum of the tag valuess τsum, using the
larger value τhigh, and a combination τcomb according to Equation 31 from [7] (p. 114).
Among these three, τhigh delivered the best final performance by a small margin and will
be used from here on.

τcomb =
τ1 · τ2

τ1 · τ2 + (1− τ1) · (1− τ2)
(31)

For this work, the b tag is (nearly) irrelevant, since no b quarks are generated in the
given statistics of the W decays, and the work aims to separate s and c quarks from d
and u quarks. The c tag should identify c quarks and the o tag u, d and s quarks. A
combination of the two should allow to differentiate between a d/u system correlated
with two o tags and an s/c system correlated with one o and one c tag.

The most powerful feature in LCFIPlus flavour tag is the secondary vertex position
and its offset from the primary vertex. Hadrons containing a b quark typically have
a clearly offset secondary vertex due to their relatively large life times. On the other
hand, charmed hadrons decay much quicker and it is much less likely to reconstruct a
secondary vertex. The lighter quarks d, u and s form hadrons that are mostly stable
in the detector, like pions and kaons, and therefore do not have a secondary vertex at
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all. This leads to a non-negligible number of cases where c-quarks are tagged as a light
quark with a large tag value, and vice versa.
The tagging performance of the LCFIPlus flavour tag is displayed in Figure 101 and

Figure 102. The performance was evaluated using the W-decay events under investiga-
tion and comparing the resulting flavour tag to the real flavour according to the MC
information of the inital quarks. The figures show the expected correlation clearly: the
c tag peaks for c jets at a large tag value, while for other jets it peaks at low values and
falls quickly. Applied to the combined jet systems, the c-tag curve for the d/u system
follows the same shape as for the individual other jets, but the peak is shifted closer
towards 0 due to the mathematical structure of the combination in Equation 31. The
c-tag curve for the s/c system peaks at low values and then flattens off for higher values,
crossing the curve for the d/u system at a value of around 0.25. The situation is similar
for the o tag: for d, u and s jets it peaks at large likelihood values, while for c jets there
is a large peak at a tag value close to 0, and a very shallow one at high values. The o-tag
curve for the d/u system also peaks at high values, but again close to the maximum
value of 1 as the individual contributions for the jets, while the curve for the s/c system
peaks around 0 and, a bit smaller, around 1. In addition, each curve has a peak at 0,
which is due to occasional mis-tagging and tagging algorithm cancellation, leading to a
fixed result of exactely 0. Therefore, the 0-bin is of limited use for the further analysis.

Figure 101: c and o tags for d, u, s and c jets in the investigated event sample.

The tagging performance of the LCFIPlus flavour tag can also be assessed as outcome
of a BDT aiming to separate between the two decay hypotheses. Figure 103 shows the
resulting ROC curves, for the different ways to combine the two jet-tag into a single
system-tag value. The conventional flavour tag reaches an area-under-the-curve (AUC)
value of around 0.8 as measure of its performance. This value is also used to select the
most effective combination, τhigh, with an AUC of 0.808.
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Figure 102: Combined c and o tags for d/u and s/c systems in the investigated event
sample.

Figure 103: ROC curves of W-decay tagging by the conventional tagging algorithm, with
different ways to combine the individual jet tag values.
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8.2.2. Application of Tracking PID to Flavour Tag

Events from the latest MC production with a center-of-mass energy of 500 GeV were
sorted for Higgs decays to WW*. The question here is: How well can we differentiate
between a W decaying into a d and a u quark from a W decaying into an s and a c
quark? The process is depicted in Figure 104.

Figure 104: Leading Feynman diagram of the investigated process: At 500 GeV, W fusion
dominates the Higgs production at the ILC. The chosen channel here is H
to WW*, semileptonic.

To separate the different decay channels of the W, various quantities were extracted
from the MCParticles as well as from the reconstructed particles and jets. These re-
constructed strange particles, K+/−, K0

S and Λ0, as well as π+/− are identified with a
certain efficiency and purity, and will be called PiKaLas from here. As base approach,
the charged pions and kaons were identified via dE/dx-PID, fixing their reconstructed
flavour. However, the relative distance to the corresponding band in the Beth-Bloch-
curve can be used as a (simultaneous) measure of the pion-ness and kaons-ness of each
particle. Since TOF is not (yet) part of the PID algorithm, it was used as a separate
PID measure. A particle is identified with TOF by the reference curve of β vs. p it is
closest to. The reconstructed particle with the largest momentum in each jet is called
the leading particle, meaning each W-decay system has two leading particles, which can
be identified.
Observables in a jet can then be the reconstructed number of particles of a species, the
relation between two reconstructed numbers of particles of a species, and the fraction of
the total jet momentum carried by particle of a species (momentum fraction). Instead
of total number of pions/kaons, also a pion/kaon-ness amount can be used in each case.
In addition, momentum cuts can be applied to suppress low-efficiency areas of an ob-
servable.
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The 20 observables of the reconstructed jets are:
total number of each PiKaLa (4),
number fraction of charged pions / (pions + kaons) (1),
fraction of pion-ness / (pion-ness + kaon-ness) (1),
number fraction of pions / (pions + kaons) based on TOF (1),
PiKaLa momentum fraction (4),
charged pion/kaon momentum fraction for particles above 3 GeV (2),
charged pion/kaon momentum fraction weighted with pion-/kaon-ness (2),
charged pion/kaon momentum fraction based on TOF (2),
number of leading PiKaLas (3, K0

S and Λ0 combined).

As examples, distributions of some of these observables and the difference between
d/u system (red) and from an s/c system (blue) are shown in the following figures. For
reference, Figure 105 shows the true number of charged pions and kaons in the true 2-jet
systems. In comparison, Figure 106 shows the abundance of the reconstructed number
of pions and kaons per 2-jet system. As expected, d/u systems contain on average more
pions and fewer kaons than s/c systems. While the true number of kaons in a s/c system
is on average 1 larger than in a d/u system, this difference is only about half a kaon
after reconstruction. In Figure 107, the fraction of jet momentum carried by kaons is
seen. On the left, every reconstructed jet particle contributed to the fraction, but was
weighted accoring to the distance of the measured dE/dx from the expected Bethe-Bloch
curve. On the right, only particles contributed which were identified as kaons by TOF.
Figure 108 shows the same momentum fraction, but for particles that were identified
as K0

S and Λ0, respectively, by the V0Finder algorithm. All observables are shown in
chapter A.2.

Figure 105: Abundance of MC pions and kaons, respectively, in the true jet systems.

These observables were then used as input to a boosted decision tree (BDT), which
is implemented within the multivariate analysis (MVA) package in the ROOT frame-
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Figure 106: Abundance of pions and kaons, respectively, in the jet systems investigated,
according to default dE/dx PID.

Figure 107: Abundance of jet momentum fractions of reconstructed kaons in the jet
systems investigated. Left for kaon ID according to Bethe-Bloch-distance
weighting, right for PID via TOF.
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Figure 108: Abundance of jet momentum fractions of reconstructed K0
S and Λ0, respec-

tively, in the jet systems investigated, with reconstruction ID according to
V 0-finding.

work. In the BDT, the s/c and d/u systems were classified as signal and background,
respectively. By default, half the available events were used for training 1000 trees, and
half for testing the trained trees. The remaining cost function of the trained network for
the training samples is lower than for the test sample, which is due to overtraining. In
general, throughout this analysis the BDT parameters were chosen to keep the difference
of the cost functions between training and testing sample at most at the few-percent
level, which is an acceptable level, indicating very limited overtraining. The result of the
BDT can be expressed as a receiver-operator-characteristic (ROC) curve. This displays
resulting working points of selection purity p vs. efficiency ε for a given range of BDT
score values. For a random selection between signal and background, i.e. no separation
power, this curve is a line following p = 1−ε with an integral value (area under the curve,
AUC) of 0.5. The larger the separation power, the further the ROC curve will stretch
towards p = ε = 1, increasing the AUC up to a value ≤ 1. Figure 109 shows an example
for a ROC curve with a reduced selection of input variables. The blue points result from
a BDT trained on reconstructed PFOs and only dE/dx-based PID, i.e. without V0- and
TOF-based ones, and has an AUC of about 63 %, while the same BDT trained on the
corresponding true particle observables from MC (green curve) covers about 75 %. In
general, an AUC of around 70 % reflects only a moderate stand-alone separation power,
but still reflects some valuable information which can be utilised. There is still a signif-
icant gap between reconstructed and MC-based performance which will be investigated
next.
One possibility to improve the performance compared to dE/dx-only observables is

to add V0 information. Since this identifies neutral particles as opposed to dE/dx, it
adds nearly entirely complementary information. The result is shown in Figure 110: the
AUC increases by about 3 percentage points.
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Figure 109: ROC curves for dE/dx-based PID, comparing BDTs trained on MC-based
and reconstructed observables.

Figure 110: ROC curves for dE/dx-PID, comparing the effect of adding V0 information.
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Figure 111: ROC curves for dE/dx-PID, comparing the effect of different underlying
dE/dx resolutions. Here, V0 information is omitted.

To investigate the impact of the dE/dx resolution, the event files were re-reconstructed
with different corresponding values. This was possible in reconstruction due to the
interplay of the uncertainty of the energy loss of each TPC hit, calculated by Geant4 in
the simulation, and the combination of the individual TPC hit energy values to a track
dE/dx estimate by the Compute_dEdxProcessor in the reconstruction. The hit energy
loss created by Geant4 results in an effective dE/dx resolution for tracks of about 2.6 %,
which is much smaller than current extrapolations of TPC readout systems developed
for ILD. These aim at a resolution of 5 % for ILD and have shown a performance of up
to 4.5 % when extrapolated to ILD. This discrepancy between simulation and realistic
values is compensated by the Compute_dEdxProcessor. After calculating a track dE/dx
estimate, it applies a dedicated Gaussian smearing factor to that estimate, which is tuned
to result in an overall dE/dx resolution of 4.5 %. This smearing factor can be altered
to change the effective dE/dx resolution, as long as it is larger than the intrinsic 2.6 %
from Geant4. In this study, the events used were re-reconstructed with no smearing
and default smearing, as well as two larger smearing values, resulting in effective dE/dx
resolution values of 2.6 %, 4.5 %, 7.0 % and 10.0 %. Figure 111 shows the impact of
varying the underlying dE/dx resolution on the BDT AUC: at σdE/dx = 10 % there is
hardly any separation power left, while the AUC at σdE/dx = 2.6 % is much closer the
MC value.
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8.2.3. Analysis Results

The performance of the flavour tag based on PID needs to be compared to the vertex-
based one, in particular how much of the information gained is truely additional and
can be used to improve the conventional tag.
Both LCFIPlus flavour tag and PID observables were used as inputs in a combined

BDT. The corresponding correlation matrices of the 3 flavour tag observables (b-tag, c-
tag and other-tag) and 6 selected PID observables, which are among the most impactful
ones are shown in Figure 112. The 6 selected observables are the number and momentum
fraction of both pions and kaons, and the number of K0

S and Λ0. For both s/c-decay
systems and d/u-decay systems there are some correlations within the selected 6 PID
observables: the number and momentum fraction of kaons are correlated, as are number
and momentum fraction of pions. This is not suprising, however, and it is notable
that the correlation is substantial but not close to 1. The momentum fraction of kaons
and the one of pions are somewhat anticorrelated, which is also to be expected. Other
correlations between the 6 selected PID observables are negligible. The correlation within
the vertex-based tag values differs between s/c and d/u system. For the s/c decays the
tags are slightly anti-correlated, in particular o tag and b tag. This makes sense, since
the b tag tends to recognise offset vertices, while the o tag avoids them. This is also true
for d/u decays, but here c and b tag are strongly correlated, indicating that they react
similarly to mis-identified offset vertices. Finally, the correlation between conventional
and PID-based observables is negligible, indicating that PID indeed provides largely
additional information for the W-decay separation.

Figure 112: Correlation matrices comparing the impact of conventional tags and PID as
input on W-decay separation. Left: for s/c-system; right: for d/u-system.

In Figure 113 the resulting ROC curves of the combination of conventional and PID
observables are shown. The AUC of the combination is about 4 %-points larger than
the conventional tag-based one alone. The difference between adding only the 6 selected
impactful PID observables and all available 20 to the conventional tag information is
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only about 0.7 %-points, reflecting the large degree of redundancy between the 20 PID
observables. The overall increase by 4 %-points may seem small, but in particular at
a large requested purity, the efficiency increases significantly. For example, for a fixed
purity of 0.95, the efficiency increases by 17 % from conventional observables to adding
PID-based ones, allowing more events in any physics analysis to be selected and thus
reducing statistical uncertainties.

Figure 113 shows the result for a dE/dx-resolution of 4.5 %, while Figure 114 shows
similar curves for the simulated 2.6 % and 7 % resolutions. Since the efficacy of the
PID-based separation depends largely on the dE/dx, also the improvement of the AUC
compared to the conventional method is affected. At σdE/dx = 2.6 % the increase is
5.2 %-points, at σdE/dx = 7 % it is 2.6 %-points. Similarly, for a fixed purity of 0.95 the
efficiency increases are 20 % and 7 %, respectively.

Figure 113: ROC curves for 4.5 % dE/dx resolution, showing the comparison between
vertex-based flavour tag (FT) and PID-based flavour tag (pika) and their
combination, once with all 20 observables and with only the 6 selected im-
pactful ones.

These increases in efficiency can be generalised, which is displayed in Figure 115 and
Figure 116, with Figure 116 showing the data in the lower right corner of Figure 115
in more detail. The higher the requested purity, the larger is the gain in efficiency
through PID information. For a purity of 0.9, the efficiency increase with the default
dE/dx resolution is about 10 %, for a 0.99 purity it approaches 30 %, and for even
higher requested purities it quickly rises to a doubled efficiency, at which point statistical
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Figure 114: ROC curves for 2.6 % and 7 % dE/dx resolution. A better resolution im-
proves the flavour tag performance correspondingly.

Figure 115: Efficiency improvement at high purity values for the comparison between
only vertex-based flavour tag and flavour tag including PID information.
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fluctuations limit the applicability of the BDT. The efficiency increase depends strongly
on the dE/dx resolution: The default 4.5 % resolution outperforms the 7 % by about a
factor of 2, while increasing the dE/dx resolution to 2.6 % adds another factor of 1.5.

Figure 116: Efficiency improvement at high purity values, zommed into the lower right
corner of Figure 115.

145



In order to assess the performance of the individual observables used in the BDT, a
comparative analysis was executed. The calculation of ROC-curves and the correspond-
ing AUC was done for each observable individually, i.e. only using that observable, in
order to assess its individual power. In addition, the calculation was done again for each
observable, but using all observables except that one, in order to assess its relevance to
the final BDT performance. If observables can be identified that are entirely redundant,
then they can be omitted without reducing the BDT performance. Instead, the reduc-
tion in degrees of freedom can conversely reduce the effect of over-fitting of the BDT’s
training sample, and even result in a somewhat better performance for the test sample.
This was done by progressively eliminating the least relevant observables.

(a) (b)

Figure 117: Power and relevance of individual observables used in the BDT method. The
red line indicates the BDT result as AUC including all observables. The red
squares show the AUC in case this observables is omitted, indicating its
relevance. The black circles show the AUC in case only this observable is
used, indicating its power. (a) Absolute AUC value. (b) Difference to the
reference AUC when all observables are included.

In Figure 117 the result of this assessment is shown for all observables used. The
black circles indicate the power of the individual observables, and unsurprisingly, the
three variations of the dE/dx-based kaon momentum fraction have the largest power.
The Λ-related observables have the smallest power, due to the low number of Λ particles
generated in the strange W decays. They are followed by the number relation of pions
and kaons as well as their momentum fraction, when time-of-flight is used to identify
them. This is due to the fact that the particles indicating the flavour of the initial
quark have on average a large fraction of the overall jet momentum, usually larger
than the upper limit for TOF usability at about 5 GeV. The figure also shows the
relevance of the individual observables, indicated by red squares. The kaon-ness-weighted
momentum fraction has the largest relevance, while the two other dE/dx-based kaon
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momentum fraction observables are less relevant due to a higher degree of redundancy.
The momentum fraction of K0

S has the second largest relevance, despite it having only a
moderate power. This, again unsurprisingly, shows the independence of the V0-Finding
PID compared to dE/dx. Overall, the changes in AUC when removing one observable
are smaller than 1 %-point, and even smaller than 2 permille for all except the two
mentioned above. This is coherent with the large degree of redundancy in the set of
observables.

(a) (b)

Figure 118: Power and relevance of individual observables used in the BDT method, after
the 3 least relevant oberservables were eliminated. The red line indicates
the BDT result as AUC including all observables. The red squares show
the AUC in case this observables is omitted, indicating its relevance. The
black circles show the AUC in case only this observable is used, indicating
its power. (a) Absolute AUC value. (b) Difference to the reference AUC
when all observables are included.

The same plot is shown in Figure 118 after progressively eliminating the 3 least relevant
observables, in this case the TOF-based pion/kaon number relation, the TOF-based
kaon momentum fraction and the (dE/dx-based) number of leading kaons. The result in
terms of power and relevance of the individual remaining observables is very similar to
the one before, but despite using fewer observables, the overall AUC has not declined,
but instead slightly increased by 0.2 permille. Two more variables can be excluded this
way to slightly increase the AUC further, after that it decreases. Since the increase in
AUC from omitting these variables is negligible, generally all variables were used in the
analysis.

147



8.3. Conclusion

The two analyses presented in this chapter show a significant impact of PID, in partic-
ular via dE/dx, on physics observables.

With the statistics gained at the ILC and an excellent detector with timing capability,
it could be possible to solve a long-standing discrepancy in the PDG book: the kaon mass.
The currently best measurements are based on kaonic atoms, so the TOF-based approach
serves as an entirely independent method and can narrow the statistical precision of the
kaon mass to a decisive degree. In the analysis, time-of-flight is used to reconstruct
the masses of any charged particle produced in the collider, and from this, kaons are
both selected and their mass fitted. This way, no pre-selection is necessary for any
specific physics process, and all events of the ILC can be utilised. The analysis was
limited to a center-of-mass of 500 GeV, since the TOF observable was only introduced
to this recent production. This makes the study likely the first one to utilise TOF at
the ILC. The presented result is a statistical precision on the kaon mass of 30 keV before
a luminosity upgrade and 10 keV with the full H-20 integrated luminosity, assuming a
timing resolution of 50 ps for every ECal hit. With a timing resolution of 10 ps, this could
increase to about 20 keV and 6 keV, respectively, clearly showing the timing dependence.
With the given TOF algorithm, however, the result for 10 ps and 0 ps is nearly identical,
which indicates the intrinsic limit of improvement. A better timing resolution not only
narrows the mass peak, but also allows to use kaons from a larger momentum range,
since they can be separated from pions up to a higher upper momentum cut, increasing
the available statistics. The dE/dx value of each reconstructed charged particle was used
for refinement to improve the kaon selection, which reduced contamination by pions and
too allowed to use a larger momentum range. Using dE/dx refinement improved the
achieved statistical error on the kaon mass by about 10 %.
Two factors limited the usable statistics in this analysis: the availability of the TOF

observable in the MC productions, and the usability of TOF in the different parts of the
detector. The 2020 MC production with a center-of-mass energy of 250 GeV contains
the same TOF estimators as in the present analysis, and allows to add 2 ab−1 integrated
luminosity to the 4 ab−1 at 500 GeV. In addition, the current TOF algorithm only
assesses tracks in the barrel region. With an corresponding estimator, tracks going into
the end-cap Ecal could be utilised as well, again significantly increasing the available
statistics. Tracks with a momentum below about 1 GeV cannot reach the barrel ECal
and instead curl in the TPC and reach the end-cap, instead. These curlers are not as
abundant as particles with a few GeV, but their tracks in the TPC are much longer,
which would allow for a much more precise mass reconstruction. On the other hand,
the precision of their timing measurement in the end-cap ECal may be reduced due to
multiple scattering in the comparably massive TPC anode, which has about 30 % of a
radiation length of additional material compared to the barrel region. Overall, these
two factors present a factor of 2 or more additional statistics, which would improve the
statistical precision on the kaon mass by another at least 40 %.
On the other hand, the systematic error of the current algorithm is at the level of
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10 MeV, three orders of magnitude larger than the statistical one. It is clear that the
implementation of a TOF observable needs to be scrutinised and improved, in order
to allow for a precision measurement like the kaon mass. Some work to this effect has
already been done [119], reducing the systematic error to the level of about 1 MeV,
equivalent to about 1 ps in relative precision, but more is clearly required. In addition,
further sub-detectors should be investigated in order to assess the time-of-flight of a
particle. In the barrel region, the silicon external tracker between the TPC and the
ECal would be a natural candidate for a dedicated ultra-high precision timing layer.
The silicon inner tracker, just inside the TPC inner field cage wall, could cover the very
low momentum range below 1 GeV. In the end-cap region, first a TOF estimator based
on the end-cap ECal similar to the barrel one needs to be implemented. In addition,
it could be studied, if the TPC readout could reach a sufficient timing precision on
the TPC hits closest to the anode to allow for a competitive TOF measurement. This
would have the advantage that these tracks would not have to pass through the TPC
anode material before the measurement. Reducing the absolute timing precision of the
detector enough to a systematic error significantly below 1 MeV may not be feasible,
but the remaining bias could be calibrated by using the corresponding peaks of pions
and protons, whose masses are known to 0.24 keV and 6 eV, respectively. An actual
ILD detector, however, would have more systematic uncertainties compared to the given
simulation. Of particular relevance for this analysis is the homogeneity and stability of
the solenoidal magnetic field. It should be noted that the NA62 experiment [120], which
could do a similar kaon mass measurement as suggested in this analysis, instead inverts
the process and uses kaon tracks with the current precision on their mass to calibrate
their magnetic field.
It would be interesting, if other existing experiments could perform a kaon mass mea-

surement. ATLAS and CMS at the LHC are planning to add precision timing layers with
timing resolution between 30 ps and 60 ps to their detectors for the High-Lumi phase of
the LHC. With the comparably large cross section of proton-proton collisions, a large
number of kaons are produced, which could be used for this analysis. However, most
triggers use tracks of several 10 GeV, which would be far above the upper momentum cut
of TOF PID. ALICE at the LHC runs at much lower event rates, but with significantly
more particles produced per event in ion-ion collisions, and it has more PID capabilities
including a TPC and a dedicated TOF layer. Similarly, Belle II at the SuperKEKB ac-
celerator has a central drift chamber, a TOF layer and and time-of-propagation counter,
adding to the pion-kaon separation. At the same time, as a b-factory Belle II is oper-
ating with e+e− collisions at a center-of-mass of only 10.6 GeV, the Υ(4S) resonance.
Compared to the ILC, the higher cross section at this energy allows Belle II to collect
50 ab−1 over its running time and the generated hadrons are at sufficiently low momenta
to allow TOF PID. This raises the question if a similar kaon mass analysis could be per-
formed with already existing or soon-to-be-taken data, and if not, what improvements
to the detector would be needed to succeed.

The second analysis focused on the effect of dE/dx on the flavour tag. In a differ-
ential analysis, the added benefit of tracking-based PID information on the flavour tag
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in hadronic W decays compared to the default mostly vertex-based flavour tag with
LCFIPlus was studied. The capability to separate 2-jet systems where the W decayed
into a d- and a u-quark from those where it decayed to an s- and a c-quark was assessed
via a boosted decision tree and measured as area under the curve of a ROC-curve.
Since s/c-systems have on average more and higher momentum kaons than d/u-systems,
PID information weighted with measured momentum in 18 different observables could
be used to differentiate the two cases. The additional information came mostly from
dE/dx-related quantities, with V0-finding delivering a smaller but independent contri-
bution from neutral strange particles. TOF, however, was of negligible effect in this case,
since the correlation with the jet flavour lays mostly in high-momentum pions and kaons,
which can not be separated from each other with TOF. Usage of the PID information
showed a moderate increase in the BDT AUC compared to the well-established LCFI-
Plus performance. This increase was, however, significantly larger when high purities
are needed in an analysis that uses the flavour tag, allowing to use several 10 % more
data, depending on the purity level. This performance improvement also shows a strong
dependence on the applied dE/dx resolution in the TPC. For a requested purity of 99 %
for example, the default 4.5 % resolution increases the efficiency by about 27 %, while a
2.6 % resolution would achieve about 44 % and a significantly reduced dE/dx resolution
of 7 or 10 % would only add 10 % efficiency, mostly coming from the V0-Finding which
is unaffected by the dE/dx resolution.
An analysis that uses flavour tag to specifically separate hadronic W decays is the

measurement of Vcs, the central element of the CKM quark-mixing matrix. The values
of the matrix have been determined to the level of about 10−4 - in a global SM fit and
with the contraint of three-generation unitarity. If this contraint is fulfilled is not evident
a priori, and a violation could indeed indicate new physics. Therefore, an independent
measurement of the individual elements of the CKM matrix is a necessary cross-check.
While most elements have been measured to the sub-% level, Vcs and Vtb are only known
to an accuracy of about 2 %. One example of a direct measurement of Vcs was per-
formed by the DELPHI experiment at LEP [117], which in 1996 used about 100 W pairs
to determine |Vcs| = 0.94+0.32

−0.26(stat.)±0.13(syst.) via only the flavour tag method, i.e.
even independent of the W branching fraction into leptons. The ILC is expected to
produce about 60 million W pairs in the H-20 scenario, with a production cross section
of about 15 pb and an integrated luminosity of 2 ab−1 at 250 GeV, and 7 pb and 4 ab−1

at 500 GeV, and an additional about 20 million single W at 500 GeV with a production
cross section of 5 pb. This gain in statistics of nearly 6 orders of magnitude will allow
for an unprecendented precision on the statistical uncertainty of the Vcs measurement
below the per-mille level. With these large statistics a reduced selection efficiency can
be tolerated and it would be beneficial to chose a flavour tag working point at a high
purity level to more effectively suppress background from alternative W decay modes,
which is where the dE/dx PID is most impactful.

150



9. Conclusion

In this work, a bridge was built from hardware development to detailed and more gen-
eral simulation and finally to physics observables, demonstrating why advanced PID is
desirable in a Higgs factory, how this can be implemented in software in particular via
dE/dx, how dE/dx PID depends on the readout in a TPC, and how an improved TPC
readout system can be realised.
The Ropperi system shows an ambitious path forwards to a novel detector concept that

combines flexibility and granularity in a highly integrated way. The bonding between
ASIC and ’standard’ PCB is a novel process at the attempted bond sizes and still
provided a temporary readout allowing to assess the signal-to-noise level in the system,
which is in the order of 100 for typical signal sizes. In terms of TPC readout, the detailed
simulation makes clear: granularity is king. Decreasing the mm-sized pads of pad-based
readouts already improves the dE/dx PID, while application of cluster counting requires
a granularity below 300 µm, but enables further improvement. One such cluster counting
algorithm, utilising astrophysics software, was adapted in this work and applied for the
first time to a broad range of granularities spanning two orders of magnitude from pads
to pixels. Should the GridPix system run into an unexpected show-stopper, then a next
generation of Ropperi could fill the gap and provide this level of granularity.

For ILD, this allows to formulate a more ambitious aim for the dE/dx resolution: 3 %
instead of 5 %! This would also be a significant step forwards compared to DELPHI’s
5.7 %, ALEPH’s 4.4 % [121] and currently ALICE’s 5.2 % in pp collisions and 6.5 % in
Pb-Pb collisions [49]. The software tools to calibrate and monitor this were developed
and provided to the collaboration. Beyond dE/dx, there are more tools for PID, like V0-
finding in the TPC and TOF outside of it. The physics benefits of these PID capabilities
are laid out in two example studies. With an excellent timing layer, the kaon mass can
be measured and a decades old discrepancy in the PDG book resolved - provided the
systematics can be kept in check. Improved measurements on ’basic’ quantities are
increasingly needed as input to simulations - the kaon mass is a crucial input to lattice
QCD calculations, which are now tied to more conventional methods of precision QCD
and will proceed to improve with growing CPU power. As particle physics community
we need to measure the necessary input quantities as boundary conditions for theory
calculations in time, to enable theory to indicate the path to new physics via high
precision. The W-decay analysis shows the benefit of advanced PID for the flavour tag.
Not only enhances the inclusion of tracking-based PID quantities into the existing flavour
tag its performance, but with a highly granular TPC readout and its optimised dE/dx
resolution this can be improved even further. For an analysis using the flavour tag at
a high-purity working point, this dE/dx improvement alone could provide as much as
13 % more usable data, the equivalent of 1.5 years additional running time of the ILC
after the luminosity upgrade in accordance with the H-20 scenario.

This leaves one central conclusion: use the detector as well as possible! Collisions
are expensive and should be analysed to the best of our abilities. Optimal usage of
collision information includes usage of a TPC in ILD in the first place, and in particular
striving for an optimised high-granularity TPC readout. V0-Finding, as a feature of the
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excellent pattern recognition of the TPC, should be revised and optimised with respect
to its current implementation in iLCSoft. It extends to further PID layers, namely
TOF via excellent timing in an existing sub-detector or a dedicated timing layer. Also
entirely new ideas, like a time-of-propagation layer in the barrel region between TPC and
ECal, could be implemented in simulation to study their potential additional benefits.
The benefits of optimised PID were shown in this work and already several others for
the ILD. Similar to the W-decay analysis presented here, the quark couplings to the Z
can be measured via hadronic Z decays [122]. Kaon identification is used in measuring
the forward-backward asymmetry of hadronic Z decays [123, 124]. PID of any charged
particle should be applied to its momentum fit by using its actual rest mass instead
of the ’pion hypothesis’ to improve momentum resolution and consequently jet energy
resolution [125]. Even in Supersymmetry analyses PID can be crucial, for example to
identify low-momentum decay products in low-∆m SUSY [126]. Countless analyses have
used PID in the past, in particular at the LEP experiments, and will provide inspiration
to ILD analyses, while young physicists will think of new ways to utilise all information
extracted from the collisions - if we provide it.
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A. Appendix

A.1. dE/dx PID Plots
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Figure 119: Combined dE/dx resolution of single particles above 1 GeV momentum. A
Guassian fit is depicted as a red curve, with its mean and σ highlighted.
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Figure 120: Separation power of each species vs. each other species, derived from single
particles.
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A.2. W decay Observables Plots
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Figure 121: Reconstructed jet observables: numbers of PiKaLas.
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Figure 122: Reconstructed jet observables: (weighted) fraction of pions and kaons.
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jet momentum fraction of reco. charged pions
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Figure 123: Reconstructed jet observables: jet momentum fraction of PiKaLas.
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jet mom. fract. of charged pions with p > 3 GeV
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Figure 124: Reconstructed jet observables: jet momentum fractions above 3 GeV,
weighted by pion-/kaon-ness, and based on TOF.
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Figure 125: Reconstructed jet observables: number of leading pions, kaons and V0s.
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The Nelco N7000-2 HT laminate and N7000-3 prepreg are a series of 
toughened polyimide material for use in high-reliability multilayers. This 
combined resin system provides excellent thermal performance, improved 
processing characteristics and is exceptional for use in a wide variety 
of applications that include fine geometry multilayer constructions and 
extreme reliability requirements.

Key Features
Polyimide Resin Chemistry
- Robust thermal stability and reliability
- Toughened resin system 
- High temperature tolerance and chemical resistance

Lead-free Assembly Compatibility
- Withstands multiple thermal excursions
-  Tg 260°C by DSC
- T260 >12 minutes
- Low Z-Axis CTE
- Designed for use in severe conditions

Supports Current and Previous Military and 
Industrial Standards
- N7000-2 HT and N7000-3 meet IPC-4101/40 and /41
- Complies with the old GIJ and GIL military specifications

Reliable Plated-through Holes
- Low Z-Axis CTE and toughened polyimide chemistry 
 providing good dimensional stability

Reliable Processing
- Improved fracture resistance compared with traditional polyimide 

systems
- Reduced cure time compared to other traditional polyimide systems

And Much More
-  Vacuum laminated
-  Available in a wide variety of constructions, copper weights and 

glass styles
- All Nelco materials are RoHS compliant

Global Availability

Toughened Polyimide Prepreg & Laminate

Nelco® N7000-2 HT Laminate
Nelco® N7000-3 Prepreg and Laminate

Park’s UL file number: E36295

Applications

Park’s Advanced Circuitry Materials

- Fine-Line Multilayers

-  Backplanes

-  Surface-Mount Multilayers

-  BGA Multilayers

- Direct Chip Attach

-  Underhood Automotive

- Burn-in Boards
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Nelco Products, Inc. (California) - Americas
+1.714.879.4293
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Mechanical Properties                        U.S. Units                     Metric Units  Test Method 
Peel Strength - 1 oz. (35 micron) Cu 
 After Solder Float  7.5 lb / inch 1.31 N / mm IPC-TM-650.2.4.8 
 At Elevated Temperature 7.0 lb / inch 1.22 N / mm IPC-TM-650.2.4.8.2a
 After Exposure to Process Solutions 7.0 lb / inch 1.22 N / mm IPC-TM-650.2.4.8
X / Y CTE [-40°C to +125°C] 9 - 12 ppm / °C 9 - 12 ppm / °C IPC-TM-650.2.4.41
Z Axis Expansion [50°C to 260°C] <2.5 % <2.5 % IPC-TM-650.2.4.24
Young’s Modulus (X / Y)  3.1 / 3.3 psi x 106 21.1 / 22.2  GN / m2 ASTM D3039
Poisson’s Ratios (X / Y)  0.146 / 0.153  0.146 / 0.153  ASTM D3039
Thermal Conductivity  0.45 W / mK 0.45 W / mK ASTM E1461
Specific Heat  1.06 J / gK 1.06 J / gK ASTM E1461

Electrical Properties  
Dielectric Constant (50% resin content)
 @ 1 GHz (RF Impedance) 3.8  3.8  IPC-TM-650.2.5.5.9
 @ 2.5 GHz (Stripline) 3.5  3.5  IPC-TM-650.2.5.5.5
 @ 10 GHz (Stripline) 3.5  3.5  IPC-TM-650.2.5.5.5
 @ 10 GHz (Split Post Cavity) 3.5  3.5  
Dissipation Factor (50% resin content) 
 @ 2.5 GHz  (Stripline) 0.015  0.015  IPC-TM-650.2.5.5.5 
 @ 10 GHz (Stripline) 0.015  0.015  IPC-TM-650.2.5.5.5
 @ 10 GHz  (Split Post Cavity) 0.009  0.009
Volume Resistivity 
 C - 96 / 35 / 90  107 MΩ - cm 107 MΩ - cm IPC-TM-650.2.5.17.1
 E - 24 / 125  107 MΩ - cm 107 MΩ - cm IPC-TM-650.2.5.17.1
Surface Resistivity 
 C - 96 / 35 / 90  107 MΩ  107 MΩ IPC-TM-650.2.5.17.1
 E - 24 / 125  107 MΩ  107 MΩ IPC-TM-650.2.5.17.1
Electric Strength  1200 V / mil 4.7x104 V / mm IPC-TM-650.2.5.6.2
Dielectric Breakdown  >50 kV >50 kV IPC-TM-650.2.5.6
Arc Resistance  100 seconds 100 seconds IPC-TM-650.2.5.1

Thermal Properties
Glass Transition Temperature (Tg)
 DSC (°C)  260 °C 260 °C IPC-TM-650.2.4.25c
 TMA (°C)  250 °C 250 °C IPC-TM-650.2.4.24c
Degradation Temp (TGA) (5% wt. loss) 376 °C 376 °C IPC-TM-650.2.4.24.6
Pressure Cooker-60 min then solder dip     IPC-TM-650.2.6.16
  @288°C until failure (max 10 min.) Pass  Pass  (modified)
T260  12+ minutes 12+ minutes IPC-TM-650.2.4.24.1

Chemical / Physical Properties
Moisture Absorption  0.35 wt. % 0.35 wt. % IPC-TM-650.2.6.2.1
Methylene Chloride Resistance  <0.50 % wt. chg. <0.50 % wt. chg. IPC-TM-650.2.3.4.3
Density [50% resin content] 1.70 g / cm3 1.70 g / cm3 Internal Method
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Nelco® N7000-2 HT / N7000-3
Toughened Polyimide Laminate & Prepreg

Park Electrochemical Corp. is a global advanced materials company which develops and manufactures high-technology digital and RF/microwave printed circuit materials and advanced composite materials, 
parts and assemblies. The company operates under the Nelco®, Nelcote® and Nova™ names.
All test data provided are typical values and not intended to be specification values. For review of critical specification tolerances, please contact a Nelco representative directly. Nelco reserves the right to change 
these typical values as a natural process of refining our testing equipment and techniques.
Aeroglide™, CoreFix®, Easycure™, EF®, EP™, LD®, Mercurywave™, Nelco®, Nelcote®, Nova™, PeelCote™, RTFoil® and SI® are trademarks of Park Electrochemical Corp.
Nelco reserves the right to make changes without further notice to any products herein to improve reliability, function or design. Nelco does not assume any liability arising out of the application or use of any 
product described herein; neither does it convey any license under its patent rights nor the rights of others. This disclaimer of warranty is in lieu of all warranties whether expressed, implied or statutory, including 
implied warranties of merchantability or fitness for a particular purpose. 
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