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A B S T R A C T

Pushing our capability of watching and controlling the microscopic
world in real-time is one of the main challenges of spectroscopy to-
day. Ultrashort lasers have been the best candidate to this purpose.
Femtosecond (1 fs = 10−15 s) lasers were critical for the birth of fem-
tochemistry, allowing investigation and potential control of chemical
reactions at the fs time scale, the natural time scale of nuclear motion
in matter. Furthermore, the advent of attosecond (1 as = 10−18 s) laser
science has pushed this frontier even further setting the route to ex-
plore the natural time scale of electrons. Despite the many outstanding
results in this field, our understanding of ultrafast molecular physics
is still at its infancy and intense research needs to be pursued.

The work presented in this thesis aims at tackling this challenge
with the development of an attosecond beamline for pump-probe
experiments. It consists in a 3-arms interferometer which combines
extreme ultraviolet (XUV) attosecond pulses, few-cycle near-infrared
(NIR) pulses and the novel few-fs ultraviolet (UV) pulses. The beam-
line has been employed for the investigation of ultrafast molecular
dynamics in a set of gas-phase molecules of increasing complexity,
whose studies represent the main part of the thesis.

In methyl-iodide, the few-fs UV pulse was used to trigger an ultra-
fast non-adiabatic dynamics in the molecule in the vicinity of a conical
intersection. The evolution was probed by NIR-induced ionization,
observing a novel ultrafast dynamics in the pump-probe appearance
of the iodine fragment.

We employed the few-fs pulse to excite a coherent superposition
of Rydberg states through a 2-photon absorption in acetone. The
evolution is then probed by ionization through a few-cycle linearly
polarized NIR pulse. Both photoelectrons and photoions showed
ultrafast oscillations that can be assigned to vibrational or purely
electronics motion.

In methyl-lactate, the UV pulse was used to populate a set of
Rydberg states in the neutral molecule. The excitation was then
followed by single-photon ionization by a circularly polarized NIR
pulse. With this scheme, we demonstrated that by inducing electronic
coherence it is possible to modulate the chiral response of the molecule.

Finally, large water clusters were ionized by an XUV attosecond
pulse train as a preliminary step for measuring electron dynamics in
such complex target. We demonstrated a robust protocol to isolate
the water clusters contribution in the photoelectron kinetic energy
spectrum, which is affected by other species inevitably produced by
the cluster source.
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Z U S A M M E N FA S S U N G

Die Fähigkeit, die mikroskopische Welt in Echtzeit zu beobachten und
zu kontrollieren, ist eine der größten Herausforderungen der heutigen
Spektroskopie. Ultrakurzpulslaser sind die besten Kandidaten für die-
sen Zweck. Femtosekundenlaser (1 fs = 10−15 s) waren entscheidend
für die Entstehung der Femtochemie, da sie die Untersuchung und po-
tenzielle Kontrolle chemischer Reaktionen auf der Zeitskala von fs, der
natürlichen Zeitskala der Kernbewegung in Materie, ermöglichen. Dar-
über hinaus hat das Aufkommen der Attosekunden-Laserforschung
(1 as = 10−18 s) diese Grenze noch weiter verschoben und den Weg zur
Erforschung der natürlichen Zeitskala von Elektronen geöffnet. Trotz
der vielen herausragenden Ergebnisse auf diesem Gebiet ist unser
Verständnis der ultraschnellen Molekülphysik noch am Anfang, und
es muss noch intensiv geforscht werden.

Die in dieser Doktorarbeit vorgestellten Arbeiten zielen darauf
ab, diese Herausforderung mit der Entwicklung einer Attosekunden-
Beamline für Pump-Probe-Experimente anzugehen. Sie besteht aus
einem 3-armigen Interferometer, Interferometer, welches extreme ul-
traviolette (XUV) Attosekundenimpulse, Nahinfrarotimpulse (NIR)
mit wenigen optischen Zyklen und neuartige ultraviolette (UV) Im-
pulse mit wenigen fs kombiniert. Die Beamline ist mit einem Dop-
pelspektrometer zum Nachweis geladener Teilchen gekoppelt, mit
dem gleichzeitig Elektronen-Velocity-Map-Imaging (VMI) und Time-
of-Flight-Massenspektren (TOFMS) aufgenommen werden können.
Die Beamline wurde für die Untersuchung der ultraschnellen Mole-
kulardynamik in einem Satz von Molekülen in Gasphase mit zuneh-
mender Komplexität eingesetzt, wobei dessen Untersuchungen den
Hauptteil der Arbeit ausmachen.

Bei Methyljodid wurde der few-fs UV-Puls verwendet, um eine ul-
traschnelle nicht-adiabatische Dynamik in dem Molekül, welches sich
in der Nähe einer konischen Kreuzung befindet, auszulösen. Die Ent-
wicklung wurde durch NIR-induzierte Ionisierung untersucht, wobei
eine neuartige ultraschnelle Dynamik in der Pump-Probe Erscheinung
des Iodfragments beobachtet wurde.

Wir haben den extrem kurzen Impuls verwendet, um eine kohä-
rente Überlagerung von Rydberg-Zuständen durch eine 2-Photonen-
Absorption in Aceton anzuregen. Die Entwicklung wird dann durch
Ionisierung mittels eines linear polarisierten NIR-Pulses mit wenigen
Zyklen untersucht. Sowohl die Photoelektronen als auch die Photoio-
nen zeigten ultraschnelle Oszillationen, die Schwingungen oder rein
elektronischen Bewegungen zugeordnet werden können.
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In Methyl-Lactat wurde der UV-Impuls dazu verwendet, um eine
Reihe von Rydberg-Zuständen im neutralen Molekül anzuregen. Auf
die Anregung folgte dann die Einzelphotonen-Ionisierung durch einen
zirkular polarisierten NIR-Impuls. Mit diesem Schema haben wir
gezeigt, dass es möglich ist, die chirale Reaktion des Moleküls durch
Induktion elektronischer Kohärenz zu modulieren.

Schließlich wurden große Wassercluster durch einen XUV-Attosekun-
denpulszug ionisiert, um die Elektronendynamik in solch komplexen
Targets zu messen. Wir demonstrierten ein robustes Verfahren, um den
Beitrag der Wassercluster im kinetischen Energiespektrum der Photo-
elektronen zu isolieren, der durch andere Spezies, die unvermeidlich
von der Clusterquelle erzeugt werden, beeinflusst wird.
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1
I N T R O D U C T I O N

A major turning point in science has always been the identification
of the suitable time scale to describe a dynamical process. On the
most fundamental level, it translates into identifying the most suitable
time interval, or clock, to record the individual steps of the process.
For instance, the "Astronomical Calendar" was firstly introduced in
ancient Egypt to time the number of days in a year as consequence
of the observation of the heliacal rising of the star Sirius. Since then,
significant effort has been done in order to find or develop the most
suitable time reference. In particular, when scientists began to access
the microcosm, they discover that the constituents of matters move
with incredible rapidity. Because of inertia, there is an intrinsic relation
in between the mass of an object and its velocity. Therefore, we expect
to address faster and faster processes the deeper we dive into the
structure of matter and the smaller the observed objects become (Fig.
1.1).

The structural rearrangement of proteins occurs generally on the
millisecond (ms) scale, but it can reach the microsecond (µs), when
considering α-helix formation. Chemical reactions such as proton
transfer, take place from the nanosecond (ns) down to femtosecond
(fs) time range, depending on the complexity of the species involved.
Molecular collisions, which are interpreted as Brownian motion of
molecules in a gas, are more suitably described on the picosecond (ps)
range. Tens of ps are also well suited to molecular rotation in space.
The natural time scale for internal vibrational motion of the nuclei in
a molecule is the femtosecond (10−15 = fs). For example, the H − H
stretching period of molecular hydrogen is 7.6 fs. When dealing with
faster processes, which involve electrons, the attosecond (10−18 = as)
describes their motion in atoms, molecules, and solids.

10-310-610-910-1210-1510-18 1

smsusnspsfsas
time

Protein folding
Proton transfer

Mol. rotation
Mol. vibration

Electron motion

Figure 1.1: Different time scale in molecular dynamical processes.
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2 introduction

The interest for such processes can be understood by the most
straightforward meaning of the word dynamics that is "change".
Changes in chemistry are described through chemical reactions in
which reagents are put together to create new products. From a physi-
cal perspective, chemical reactions can be considered as the sum of all
the extremely fast elementary processes described above. By means of
molecular translations, rotations, vibrations and even electronic tran-
sitions, molecules undergo specific rearrangements of atoms, which
lead to bond breaking and remaking to ultimately form the final prod-
uct species. Since most of these steps are conveniently measured in
femtoseconds, one can say that ”all chemistry is femtochemistry” [1].
Gaining access to this domain, or the investigation of each elementary
processes and the understanding of their complex combinations, is
crucial in unravelling specific chemical or physical mechanisms and
identifying fundamental ingredients towards the successful outcome
of the reactions. In other words, understanding comes before control.

Up to the 19th century, recording times of individual steps in any
process was essentially limited to the time scales related to direct
sensory perception, such as vision (0.1 s) or hearing (0.1 ms). Only
with the invention of the first Ruby Laser by T. Maiman in the 1960

[2], the temporal resolution increased drastically, reaching only two
decades later the 100 fs range. The time resolution increased by more
than 10 order of magnitude in respect to the previous century.

As a consequence, the development of femtosecond lasers has revo-
lutionized our understanding of molecular dynamics. A. H. Zewail
demonstrated the possibility of using femtosecond lasers to track
chemical reactions in real time in a series of studies which awarded
him the Nobel prize for Chemistry in 1999 [3]. In such experiments,
a first femtosecond pulse, named pump, initiates the dynamics and
acts as a starting clock by defining its zero time. A second femtosec-
ond pulse, called probe, provides the shutter speed for freezing the
nuclear motion and recording the particular snapshot. By accurately
synchronized the pump - probe delay, an acquisition of snapshots at
different times of the molecular evolution allows for the full molecular
dynamics to be observed.

These pioneering experiments founded the well-established field
of femtochemistry. Applied for the first time to study photodissocia-
tion dynamics of ICN [4], femtochemistry has been extended in the
investigation of a wide variety of molecular processes by combining
femtosecond pulses with different observables such as spectroscopy,
mass spectrometry and diffraction spectrometry [5]. Additionally,
femtochemistry introduced the possibility to control chemical reaction
by steering the motion of the nuclei of the involved molecules, by selec-
tively breaking bonds and favoring others. In practice, coherent control
is based on the re-shaping of femtosecond pulses in frequency and
amplitude in order to drive the molecular system to a specific reaction
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channel [6, 7]. Through the use of these methods, femtochemistry
established itself as the first real possibility of controlling chemical
reaction in real time, by exploiting femtosecond laser duration and
coherence to efficiently control the nuclei dynamics.

Attosecond dynamics in molecules

At the beginning of the new century development in ultrafast sources
allowed the creation of light pulses in the extreme ultraviolet spectral
range (XUV) of even shorter duration, down to the attosecond time
scale.

Ever since the first experimental demonstrations in 2001 [8, 9], at-
tosecond pulses have been employed to measure Auger relaxation dy-
namics in noble gas [10]. Afterwards, they have been applied on many
atomic processes such as the real time observation of valence electron
motion in krypton [11], characterization of the electron wavepackets
in helium [12] and the measurements of the photoionization delay [13,
14] to name just a few. The success in atomic targets clearly showed
the potential of attosecond sources and were fundamental for the
development of the experimental techniques which gave access to the
natural time scale of electron motion.

At the time attosecond pulses were demonstrated, applications to-
wards molecular systems were immediately suggested. Observing the
electronic degrees of freedom in molecules on attosecond timescales
is very appealing since it provides novel pathways towards control-
ling chemical processes. The first molecular attosecond experiment
addressed charge localization during the dissociation ionization of
the hydrogen molecule [15]. Immediately after, the feasibility of con-
trolling the dissociation of the molecule was demonstrated, by acting
in the very first instant of motion [16]. These two of experiments
manifest the dual nature of employing attosecond pulses on molecular
target. On one hand, attosecond pulses stands as the ideal tool to
unravel extremely fast processes in nature. For instance, ultrafast
electron dynamics induced by light has been proven to play a crucial
role in the initial stages of photosynthesis, in radiation damage of
biologically relevant molecules and in the general in any chemical or
biological process which is related to electron transfers. On the other
hand, attosecond pulses can be used as control knob to steer electron
dynamics and to guide chemical reactions [17, 18].

In femtochemistry, the time domain observation is based on the
fact that the pump laser excites a coherent superposition of states,
which evolves with a phase factor that is proportional to their energy.
The shorter the duration of the pump laser, the larger is its frequency
bandwidth and the larger is the energy bandwidth of the excited
wavepackets. Because femtosecond pulses were mostly employed,
femtochemistry experiments were almost exclusively limited on the
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Figure 1.2: Ultrafast dynamics of the hole density in the amino acid pheny-
lalanine induced by sudden ionization by an attosecond XUV
pulses. Adapted from [22].

excitation of purely rotational or vibrational nuclear wavepackets,
without directly affecting the electronic states. The experiment could
then reveal the evolution of such a wavepacket, through processes
such as dissociation, internal conversion or intersystem crossing, in-
cluding conical intersection where multiple electronic states become
degenerate for a particular molecular geometry. The development of
attosecond pulses introduced the perfect tool to move beyond this
concept, since their bandwidth typically spans a range of different
electronic states allowing electronic coherences to be excited. Due to
bandwidth of such electronic wavepacket, the subsequent motion oc-
curs on a time scale ranging from attoseconds to a few femtoseconds.
The creation of an electronic wavepacket, whose motion is purely
driven by their coherent superposition and not by the nuclei, open up
new possibilities to steer the subsequent nuclear motion and affect
the resulting reaction, for instance to circumvent vibrational energy
redistribution [19].

A purely electronic motion driven only by electronic correlation was
first observed in a pioneering experiment by Weinkauf et al. [20]. It was
suggested as an interpretation of an extremely efficient charge transfer
along the chain of a small peptide. Such motion was named charge
migration to distinguish the coherent evolution of purely electronic
states from the charge rearrangement encountered in electron transfer
processes, which are governed by electrons-nuclei coupling on longer
timescale [21]. More than a decade later, ultrafast charge migration was
observed in the amino acid phenylalanine, after prompt ionization by
an isolated attosecond pulses [22]. In this experiment, the electronic
correlation was induced by the extremely large bandwidth of the
ionizing pulses, which coherently excites several cationic states. As a
result, a sub-4.5 fs charge motion was observed along the molecule as
it is depicted in Fig. 1.2. The charge density redistributes along the
molecules, oscillating in particular around the ammine group.

Two remarks need to be made here, which provide the motivation
for the work described in this thesis. First of all, the extremely large
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bandwidth of an attosecond pulses, although allowing the excitation
of several electronic states, creates the condition for which it will
pump or probe an extremely considerable number of states, including
many vibrational and rotational states, all at the same time. In other
words, attosecond pulses activate many distinct dynamical processes
at the same time. In particular, it is even more worsen when the XUV
attosecond pulses are used in combination with the typical NIR probe,
which easily allows multiphoton probing. Most of the case, one has
to rely on the invaluable contribution of theory, which helps unravel
the different contribution to address the specific dynamics observed
in the experiment.

In most cases, the excitation of electronic coherences takes molecular
dynamics outside the realm of the Born-Oppenheimer approximation
[23] in which the nuclear and electronic degrees of freedom can be
decoupled, due the fact that the mass of the electron is smaller by sev-
eral order of magnitude than the nuclei. This approximation leads to
the common description of molecular dynamics in terms of rotational
and vibrational wavepackets moving on a potential energy surface,
which is typically used to describe femtochemistry experiments where
only a single electronic state is excited. In such a description, points in
which two electronic states are degenerate, i.e., molecular geometries
for which two potential energy surfaces corresponding to two distinct
electronic states approach each other represents particular cases. They
represent points for which the electrons time scale is slowed down to
a time scale comparable to the ro-vibrational dynamics, in which the
coupling in between nuclei and electron degrees of freedom cannot
be neglected. Excitation of electronic coherences, more likely involv-
ing several electronic states obviously needs to include such effects,
where the electronic and the nuclear dynamics must be treated in a
correlated manner. From this perspective, attosecond pulses are the
perfect tool to study molecular dynamics in the presence of conical
intersections and gain more insights about these regions where the
Born-Oppenheimer approximation fails [24].

Ultraviolet excitation

While XUV attosecond pulses allows to study electronic wavepackets
only after ionization, broadband UV pulses are able to excite electronic
coherences in the neutral, because of the lower photon energy, typically
below the ionization potential of most molecules. This property can be
used to extend purely electronic motion to the neutral molecule. Addi-
tionally, over the last few years it became clear the that the breakdown
of the Born-Oppenheimer approximation at conical intersection plays
a crucial role in many fundamental photo-induced processes in nature,
such as vision, photosynthesis and radiation damage in biomolecules
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[25]. Therefore, few-femtosecond UV pulses can be applied to tackle
specific problems of fundamental interest in photochemistry.

UV light is defined as electromagnetic radiation with wavelength
shorter than 400 nm and it comprises of three classes: UV-C (200 nm
to 280 nm), UV-B (280 nm to 315 nm) and UV-A (315 nm to 400 nm).
In particular, the main source of UV light in nature is the sun with
fundamental impact on biology, including production of vitamin D,
vision, and DNA photodamage, among others. The general interest
in chemistry for this energy range comes from the fact that these
energies match electronic transitions in molecules and for this reason
they are responsible many photo-induced processes. For instance,
in more complex biomolecules, the presence of chromophore such
as imidazole, pyrrole and phenol results in strong UV absorption in
aromatic amino acids or nucleobases [26]. Despite the fact that UV
radiation is only a minor fraction of the sunlight reaching Earth’s
surface, it represents the most harmful and mutagenic component
of the solar spectrum. For example, it is the main responsible of
the formation of nucleobases dimers in DNA, an altered structures
which interfere with the normal DNA polymerases decoding and
can ultimately lead to mutation and skin cancer [27]. It is anyway
surprising that the overall mechanism which leads to this mutation
is strongly inefficient, because of ultrafast relaxation mechanisms
through which nucleobases can dissipate the excessive energy through
very efficient non-radiative decays due to the very short lifetimes (
< 200 fs ) of the excited states involved [28]. The remarkable stability
of DNA bases upon UV radiation can be understood in terms of
protection mechanisms involving ultrafast relaxation around conical
intersections [29], however investigation of such dynamics has been
scarce, because of the lack of suitably short excitation pulse.

Non-linear upconversion schemes for UV generation are based on
typically second harmonic generation, coupled with sum frequency
generation by using Ti:Sapphire laser input, but the intrinsic disper-
sion of the BBO medium limited the pulses duration to hundreds of
femtoseconds, with proposed complex scheme aiming at introducing
negative dispersion, even with a lack of negative dispersive medium
in the UV [30]. In 2019, we demonstrated the feasibility of producing
sub-2 fs UV pulses by employing third harmonic generation in noble
gas driven a few-cycle NIR pulses [31]. The spectrum of such pulses
is reported in Fig 1.3, extending from 210 nm to 340 nm - which cor-
responds to a bandwidth of 2.28 eV - and a temporal duration which
was measured to be 1.95 fs. The demonstration of such short pulses
in the ultraviolet acts as a bridge which connect attosecond science in
molecules with neutral molecular dynamics and chemical processes,
explored so far only on a longer time scale.

Beyond the duration record, we can currently generate sub-2 fs
pulses in a vacuum beamline which is set up for pump-probe exper-



introduction 7

Figure 1.3: Ultraviolet spectrum supporting 1.45 fs time duration generated
third harmonic generation in gas by a few-cycle NIR pulses. The
corresponding time duration was measured to be 1.95 fs. Adapted
from [31].

iments, which combines the UV pulses with NIR infrared few-cycle
pulses and in the future with XUV attosecond pulses. In this thesis I
will present the first experimental efforts in using few-femtosecond
UV pulses, in a series of benchmark pump-probe experiments on
different targets.

The aim of this work is to show that spectroscopy employing ultra-
short UV pulses opens new ways in investigating the photo-induced
electron dynamics in the excited targets. In the first place, it allows
investigation of photo-induced processes with unprecedented time
resolution. This will be shown in an experiment of photodissociation
in methyl-iodide, a prototypical target for ultrafast UV-induced dy-
namics. Employing such short excitation pulses allow us to retrieve
dynamics which were never observed before. Additionally, we will ex-
plore the possibility of triggering electronic coherences in the neutral.
It will be shown in an experiment performed in acetone, by exciting
a superposition coherent of Rydberg states exploiting the bandwidth
of the few-fs UV pulses. Such experiments aim at interrogating the
role of electrons in the first moments upon photo-excitation, also ad-
dressing the interaction of nuclear and electronic degrees of freedom.
Finally, we will show that electronic coherence and their evolution can
be exploited to control the chiral response of methyl-lactate molecules,
demonstrating chemical control over a few-fs time scale.

To conclude, the work included in this thesis aim at extending UV
spectroscopy to the few-fs time scale, or alternatively to extend attosec-
ond science from XUV to lower photon energy. I will show different
possibilities of employing few-femtosecond ultraviolet excitation in
molecules, with the aim in addressing fundamental questions: (i) what
is the role of electrons in the first moments upon photo-excitation?
(ii) how does nuclear and electronic degrees of freedom are coupled
to each other? The answers to these questions are of fundamental
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importance towards photo-induced control of chemical reactions in
the very first instant after excitation [32].

1.1 organization of the work

The thesis is organized as follow.

The following chapter (Ch.2) introduces many concepts which are
fundamental to the understanding of the work presented in the thesis,
focusing on general model of molecular dynamics and light-matter
interaction.

Ch.3 contains all the details of the experimental setup employed
in all the experiments. Initially, the beamline providing the three
different light sources for pump-probe spectroscopy is introduced.
Afterwards, the particle detection instruments, and the molecular
source employed are described. Finally, we focus on the effort towards
improving the few-fs UV pulses generation.

The remaining chapters of the thesis cover the different experi-
ment performed. Each chapter starts with a brief introduction on the
particular target or method employed.

Ch.4 is about the investigation of methyl-iodide, a halide-alkane
substitute. This molecule represents the prototypical molecule in
investigating UV-induced ultrafast dynamics, as it shows a strong ab-
sorption at 266 nm which results in an ultrafast photodissociation, but
so far was never investigated on this time resolution. The experimental
approach and theoretical interpretation of the results are reported.

Ch.5 reports the investigation of the evolution of a Rydberg ex-
citation in acetone. A detailed experimental effort, exploiting the
possibility of our setup of measuring simultaneously the emitted pho-
toelectrons kinetic energy and the produced fragments. Despite the
fact that a detailed theoretical support is not ready yet, discussion
about the interpretation of the experimental data is attempted on the
basis of previous works.

The use of photoelectron circular dichroism to investigate the chiral
response induced by electronic coherences in methyl-lactate is de-
scribed in Ch.6. The experimental method will be treated in detail,
in particular regarding the necessity of using differential methods to
be able to observe the evolution of the electronic wavepackets on a
few-femtosecond scale.

Ch.7 describe a preliminary experiment in which we investigate the
photoionization of water clusters from an XUV attosecond pulses. It
stands as a first step to extend attosecond experiments to complex
target aiming at studying molecules in solution.

Finally, the last chapter (Ch. 8) will be dedicated to summarizing
all the results and provide an outlook for each experiment.



2
F U N D A M E N TA L S O F L I G H T- M AT T E R
I N T E R A C T I O N

On the most fundamental level, spectroscopy studies the interaction
of radiation with matter, which occur through absorption, emission
or scattering processes. Since these processes involve different transi-
tions inside the molecular target - rotational, translational, vibrational
and electronic, and depend directly on the energy of photons used,
spectroscopy allows us to investigate in detail the structure of mi-
croscopic systems by employing different light sources across the
electromagnetic spectrum.

For many of these processes, light-matter interaction is usually
described through a semi-classical approach, in which the system
is described using quantum mechanics and the radiation is treated
classically, using Maxwell’s equations. This is generally justified by
the high intensities involved, which allows light to be considered as a
continuous photon flux.

Every microscopic system is characterized by a series of quantized
energy levels, obtained as eigenstates of the Hamiltonian of the sys-
tem, known also as time-independent Schrödinger equation. When
electromagnetic radiation interacts with the particle system, it causes
a time-dependent perturbation that can induce transitions between
the different quantum states. This transition probability is estimated
using the time-dependent Schrödinger equation.

As first approximation, the role of the magnetic field can be ne-
glected since the electric field is considerably more intense. In ad-
dition, the wavelength of the radiation is usually much larger than
the typical size of the molecular target. In other words, the spatial
variation of the electric field is exceedingly negligible compared to
the distances on which electron or nuclei move. This leads to the
so-called dipole approximation and all the transitions involved are
called electric dipole transitions.

Applying the first-order theory of time-dependent perturbations,
one can calculate the probability of such transition. In the simplest
case of weak and long perturbation, the transition rate, or transition
probability per unit time, in between two molecular states Ff and Fi is
expressed by

k f i =
π

2h̄2 δ
(
ω f i − ω

) ∣∣∣〈Ff

∣∣∣ e⃗ · d⃗
∣∣∣ Fi

〉∣∣∣2 (2.1)

where ω f i = (E f − Ei)/h̄ represents the energy difference between
the two states, ω is the radiation frequency and e⃗ · d⃗ is the projections
of the dipole operator on the direction of the field polarization. The

9
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necessary conditions to obtain a maximum transition probability imply
that: firstly, radiation frequency should be resonant with the transition;
secondly, symmetry selection rules in between the initial and final
states must be met.

2.1 adiabatic description

On a more general level, the stationary states introduced in 2.1 rep-
resent the general stationary states of the molecule F(⃗q, Q⃗) including
all electronic q⃗ and all nuclear Q⃗ degrees of freedom. However, in the
description of molecular systems it is always convenient to separate
the molecular wavefunction into a nuclear part Φn(Q⃗) and an elec-
tronic part χel (⃗q; Q⃗), with the latter depending only parametrically on
the nuclear coordinates. This separation is done by employing the
Born-Oppenheimer approximation [ref].

Essentially, the molecular Hamiltonian is

Ĥmol(Q⃗, q⃗) = T̂n(Q⃗) + Ĥel (⃗q; Q⃗) (2.2)

where T̂n is the nuclear kinetic energy and H⃗el , the latter comprising
the kinetic energy of the electrons and all the electrostatic potential
interaction (electron-electron repulsion, electron-nuclear attraction,
and the nuclear-nuclear repulsion). We note that the second term
only depends on the nuclear coordinate Q⃗ parametrically, because all
the differential operators are contained in the first term. This allows
the so-called adiabatic representation in which we expand the complete
molecular wavefunctions according to

F(⃗q, Q⃗) = ∑
k

Φn
k (Q⃗)χel

k (⃗q; Q⃗), (2.3)

where the electronic expansion functions χel
k (⃗q; Q⃗) are solutions of

only the electronic Schrödinger equation[
Ĥel (⃗q; Q⃗)− Vk(Q⃗)

]
χel

k (⃗q; Q⃗) = 0 (2.4)

with eigenvalues Vk(Q⃗) for any fixed nuclear configuration Q⃗ and
index k indicating different electronic states (with k = 0 being the
ground states). The eigenenergies are called potential energy surfaces
(PES) and are fundamental in the semi/classical interpretation of any
molecular dynamics.

The physical background of the Born-Oppenheimer approximation
is the extreme difference of the electronic and nuclear velocities. Due to
their heavier masses, nuclei will move infinitely slowly in respect to the
electrons. This means that the electronic wavefunctions will depend
only weakly with Q⃗. This allows to neglect any derivative terms
(in respect to nuclear coordinates) on the electronic wavefunctions
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and obtain a set of uncoupled equations from (2.2) for the nuclear
wavefunctions

[
T̂n(Q⃗) + Vk(Q⃗)− E

]
Φn

k (Q⃗) = 0, (2.5)

where the PES acts as potentials for the nuclei. In particular, the
coupling in between different electronic states is absent and therefore
the motion of nuclei evolves separately in each electronic state, due to
only a single potential energy surface Vk(Q⃗).

If, on the other hand, two electronic states are very close in energy
in some region of the nuclear space Q⃗, the properties of the electronic
wavefunctions strongly depends on Q⃗ and their derivatives on the
nuclear coordinates cannot be neglected. Consequently, non-adiabatic
coupling becomes substantial when the energy difference between two
electronic PES becomes very small around specific points: the set of
molecular geometries Q⃗ where two PESs have exact degeneracy are
called conical intersection - or avoided crossings. Near these points tran-
sitions between different electronic states becomes possible. Conical
intersections are present in polyatomic systems, and they are essential
for many fundamental photochemical phenomena.

2.1.1 Franck - Condon principles

One of the most important consequences of the Born-Oppenheimer ap-
proximation in the photoexcitation experiment is the Franck-Condon
principle. The separation of the various degrees of freedom leads to a
factorization which is quite useful in the interpretation of every tran-
sition, in particular the one among different electronic states, which
usually requires the high energy content that only light can provide.
In general, the probability of a transition is governed by the nature of
the initial and final state wave functions, how they interact with them
and the intensity of incident light. The transition probability R2 can
be expressed as the degree of overlap of the wave functions following

R =
〈

Ff

∣∣∣ e⃗ · d⃗
∣∣∣ Fi

〉
(2.6)

where e⃗ · d⃗ is the dipole moment operator and Fi, Ff are initial a fine
state. In other words, the stronger is the coupling in between different
states due to the electric field, the more likely and stronger will be that
specific transition. In the context of the Born-Oppenheimer, which
allows to factorize the nuclear and electronic degrees of freedom we
can express this separation (by including only vibrational transition)

R2 = |Re|2 qν,ν′ (2.7)
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where the first term reflects the electronic dipole transition probability,
the second term is associated with the vibrational levels of the lower
state ν and the excited state, also known as Franck-Condon (FC) factors.
In the adiabatic approximation in which electrons react much faster
than nuclei, in every electronic transition the most likely transition in
between different vibrational (or rotational) states are the one without
major changes in the position of the nuclei. In other words, electronic
transitions can be considered instantaneous compared to the time
scale of the nuclei. In a potential energy diagram, these transitions are
represented as vertical line, with no change in the reaction coordinate.

2.1.2 Different type of transitions

As already discussed, the probability of a photon being absorbed and
the transition in between different states taking place is governed by
the selection rules, which determine whether a transition is allowed
or not. In absorption spectroscopy, for instance, this probability deter-
mines the intensity of the emission lines from an excited state, and it
depends on the nature of initial and final state wave functions.

In most experiments of photoexcitation, the initial state will always
be the ground state of the molecule. The final state will depend on the
photon energy and can determined the following dynamics depending
on the properties of the PES. In particular, stationary points on the
PES corresponds to physically stable configuration of the molecule or
bound state. The shape - or landscape - of a particular PES can also
lead to dissociation of the molecule.

As an example, in Fig. 2.1 is reported a representation of a few ex-
amples of PESs of a diatomic molecule AB - and its cation AB+. In this
case, the PESs will depend only on the internuclear distance RAB. De-
pending on the excitation energy, the molecule can undergo different
photo-induced processes: photodissociation and photoionization.

2.1.2.1 Photodissociation

The molecule is driven by the absorption of a photon of energy D to a
repulsive excited state AB∗. Considering Eq. (2.5), this potential will
increase the internuclear distance until the molecule breaks apart. This
process is called photodissociation and is described by the following
reaction:

AB + h̄ωD → AB∗ → A(α) + B(β),

where α and β represent a generic quantum state of the single atoms.
The dynamical evolution which leads to dissociation is extremely fast
(fs) because it follows only the repulsive PES, related only to the anti-
bonding molecular orbital. For instance, the photodissociation of H2O
in the first absorption band is a prototype of this direct dissociation
[33].
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Figure 2.1: Schematic representation of photon excitation in a simple di-
atomic molecule AB as a function of the interatomic distance RAB.
If the photon energy h̄ω is resonant to a repulsive potential en-
ergy surface AB∗, which leads to dissociation. When the photon
energy is higher than ionization potential, an electron will be
removed, bringing the molecule to a cationic state AB+.

Nevertheless, dissociation via a single excited electronic state is the
exception rather than rule: many other photodissociation processes,
however, proceed via two or even more states with the possibility of
transitions from one state to the another in many different ways. In
the case of indirect photodissociation, after the excitation the molecule
has to face different impediments before the actual bond cleavage. In
Fig. 2.2 we reported a few examples.

• In Fig. 2.2 (a), the molecule is excited into a bound electronic
state. However, this state is coupled at the same time with an-
other repulsive excited state, through which the molecule can

AB*

AB AB AB

A + B A + BA + B

D0 D0 D0

Interatomic distance rAB

hv
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hv
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Interatomic distance rAB
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C Eint + hv 

Figure 2.2: Different schemes for indirect photodissociation with the differ-
ent potential energy curve (PEC) involved: (a) electronic predis-
sociation, (b) vibrational predissociation and (c) unimolecular
dissociation.
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dissociate. This is called electronic predissociation or Herzberg’s
type I predissociation. The molecular dynamics depends strongly
on the coupling in between the two states, which defines the
probability of transition from the bound to the repulsive state.

• The molecule is excited to a quasi-bound state, in which the
dissociation does not occur immediately due to the existence of
a potential barrier, as depicted in Fig. 2.2 (b). However, due to
internal energy redistribution, both vibrational (VP) or by tunnel
effect (RP), the molecule can overcome the barrier. This is called
Herzberg’s type II vibrational photodissociation. The time scale
depends on the speed with which the barrier is crossed.

• In the last case, called unimolecular dissociation and represented
in Fig. 2.2 (c), the molecule can decay from a bound excited
state to the ground state by internal conversion - a non-radiative
transition (NRT) - with higher internal (vibrational, usually)
energy content above the dissociation threshold.

2.1.2.2 Photoionization

If the energy of the absorbed photon is equal to or greater to the
ionization potential Ip of the molecule, the removal of one electron
from its valence shell can take place, leaving the molecule in its cationic
state - in this case the ground state - AB+ as depicted in Fig. 2.1.

AB + h̄ωI → AB+ + e−.

In particular, the emitted photoelectron will possess kinetic energy
Ekin, which can be easily interpreted through Koopman’s theorem [34]:
assuming all other electrons in the system are unaffected, the quantity
Ebin = Ekin − h̄ωI is equal to the binding energy of the removed
electron and gives information regarding the molecular orbital from
which is removed. In a more specific picture, this energy represents
the difference in between the ground state energy and the cationic state
of the molecule.

Photoionization is usually studied through photoemission/photo-
electron spectroscopy (PES, also). The energy, abundance and angular
distributions of the ejected electrons are a fingerprint of the molec-
ular orbitals from which they are originated and thus, they provide
relevant information of the molecular electronic structure and, in its
time-resolved version, on the molecular dynamics, as we will discuss
in the next section.

2.1.2.3 Multiphoton process

In addition to the previous transitions, several photons of energy below
the ionization threshold (or the specific excitation energy) may actually
be absorbed simultaneously to ionize (excite) the target in what is
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called multiphoton ionization (excitation). The probability decreases
rapidly with the number of photons required, but the use of very
intense femtosecond lasers make this process very favorable since it
scales with intensity IN , where N is the number of photons required.

In this context, the selection rules for multiphoton processes differ
from the selection rules for single-photon processes: dipole transitions
involving an even number of photons are permitted only between
states of identical parity, while transitions involving an odd number of
photons are permitted between states with different parity. Therefore,
measurement of multiphoton processes allows studies of electronic
states whose excitation from the ground state is prohibited by single-
photon transitions.

2.2 fs time-resolved photoelectron spectroscopy

Although the dynamical processes described above have been investi-
gated using spectroscopy techniques such as absorption, emission, or
fluorescence spectroscopy in simple targets, photoexcited polyatomic
molecules often possess complex dynamics, mostly dominated by
nonadiabatic coupling of nuclear and electronic degrees of freedom.
In many cases, it leads to complex and broadened absorption spectra,
making the investigation of such dynamics extremely challenging in
the frequency domain. Femtosecond time-resolved methods, on the
other hand, involve a pump-probe configuration in which an ultrafast
pump pulse initiates a reaction or, more generally, creates a nonsta-
tionary state or wavepacket, the evolution of which is followed as a
function of time by means of a suitable probe pulse. These methods
offer a complementary view to spectroscopy and can usually yield a
more physically intuitive picture.

Time-resolved investigation were typically based on laser-induced
fluorescence or resonant multiphoton ionization, and they require
the probe laser to be resonant with the targeted transition. They are
therefore limited within a small region of the reaction coordinates. On
the other end, photoelectron spectroscopy has been able to follow dy-
namics along the entire reaction coordinate due the very few selection
rules required In such experiments, the probe laser generates free elec-
trons through photoionization and the electron kinetic energy and/or
the angular distribution is measured as a function of the pump-probe
delay. In the following we will introduce the main concepts of this
technique, employed in all the experiments reported in this work, for
a full review refer to [35].
A molecular wave packet is defined as a coherent superposition of

molecular eigenstates. In particular, when employing a laser pulse for
the preparation of the molecular system, the amplitudes and initial
phases of the wave packet are determined by the amplitude and the
phase of the pump laser field E (ω1, 0) through the transition proba-
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Figure 2.3: Simplified scheme of a wavepackets probing in fs-TRPES: a
wavepacket or coherent superposition of excited states |Fn⟩ is
excited through a pump pulse (E(ω1, 0)). When the pump is
over, it evolves following the initial phase relationship and the
time-dependent Schrödinger equation. A second pulse E(ω2, t),
the probe, comes after a certain amount of time t favoring the

transition towards a final state
∣∣∣Ff

〉
where all the contribution

will interfere.



2.2 fs time-resolved photoelectron spectroscopy 17

bilities between the ground state Fg and the excited state of interest,
as can be seen in Fig. 2.3. after the pump is over, the wavepacket
evolves freely, according to the relative energy phase factors in the
superposition. Its evolution after a certain time t is expressed by

|Ψ(t)⟩ = ∑
n

an |Fn⟩ e−
En
h̄ t (2.8)

where the complex coefficients an contain both the amplitude and
phases of the exact (non-Oppenheimer) molecular states |Fn⟩ and En

represents the excited state energies. A gaussian wave packet is repre-
sented in green in Fig. 2.3. In this case, a coherent superposition of
vibrational states on the blue PEC is depicted. The phase relationship
is given by the an which are related to the electric field of the pump.

After some time t, the probe laser interacts with the wave packet
projecting it onto a specific final state which we call

∣∣Ff
〉
. In general,

the properties of the final state are fundamental to probe specific
dynamics as it acts as template onto which the particular molecular
state is projected. The time dependence of the differential signal S f (t)
related to a single final state can thus be written:

S f (t) =
∣∣∣〈Ff

∣∣∣µ⃗(⃗r) · E⃗probe

∣∣∣ Ψ(t)
〉∣∣∣2 =

∣∣∣∣∣∑n
bne−

En
h̄ t

∣∣∣∣∣
2

(2.9)

where we have defined

bn = an

〈
Ff

∣∣∣µ⃗(⃗r) · E⃗probe(t)
∣∣∣ Fn

〉
. (2.10)

The signal can thus be expressed as

S f (t) = ∑
n

∑
m≤n

|bn||bm| cos (ωnmt + ϕnm). (2.11)

We note that the complex coefficients bn contain both the amplitude an

from Eq. (2.8) as well as the probe transition dipole moments and all
the generalized vibronic overlap factors to the final state |Fn⟩, where
all the intermediate states are depicted in Fig. 2.3. More generally, the
signal S f (t) represents a coherent sum over all pump-probe transition
amplitudes which are consistent with the pump and probe bandwidth,
as it implicitly contains interference terms between the transitions
originating from the two pulses. In fact, the modulation of frequency
ωnm = (En − Em)/h̄ contained in (2.11) represents the interference
between individual two-photon transitions arising from an initial state,
passing through different excited states, and terminating in the same
signal final state. In some sense, it can be considered as a quantum
beat among a multitude of states. The power spectrum of this time
domain signal gives information about the set of level spacings and
their respective overlaps factors with a well specific final state

∣∣Ff
〉
.

Different final state will generally have differing overlaps. In particular,
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one should consider a full set of final states |Fi⟩ that fall within the
finite bandwidth of the probe pulse.

It becomes therefore quite important to differentiate in between
integral and differential techniques, i.e., those methods which can
resolve or not the different set of final states. For instance, integral
detection techniques, such as total fluorescence or total ion yield,
measure a total signal which is proportional to the total population in
the full set, or ∑ Si(t), where Si represents the signal relative to a single
state. Differential techniques, such as photoelectron spectroscopy or
dispersed fluorescence, can also resolve different contributions from
different final states.

It is quite clear that the choice of the final state is of high importance
as it determines the possibilities of the experimental techniques and
significantly changes the information contained in the measurements.
In this context, the choice of the molecular ionization continuum as the
final state in these experiments has many advantages, since ionization
is always an allowed process, with relaxed selection rules due to the
range of symmetries of the emitted electron. Any molecular state can
be ionized with the right probe and no dark states can obscure the
observation of the dynamics of interest. In addition, highly detailed
information can be obtained by differentially analyzing the photoelec-
tron as to its kinetic energy and the angular distribution; at the same
time the detection of the ion can provide information on the mass
channel for the process. For example, in photodissociation problems,
the ion-yield can be very helpful for identifying any transient species
or monitoring the production of the products.

On a more practical note, charged particle detection is also ex-
tremely sensitive and many methods has been developed to measure
kinetic energy and angular distributions with high accuracy. In a
typical instrumental setup for gas-phase time-resolved photoelectron
experiments, a skimmed neutral molecular beam interacts with pump
and probe laser pulses in the interaction region of a photoelectron
analyzer, which can be a time-of-flight electron spectrometer or a 2D
or 3D electron imaging system.

2.3 kinematics of laser-molecules interaction

Most processes described here are usually simple two-body events
AB (molecular fragments) which finish with the two particles ejected
in opposite directions in space with a fixed amount of kinetic energy.
The total translational energy is divided between the two fragments
to ensure the conservation of momentum and energy. In the case
of photoionization, for instance, due to the much lighter mass, the
photoelectron essentially receives all of the translation energy, while
the ion appears with negligible amount of kinetic energy. On the other
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hand, for a photodissociation process, the energy distribution will
depends on the ratio between the masses.

In a typical experiment, each photodissociation or photoionization
event yields two partner fragments with equal momenta flying in
opposite directions in the center-of-mass frame. Under the same initial
conditions, a second event will produce a pair of fragments flying
in another direction but with the same speed. The sum of all events
results in a spherical distribution in the velocity space commonly
called Newton sphere. Different momenta contents will generate
different spheres: the size of the sphere provides information on the
internal and translational energy balance. Instead, the surface pattern
of the sphere provides information about the angular distribution of
the photoproducts, i.e., it represents the probability of finding the
fragments preferentially ejected in certain regions of space.

The distribution on a Newton sphere is anisotropic: it is given, in
part, by the direction of the transition dipole moment vector d⃗ with
respect to the coordinates of the molecular system. The transition
produced by the absorption of a photon of linearly polarized light
takes place most likely when the light polarization vector ϵ⃗p is aligned
to the axis of the transition dipole moment vector d⃗. This, in turn, gives
a preferential alignment to the excited molecules in the laboratory
frame.

The distribution of the transition depends on the symmetry of the
initial and final states: for instance, for a diatomic molecule we can
considered a parallel and a perpendicular transition as two extreme
situations. Parallel transitions occur when the dipole moment d⃗ is
parallel to the internuclear axis of the molecule, meaning in transitions
between equal symmetry states such as Σ ↔ Σ or Π ↔ Π transitions.
On the other hand, in perpendicular transitions the dipole moment is
perpendicular to the internuclear axis of the molecule, which occurs
in transitions between different symmetry states (Σ ↔ Π transitions).

In both cases, a general expression for the angular distribution of
fragments after the excitation with a single linearly polarized photon
is

I(θ) =
σ

4π
[1 + βP2 (cos θ)] (2.12)

where θ represents the angle between the light polarization vector
ϵ⃗p and the velocity of the fragments v⃗l , σ is absorption cross-section
and β is the anisotropy parameter which characterizes the shape of the
angular distribution through the second order Legendre polynomial
P2(cosθ) = (3 cos2 θ − 1)/2.

For a pure parallel transition, the distribution follows ∝ cos2 θ,
therefore the anisotropy parameter needs to be β = 2. On the other
extreme, a pure perpendicular transition will lead to the angular
distribution ∝ sin2 θ, which result for β = −1. The shape of the
respective Newton spheres is depicted in Fig. 2.4. Depending on
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Figure 2.4: Representations of different limiting case for the angular distribu-
tion in Eq. (2.12).

the value of β it is than possible to provide information about the
electronic transitions and the symmetries of the excited states.

There are many cases, even for single photon absorption in which
the Eq. (2.12) does not hold for instance, for orbital angular mo-
mentum (atomic) or rotational (molecular) alignments, or particularly
when a scheme of (2+1) REMPI scheme is used. Consequently, addi-
tional terms need to be included β2n

I(θ) =
σ

4π

n=N

∑
n=0

βN
2nP2n (cos θ) (2.13)

where Pn (cos θ) is the n-order Legendre polynomial. This expansion
is also suitable for the cases of multiphoton processes. In most cases,
these situations can be approximately studied using only the first two
terms of Eq. (2.13), i.e., only two anisotropy parameters β2 and β4.
In these cases, the two betas will also have limiting values, which is
dependent on the different number of absorbed photons.
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E X P E R I M E N TA L S E T U P

The following chapter includes a detailed description of the instrumen-
tation that has been used for the experiments which are described later
in thesis. We will discuss firstly the light source and then focus on the
molecular beam source and the charge particles detection system.

Generating few-femtosecond UV pulses stands as one of the most
difficult challenges in investigating UV-induced processes in molecules
on a few-fs time scale. The generation of femtosecond pulses in the UV
spectral range has been achieved over the last decades mostly through
non-linear up-conversion processes, normally based on crystal media
due to the relatively high conversion efficiency they provide. These
methods intrinsically limit the duration of the generated pulses due to
high group velocity dispersion introduced showed by solids. In this
perspective, a significant effort has been made in the last ten years
in order to exploit low-dispersion media, such as noble gases, with
the side effect of providing much lower conversion efficiency, at least
two orders of magnitudes compared to crystals. For a summary of the
different methods to produce few-fs UV pulses, I contributed to a book
chapter, to which we refer [30]. In the following chapter, the few-fs
UV generation method employed will be described in detail. The
beamline in which these novel pulses are integrated will be described,
a its combination with two other colors, attosecond XUV pulses and
the fundamental few-cycle VIS/NIR pulses will be described.

In the second section of the chapter the double spectrometer for
particles detection and the molecular source will be described. The
first can detect simultaneously ions and electrons produced in the
experiment: the extraction electrodes are installed in the interaction
region where the molecular and the laser beam cross. On one side,
electrodes accelerate the electrons on a two-dimensional micro-channel
plate, coupled with a phosphor screen and the fast camera, realizing a
VMI spectrometer. On the other side, negatively charged potentials are
extracting the ions from the interaction region and delivered them on
a second detectors. From their time-of-flight inside the spectrometer
it is possible to measure the mass of the fragments produced in the
photoreactions. The molecular source produces molecular beams of
the sample to be investigated. It can also be used to evaporate liquid
and powder samples. In the last section, the temporal characterization
of the UV pulses is reported, by measuring electron kinetic energy
and ions in krypton as a function of the UV-IR delay.

The beamline was developed in Politecnico di Milano and then
moved in Hamburg in 2018. I contributed to its realization while
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working for my master thesis in Milan, particularly focusing on the
UV arm. Once in Hamburg, I contributed extensively to re-build it and
operate the beamline in Hamburg. I designed and implemented the
upgrade with Si-mirrors instead of dielectric separators. I also worked
on the pulse characterization in Krypton, by running the experiments,
analyzing, and interpreting the data.

3.1 light sources

A commercial multi-mJ Ti:Sapphire laser system (FEMTOPOWER PRO
V CEP) by Spectra Physics seeds the beamline. The system provides
an output of 10 mJ energy per pulse at the repetition rate of 1 kHz
with a duration of 25 fs centered at a carrier wavelength of 800 nm and
it delivers Carrier Envelope Phase (CEP) stable pulses [36].

Briefly, this quantity measures the phase difference in between the
carrier oscillation of the electric field and its pulsed envelope. This is
an essential property to produce isolated attosecond pulses, in which
the relative phase in between the carrier and the envelope strongly
affects the XUV spectrum and, consequently, the temporal profile of
the generated pulses [37].

The laser system is composed by a two-stages amplifier seeded by a
CEP stable oscillator.

The oscillator (Synergy, Spectra Physics) provides broad pulses -
around 80 nm bandwidth, circa 8 fs transform-limit - at a repetition
rate of 75 MHz and it is CEP stabilized by a second unit (CEP4) which
measures and feedback the CEP using a collinear f-to-2f setup [38].
In respect to previous systems, the feedback is realized through an
Acousto-Optic Modulator (AOM) outside the oscillator cavity. The
CEP stable pulses are amplified in the following two consecutive stages
(pre-amplifier and booster) using the Chirped Pulse Amplification
scheme [39]. In particular, the pulses are stretched of about three
order of magnitude and amplified first through 10 passes in a first
Ti:sa crystal optically pumped by a Q-switching laser. After the 4-th
pass, a second AOM (Dazzler, from Fastlite) is used to pre-compensate
high-order dispersion and the shape of the outgoing spectrum, in
order to reduce the effect of gain-narrowing in the amplified spectrum.
In addition, a Pockels cell selects a single pulse from the MHz pulse
train. A second Ti:Sa crystal, pumped by a second laser realized the
second, single, stage of amplification (booster), delivering more than
14 mJ per pulse which are reduced by 80% in the transmission grating
compressor, which recompress pulses down to 25 fs duration at the
output.

A second f-to-2f system works as a second stabilization loop for the
CEP, correcting for any residual CEP noise present introduced by the
amplifier. The final output of the laser shows a CEP root-mean-square
(RMS) of 200 mrad over several hours of operation.
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Figure 3.1: Scheme of the pulse compression in a stretched hollow core fiber.
The output of the laser is focused by a focal mirror f = 2.5 m
in a stretched hollow core fiber filled with Helium/ The gas is
injected from the output (around 1.4 bar) and pumped from the
input, to realize a pressure gradient. The SPM-broadened laser
is then compressed with multiple bounces on a pair of chirped
mirrors in a V-shape configuration.

Roughly 60% of the main output is sent to a hollow-core fiber setup
for pulse compression.

3.1.1 Hollow-core fiber compression

In order to generate few-femtosecond UV pulses through Third-
harmonic generation, a 25 fs duration is not enough: being a direct
third-order process, the estimated duration of a UV pulse through
THG would be 1/

√
3 shorter than the driver, which for a 25 fs will

result only a 14 fs duration [30]. Driving generation employing a
few-fs infrared pulse is then needed to achieve few-fs UV pulses.

For this reason, further temporal compression is performed through
Self-Phase Modulation (SPM) in hollow-core fiber (HCF) filled with
noble gas [40].

The spectral broadening induced by SPM originates by a third-order
Kerr effect due to the dependence of the non-linear refractive index
n2 = n0 + n2 I(t) on the intensity I of the laser. This produces, after
propagation in the medium of length L, new frequencies proportional
to the slope of the intensity temporal profile as ωi = γ(∂I/∂t)L. Due
to the rising and trailing edge of the pulse - these frequencies are
above and below the carrier, increasing the bandwidth of the input
laser. Because each frequency component is produced at a different
time, the resulting spectral content of the pulse will inherently exhibit
a linear chirp, which need to be compensated afterwards, usually
employing dispersive optics such as chirped mirrors [41].

Fig. 3.1 shows a scheme for the HCF setup used in all the ex-
periments of this thesis. The laser pulses are loosely focused in a
fused silica 400 µm-diameter hollow-core stretched fiber. The laser
is focused through a focal of 2.5 m to achieve a spot size of 260 µm
beam-diameter, correspondent to 64% of the fiber core diameter, op-
timizing the coupling efficiency. A near-field/far-field two points
beam pointing stabilization system (Aligna, Messtechnik GmbH) is
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Figure 3.2: A typical spectrum (red) obtained by spectral broadening in our
stretched HCF from 5 mJ, 25 fs duration (in input laser (in grey),
obtained by injecting 1.4 bar of helium in a pressure gradient
configuration. The transform limit of this spectrum is 4 fs.

used to avoid damage at the fiber input, due to the high intensity
of the focused laser. Furthermore, for the high intensity, the fiber is
embedded in a vacuum system in which the laser enters, through an
anti-reflective coated window, much before (1.5 m) the actual focus
and fiber tip. This assure that no non-linear self-focusing effect can
occur in air, leading to coupling mismatch.

Additionally, self-steeping or ionization can also affect the temporal
properties of the compressed pulses. Therefore, SPM is achieved with
a pressure gradient configuration by injecting gas at the exit side of the
fiber and pumping at the entrance side. In this way, diffusion through
the capillary leads to a reduced gas density at the input, minimizing
undesired effects where the intensity is highest. The disadvantage is
that longer fibers are required in order to acquire the same non-linear
phase term. To this aim, we note that the production of straight rigid
capillaries longer than 1 m is challenging. In particular, it has been
proved that the straightness of the capillary is crucial to achieve the
best transmission inside the waveguide, since in HCF the guiding
properties depend more on grazing incidence ngas < nglass rather than
total internal reflection ncore > next [42].

To solve this issue, a mechanically stretched flexible fiber can be
used as an alternative. It has been shown to provide good transmission
even for very long fibers, since its straightness is virtually independent
of the fiber length [43]. The fiber used in our lab is a commercial
system (few-cycle Fiber) and has a length of 2.3 m and allows a total
transmission of around 50% when injecting 1.4 bar of helium. A typical
broadened spectrum is shown in red in Fig. 3.2.

The spectrum normally extends from 500 nm to 1000 nm and it
is centered at a carrier wavelength of 750 nm, covering almost one
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Figure 3.3: Schematic representation of the STARLIGHT beamline. See text
for details.

octave. In respect the input laser spectrum, reported as the grey
area, the carrier is blue-shifted from 800 nm of almost 50 nm and,
in general, we observe more broadening for the blue part of the
spectrum. Since pure SPM should lead to symmetric spectra, an
asymmetric broadening indicates that other non-linear effects such as
self-steepening or ionization cannot be entirely suppressed.

Nevertheless, compression down to 4.5 fs duration is achieved
through 10 reflections on a pair of chirped mirrors (Few-cycle) in
a V-shaped configuration, as measured in a home-built non-collinear
SH-FROG (Frequency-resolved optical grating) [44]. These pulses have
been used to seed the attosecond beamline described in detail in the
next section.

3.1.2 Beamline overview

The STARLIGHT (STeering Attosecond electRon dynamics in bio-
molecules with UV-XUV LIGHT pulses) beamline provides light for
all the experiments which are included in this thesis. It combines
few-fs UV pulses with isolated attosecond pulses in the XUV spectral
range or alternatively with few-cycle VIS/NIR (NIR from now) pulses
with the possibility of performing pump-probe experiments with very
high temporal resolution.

The beamline consists in six interconnected high vacuum chambers
as represented schematically in Fig. 3.3. High vacuum is required
for two main reasons: firstly, XUV radiation is strongly absorbed and
dispersed by air. Secondly, while absorption in the UV spectral region
is negligible, the second order dispersion introduced by air is substan-
tial, in particular when pushing the duration to few femtoseconds.
Furthermore, charge particle detection in the double spectrometer also
requires high vacuum environment.
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The beamline follows an interferometric approach. The fundamen-
tal NIR pulse, described in sec. 3.1.1 is split in the first Optics (O)
chamber by a broadband 1 mm thin beamsplitter (BS). Depending
on the experiment, the BS can vary in order to obtain different ratio,
ranging from 70% reflection when generating XUV to only 5% when
favoring UV generation, as it has been used during the experiments.

The reflected beam is used in the top arm for the generation of
isolated attosecond pulses through High Harmonic generation (HHG),
a highly non-linear processes obtained by focusing an intense laser in
a gas target. The XUV beam goes through a metallic filter, which filters
out the co-propagating residual NIR pulses, and through a drilled
mirror (DM1) used for the recombination with the NIR probe. Then,
it is refocused in the interaction region (I) by a gold-coated 150x20x15
mm toroidal mirror at grazing incidence (5◦).

The light transmitted by the BS can be sent alternatively to two dif-
ferent paths employing a mirror mounted on a automated positioner
(moving mirror, MM) in Fig. 3.3. When the mirror is inserted, the
beam is sent through a delay line (PiezoSystem Jena) and a pair of
fused silica wedges for dispersion compensation and reflected by the
DM1 for recombination with the XUV arm. In this way it allows the
NIR pulse to be used in combination with the XUV attosecond pulses
in the most typical attosecond pump-probe scheme.

Alternatively, when the moving mirror is removed, it can be used
for UV generation. The beam is directed towards a second delay line
and wedges pair and subsequently sent towards the UV generation
chamber (UVG). UV generation is achieved by third-harmonic genera-
tion (THG) in a highly-pressurized gas cell which will be presented in
detail in 3.1.3. Afterwards, the UV pulses are spectrally separated by
the fundamental, by employing a pair of Silicon mirrors at Brewster’s
angle. The UV beam is collimated and subsequently refocused by a
900 mm, recombined with the XUV arm on target in a narrow-angle
(<1◦ non-collinear geometry. The UV generation can be monitored
by extracting the beam after spectral filtering employing a second
moving mirror (not in figure), through which the UV pulses are sent
out of chamber (S) to a UV-VIS spectrometer (Avantes) and a Op-
tometer (GigaHertz Optik), to measure the spectrum and the power,
respectively.

A third moving mirror (not in the figure) is also used to extract
the pump-probe beams before reaching the interaction region. This is
used for optimization of the spatial and temporal overlap of the arms
in use by observing the two foci using a CCD camera.

Finally, a very compact XUV spectrometer, based on the combination
of a of a spherical varied-line-space grating and a cylindrical mirror,
is used to record the XUV spectrum simultaneously during every
experiments.
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3.1.3 UV generation in gas

For the generation of femtosecond UV pulses, multistage non-linear
up-conversion schemes are usually employed, combining the SHG of
a 800 nm with sum-frequency generation to obtain the third harmonic
of the driving field [45]. The possibility of achieving better phase-
matching condition in 2nd-order non-linear crystals results in better
conversion efficiency than direct THG [46]. The choice of bulk media,
however, poses a strong limitation in the shortest duration of the gener-
ated pulses, mostly due to high GDD introduced during propagation
in the non-linear crystals and the very large phase-matching band-
width required. Due to the absence of suitable negative dispersive
mirrors in the UV, complex dispersion compensating schemes have
been applied in order to reach the sub 10 fs duration [47, 48].

Using gas as non-linear medium allows for other non-linear pro-
cesses to be employed, such as four-wave mixing in filamentation [49]
or cross-phase modulation in waveguide [50]. More recently, the very
promising dispersive wave emission in hollow-core fibers [51] has
been demonstrated. In 2019, we have demonstrated sub-3 fs UV pulses
generation using THG [31]. With the goal of the shortest temporal du-
ration, the almost dispersion-free properties of noble gas make them
the most suitable to the task, even at the expense of a much lower
conversion efficiency. In order to compensate for the for low efficiency,
high pressure gas cells are employed in our setup to increase the
number of emitters density in the medium. In the following section
we will describe the technical details of the generation setup, while in
section 3.3.2 we will discuss about the properties of the generated UV
pulses.

3.1.3.1 Micro-machined gas cell

In the UV generation chamber from Fig. 3.3, a focal 500 mm focused
the driving NIR pulses into a micro-machined fused silica cell, which
is shown in Fig.3.4. The cell is produced by a 20x5 mm fused silica
slab, in which a portion is reduced to 3 mm width, in which a channel
is produced for laser propagation. The shape of the channel can be
controlled very precisely with µm precision through the use of FLICE
(Femtosecond Laser Irradiation followed by Chemical Etching) for
the manufacturing of the cell. In particular, on the long side of the
channel a 3 mm diameter hole allows the connection to a same size
metallic tube providing the gas. Instead, the entrance and exit consist
of gradually reducing cone-shaped size up to 400 µm to contain the
gas in a limited volume and reducing the outflow. The cell itself then
acts as a large 3 mm long reservoir of gas for THG. In any case, due
to the need in working in high-vacuum, the cell is integrated into a
differential pumping system.
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Figure 3.4: Picture of the high-pressure fused silica cell for THG. (a) Left:
The red line indicates the laser propagation direction while the
white arrow shows the gas flow. Right: A magnified image of the
3 mm long channel acquired with a microscope. The extremities
of the channel are reduced in a conical shape with a 400 µm exit
aperture in order to reduce the out-flowing gas. Adapted from
[31].

3.1.3.2 Differential Pumping

To ensure the high-vacuum in the rest of the beamline, the glass cell
is placed into a differential pumping system consisting of three sub-
chambers, as can be seen schematically in Fig. 3.3 in UVG chamber
and more in details in Fig. 3.5. The glass cell is installed in the central
cubic section which is connected on the other side to a pump that
collects most of the out-flowing gas. The residual gas flows towards
two lateral same size chambers through 0.8 mm aperture, which are
realized through thin plates that can be easily installed at the interface
between the different cubic sections. Similar plate with 1 mm diameter
is installed at the interface between the lateral sections and the main
vacuum chamber. Each section is heavily pumped through bellows
connected to the wall of the main chamber: the central section is
pumped by a roots pump of 55 m3/h which evacuates most of the
gas, while a second pump is split in between the two lateral chambers,
where the gas density is lower. Additional small-diameter apertures
are also installed at the interface between UVG chamber and the
Optics chamber, as well as between UVG chamber and the separators
chamber, to further reduce the outflow of gas in the beamline. The
differential pumping scheme effectively confine the gas only in the
region of interest, allowing, for example, the UVG chamber to be in
low 10−3 mbar level and the separators chamber even at 10−5 mbar
while injecting up to 8 bar of neon in the cell. However, due to the
high consumption (2 bar L/min when operating with 1 bar of argon),
the setup has also been equipped with a gas recirculation circuit.

3.1.3.3 Recirculation system

The circuit which takes care of the recirculation of the gas is shown in
Fig. 3.5. the exhaust of the roots pumps are connected to a diaphragm
compressor. In order to collect also the residual gas outflowing in
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Figure 3.5: Differential pumping setup and recirculation system. (1) manual
valve for gas injection in the THG cell, installed in the central
section of the cubic differential pumping system (also in figure).
(2) and (3) indicates the roots pumps connected to the central and
lateral sections of the differential pumping system, including also
the gas collected through the turbo. The diaphragm pump (4)
compresses the collected gas inside the a 2 L tank (5). Afterwards
it can be sent to the manual valve (1) for the generation process.
Different valves and pressure gauges are also indicated in figure.
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Figure 3.6: High-harmonic generation spectrum obtained in krypton with
0.6 mJ, 5 fs pulses at 780 nm. (a) Raw image showing the spatial
profile of the different harmonics. (b) Corresponding spatially
integrated spectrum, with energy calibrated axis. Harmonics
from 11 to 21 are observed. (c) Top view of the compact XUV
spectrometer. The source point is only 750 mm far from the
cylindrical mirror, which is combined with a SVLS grating to
image the XUV radiation spectrum on a MCP + phosphor screen.
The image is collected by a mirror placed at 45◦ and recorded by a
camera. The detector can be translated to acquire a full spectrum.

the chamber, also the exhaust of the backing pump of the turbo is
included. The collected gas is then compressed into a 2 L tank to a
pressure up to 7 bar. Check valves are placed before and after the tank
to assure the right flow direction and to send the compressed gas back
to the UV generation cell. Test performed with 1 bar of argon have
shown that this system allows for 96% initial pressure to be preserved,
which allows, for instance, an operation over 37 h while consuming
only 1 L of gas.

3.1.4 XUV generation

The first arm - obtained by the reflection of the BS in Fig. 3.3 - is
designed for XUV attosecond pulse generation. The NIR pulses are
focused by a 700 mm focal silver mirror into a 6 mm channel for
HHG. The interaction channel is mounted on motorized actuators,
with the possibility of moving three translations and one rotation
(Physik Instruments) for better alignment. The gas is provided into
the interaction cell by a water-cooled pulsed valve (Attotech) which is
synchronized with the laser at 1 kHz. The opening time of the valve is
typically adjusted from 120 µs to 150 µs, employing a backing pressure
between 1 and 2 bar. Argon, krypton and xenon can be alternatively
chosen for the generation, depending on the needed XUV spectral
range. In 3.6 a typical XUV spectrum generated in krypton is shown.
The spectrum extends from harmonic 11th up to harmonic 21st, with a
total photon energy ranging from 17 eV to 33 eV. It has been measured
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employing a newly designed compact XUV Spectrometer.

XUV spectrometers usually consist of a grazing-incidence mirror
focusing the light source onto a slit placed at a fixed distance from
a spherical-line-space (SVLS) grating. This grating allows all the
spectral components to be focused onto the same plane, rather than
on a cylindrical surface, which allows the use of 2D detector [52]. In
addition, the use of the slit improves the overall resolution, at the
expense of the photon flux transmitted to the grating. In the case of
HHG source, for instance, this limitation becomes crucial.

In most HHG experiments, however, the XUV light is refocused by
a grazing-incidence toroidal mirror into an interaction point. If the
toroidal mirror acts with a 1:1 refocusing magnification factor, the
XUV focus presents minimal aberrations, which makes the use of the
slit unnecessary when the spectrometer is placed at a distance which
matches its entrance arm . Nevertheless, this scheme usually requires
an additional toroidal mirror to refocus 1:1 the interaction point, due to
the relatively short entrance arm acceptance of the gratings (350 mm)
which would limit the space for large-footprint experimental setups
when put directly after the interaction point [53].

An improvement of this scheme, in which we increased the com-
pactness while keeping a long entrance arm, is shown in 3.6 (c). We
combined a SVLS grating (Hitachi) with a convex (divergent) gold-
coated cylindrical mirror. It is used to create a virtual image of the
XUV focus at the source point of the grating, while keeping a rel-
atively long arm. The gold-coated grating has 5649 mm radius of
curvature and a central groove density of 600 lines/mm and it pro-
vides a flat spectral plane at 469 mm, where a 40 mm MCP detector
and a phosphor screen (Photek) is installed. The detector is placed
on a translation stage to acquire the full spectral plane. Since the
cylindrical mirror does not focus the sagittal direction, the spatial
profile of the harmonics can be monitored along the vertical axes and
used to measure its divergence. The images are then recorded by a
CMOS camera (Hamamatsu), which is mounted perpendicularly to
reduce the spectrometer footprint even more. The total length of the
instrument is about 80 cm.

3.2 particle detection and molecular source

Having described all laser sources one can produced in STARLIGHT,
all beams discussed until now are combined in the interaction region
in Fig. 3.3. In this region, several detection and molecular source
schemes can be installed, depending on the particular experiments to
perform. For most of the experiments described in this thesis, we have
employed a continuous molecular source, interfaced with a double
sided spectrometer, which combined an electron VMI together with
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Figure 3.7: Scheme for one-dimensional charged particle spectrometer: the
charged particle is produced in the purple spot in the ionization
region at z = 0. A static external electric field Eext is applied, to
accelerate the charged products. In the simplest case, the detector
can be put at distance D/2 from the origin, or after a drift region
without electric field, to increase the resolution. The m/q is
measured through the time t it takes to travel in the spectrometer.

an TOF mass spectrometer. We will briefly mention the most basic de-
vices and then we will describe in detail the one employed in this work.

All particles that are charged can be accelerated towards the de-
tectors with the use of electric fields. Specifically, measuring the
time-of-fight (TOF) which occur in between the ionization event and
the arrival on the detector allows to measure either the mass or the
kinetic energy of the particle. In addition, if the detectors are able
to record also the impact position, under certain assumptions the
full 3D momentum distribution can be reconstructed and the angular
distribution of the photoproducts can be measured.

One-field spectrometers realizes the first and most simple configu-
ration: assuming the ionization happens at z = 0, as depicted in Fig.
3.7 - usually where the molecular beam intercepts the laser beam, a
static strong electric field is applied parallel to z which extracts the
particles and sends them to a detector at a distance D.

In case of a strong electric field Eext, the initial pz velocity of the
particle can be neglected, resulting in t =

√
2mD/qEext, in which the

TOF will depend only on the mass over charge ratio m/q. However,
to access the kinetic energy distribution, one could use weaker field
and access pz as perturbation of t. Additional field-controlled regions
can be added in cascade in order to enhance the control over the
dispersion of the time-of-flight. For instance, drift tube - a region with
no external field - of specific length allows for taking into account
the finite size of the ionization region, known as axial-space focusing.
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Figure 3.8: Working principle for a VMI spectrometer.

For ions with very high kinetic energies, also the introduction of a
decelerating field can be considered.

In general, it is also possible to access the transversal momentum
px and py by recording the position of the impact on the detector. If
all the accelerating field are parallel to z, the transversal momentum
is preserved. If x0 is the ionization coordinate, the momentum can be
readily measured from x = x0 + tpx/m (the same for the y component).
In these conditions, the transversal energy resolution will strongly
depend on the ionization region size. The resolution therefore can
be drastically improved when an inhomogeneous electrostatic lens is
applied after the extractor: for instance, a set of two electrode rings put
to a repulsive potential. Particles starting closer to the electrodes are
deflected more towards the center, so that the same final x is reached,
allowing for the transversal energy measurement to be independent
on the specific ionization starting position.

This configuration has been developed by Eppink and Parker, im-
proving on previous ion imaging technique, and is called Velocity
Map Imaging (VMI) [54]. A typical VMI experiment is depicted in Fig.
3.8: a collimated molecular beam propagates along the direction y and
interacts with the laser beam, whose polarization axis (ϵ⃗p) is parallel
to y and the detector, oriented as the xy plane.

After the neutral molecular beam is ionized by the laser, the frag-
ments are ejected in opposite directions so that the total translational
energy is divided between the fragments - ensuring the energy and
momentum conservation. For each event, each molecules generates
fragments with same speed but different directions, resulting in a
spherical distribution in space, with certain anisotropy.

The charged particles are formed between the electronstatic lens
system which usually consists of three plates: from left to right in Fig.
3.8 Repeller (R), extractor (E) and lens (L). The first two electrodes
produce the extraction field, accelerating the photoproducts to the
detector along the direction z. The voltage ratio between repeller and
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Figure 3.9: Schematic representation of the three dimensional velocity dis-
tribution I(x, y, z) of fragments with cylindrical (spherical) sym-
metry around z axis and its projection P(x, z) in bi-dimensional
plane.

extractor must be properly chosen (VE/VR = 0.71) so that fragments
with the same transversal velocity are focused on the same position of
the detector independently on their region of formation. The lens is
normally grounded, producing the acceleration of the ionized spheres
towards the field-free zone, where the particles fly with constant speed
and can be differentiate by their different time-of-flight. This can be
used to make a selective detection - based on masses - through gating
the detector.

The spatial distribution of particles measured by the detector is the
projection of a three-dimensional object onto a plane. This means that,
for example, photoelectrons emitted with momentum parallel to z
will alter the measurement of the transversal component - resulting
in a smaller radius in the image. To extract relevant information
about the event, a method that allows the reconstruction of the three-
dimensional distribution of particle speeds must be applied. The most
common of this method or Abel inversion assume that, if the original
3D distribution has cylindrical symmetry, then its two-dimensional
projection on a plane containing this axis includes enough information
to reconstruct the original unambiguously. This condition is ensured,
provided that the polarization direction is parallel to the detector plane.
Under this condition, the velocity distributions on the cuts of Newton
sphere by planes containing the z axis are equivalent. Consider the
geometry represented schematically in Fig. 3.9. I(x, y, z) represents
the three-dimensional distribution and P(x, z) is its bi-dimensional
projection on the detector plane, i.e. xz. Due to the symmetry, we can
define the cylindrical radius ρ2 = x2 + y2 upon which we can include
the x and y dependence I(ρ, z). Mathematically, this projection is
called Abel transform and is given by

F(x, z) =
∫ ∞

−∞

I(ρ, z) ρ√
ρ2 − x2

dz (3.1)
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This expression can be easily inverted to obtain

I(ρ, z) = − 1
π

∫ ∞

ρ

∂F(x, z)
∂x

dx√
x2 − ρ2

(3.2)

which can directly be applied to retrieve the three-dimensional dis-
tribution. However, solving (3.2) is not easy due to the singularity
of the function x2 = ρ2 and, applied to experimental images, the
fact that the derivative magnifies the noise. Because of this, several
mathematical procedures have been developed to better perform the
inversion. Among the most recent methods, it is worth mentioning
the basis set expansion (BASEX) method [55] and its evolution, the
basis set expansion in polar coordinates (pBASEX) [56] and - with a
different choice of basis the (rBASEX) method [57]. In each of these
methods the data of the projection is expanded in a suitable basis
set of functions that are analytical projections of functions similar to
Gaussian in the three-dimensional space, avoiding the problem of
singularities. The coefficients of this expansion directly provide the
information that is required for the reconstruction of the initial 3D
distribution.

3.2.1 Double spectrometer

The possibility of detecting different particles simultaneously is crucial
for photoionization experiments of complex molecules, in particular
with the interest of correlated electrons dynamics. In UV pump -
XUV probe scheme, for instance, single photon absorption of the XUV
has the highest cross-sections, which results in the emission of many
electrons for laser shots. The resulting electron VMI images can be
hard to interpret, especially if the target is a large molecule (masses >
100 u).

In this perspective, coincidence methods can lead easier interpreta-
tion, but their application is limited to light sources at high repetition
rate, due to their constrain of single or lower event rate. Attosecond
beamline employing XUV are typically limited to a few kilohertz,
which would make many coincidence experiments not practical be-
cause of the long acquisition times. For this reason, the covariance
of the electron VMI and the mass spectra recorded simultaneously
can still provide an improved experimental understanding for the
particular reaction pathways the molecules undergo. More specifically,
covariance mapping expresses the correlation of specific electron dis-
tribution to specific molecular fragments detected, overall simplifying
the interpretation of the underlying dynamics.

Fig. 3.10 shows the schematics of the internal components of the
instruments, with electrodes and supports. The laser beam propagates
parallel to the x-y plane and crosses with the molecular beam coming
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Figure 3.10: Internal schematics of the double spectrometer. The two charged
particle path cross perpendicularly the laser beam (which propa-
gates in the x-y plane). The molecular jet intersects both from
the z direction. The electrodes accelerate the electrons towards a
VMI, while the ions are guided in Reflectron-like mass time-of-
flight in the opposite direction.

from above or z-axis. The interaction point is in between the extraction
electrodes of the spectrometer, where the photo-products are accel-
erated along the x-axis. On the right side, electrons are accelerated
and focused on a 2D MCP detector, realizing a VMI configuration.
On the other side, same electrodes are pushing the produced cations
in drift tube, after which additional electrodes are reflecting back
the ion beam towards a second detector, which measure the time of
arrival of the ions. Both these detectors are optimized to acquire single
shot TOF and VMI images, with the use of a fast acquisition card
(SPDevices ADQ14AC) and camera (Optronis P70-1-M-1000). As we
will see in the following sections, this configuration allows a very
high mass resolution and mass range(1 u over 10 × 104 u range), while
keeping the real drift-tube length quite short. The total footprint of
the spectrometer is only 1x0.5m.

3.2.1.1 Mass spectrometer

In sec. 3.2 we have already discussed how the most basic time-of-flight
detector is realized by accelerating the product particles by using
a strong static parallel field towards the detector. If the particle is
starting at rest, the time of flight is kinematically calculated through
t =

√
2mD/qEext, where D is the distance to the detector, Eext the

constant electric field along z and m/q is the mass over charge ratio.
A slightly more complex configuration is realized by introducing a
field-free region of length L, called drift-tube, in which the particle
will travel at constant speed vd =

√
2DqEext/m, which enlarges the

flight time before reaching the detector increasing the resolution.
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More in general, the mass resolution of a certain time-of-flight
instrument can be analyzed as the variation on the arrival time, as
a function of certain parameters, in particular the spread in the ions
starting position x0 and their initial velocity vx [58]. Since the arrival
time can be expressed by the following

t (vx, x0) =
1

f (vx, x0)

L
vd

+ 2
D
vd

(
f (vx, x0)−

vx

vd

)
(3.3)

where f (vx, x0) =
√

1 + v2
x/v2

d − x0/D express the main dependence
on the starting velocity and offset starting position, t increase the mass
resolution, the ∂t/∂x0 and ∂t/∂vx should be minimized.

In a common experiment, the range of different starting positions
is dependent mainly on the intersection in between the optical beam
width (or Rayleigh range) and the molecular beam width. When the
ion starts closer to the extracting electrodes, it will need less time to
reach the drift tube, a condition which we define as negative dispersion
in x0. At the same time, the same ion will also start at a lower
electrical potential, which means that it will gain less acceleration
and will be travelling more slowly in the drift tube. This condition
is called positive dispersion. These two contributions can be made
to compensate each other by choosing specific length ratio between
D and L : for instance, in a simple geometry, the Wiley - McLaren
condition L = 2D cancels out completely the deviation due to a spread
in x0. A particular choice of length ratio in between the extracting and
drift regions can therefore minimize the overall dispersion of the ions.
This has a large effect in particular for cold ion (where the spread
to vx is intrinsically minimized) where it can enhance the resolution
from 100 u up to 10 × 104 u [59, 60].

On the other hand, the dispersion attributed to the initial kinetic
energy vx is originated mostly from thermal energy in the sample and
the kinetic energies content in the fragments due to photodissociation.
In the first case, it can be reduced by employing molecular beam
techniques for gas-expansion into vacuum or the use of buffer atomic
gas. Employing cold molecular beam reduces most of the effects and it
is easily achievable when investigating simple molecules. Significantly
higher kinetic energy is carried by the ions in the case of photodissocia-
tion. In such cases, higher extraction voltages need to be employed, in
order to minimize the vx/vd ratio in Eq. (3.3). An additional solution
could be to design a longer drift tube L: in particular, the condition
L ≫ D assure that in Eq. (3.3) the first term becomes dominant and
therefore the arrival time will not depend strongly on vx.

The two cases described above show that different length ratio
L/D are needed to minimize different aspects of the instrument, in
particular resulting with conflicting conditions. In addition, since a
velocity map imaging spectrometer for electrons is needed on the
opposite side of the mass spectrometer, the shared extraction region is
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Figure 3.11: Double spectrometer schemes with particles path, electrodes and
laser propagation direction. The interaction region is in between
E14 and E15. Ion extraction occur at electrode E12, while reflec-
tron is composed of electrodes from E3 to E8. Electrodes E16

and E17 acts as extractor for electrons, which are decelerated by
E18 and E19. Only a few example voltages are indicated here.

also constrained in size and voltages to produce high resolution VMI
images.

The best way to achieve both the conditions is to insert a reflectron
where ions are decelerated and reflected by a set of electrodes as seen
in Fig. 3.7 (blue arrows). The reflectron introduces an additional
electrical field Ere f l in the expression (3.3), which can now be written

t (vx, x0) =
1

f (vx, x0)

L
vd

+ 2
D
vd

((
1 +

2Eext

Ere f l

)
f (vx, x0)−

vx

vd

)
(3.4)

The presence of an additional term allows additional control over the
time of arrival: in particular, it can be used to minimize the spread
due to different starting positions even when using long drift tubes,
to minimize both ∂t/∂x0 and ∂t/∂vx.

Normally for spectrometers with long drift tubes, electrostatic lenses
are required to keep the transverse collimation of the ion beam. Due
to the low density of our sample, however, one would like to avoid
the use of grids to make the fields parallel in order to maximize the
transmittance of each electrode. In this picture, the reflectron can be
used additionally to collimate the ion beam towards the ion MCP and
allows its usage without grids.

Fig. 3.11 represents a simplified scheme of the double spectrometer,
where one can observe the different electrodes for both the ions and
the electrons side.

In terms of ions, a very strong field is needed to extract them
form the interaction region - in between electrodes E14 and E15. In
the figure also the 6 electrodes which constitute the reflectron are
visible on the left side. The inhomogeneous field created slows down
the ions and send them back to MCP, from which we measured the
time-of-flight signal.

3.2.1.2 Electron velocity map imaging

As discussed more generally in 3.2 a Velocity Map Imaging spectrom-
eter is basically a device which accelerates charged particles, in our
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case electrons, towards a 2D detector. From the position of impact on
the detector, one could estimate the transversal momentum possessed
by the electrons when it is emitted. More precisely, if the detector
is oriented in the yz plane, an inhomogeneous electrostatic lens is
applied after the extraction field in order to focus all electrons with
the same initial velocity to the same position (y, z) on the 2D detector
independently of the position in which they are generated.

Normally, this condition is realized by the use of three electrodes,
named repeller, extraction and ground (see Fig. 3.8). The first electrode
is normally flat, while the others are ring shaped, which allows the
electrons to pass through. The interaction region where the electrons
are generated is in between the repeller and the extractor. In order
to accelerate the electrons towards the detector, both repeller and
extractor are put to negative voltages (positive in case of ions) with
the first put to the lowest. The last electrode is instead grounded,
which allows the electrons to travel field-free towards the detector. A
specific ratio in between the repeller and extractor voltages realizes
a particular configuration in which the electrons beam is focused,
mapping each initial transversal velocity to a different position of the
detector. The first application of velocity map imaging was performed
using this configuration [54].

Indeed, a flat repeller cannot be used if both ions and electrons
need to be collected. Therefore, this simple design for the VMI cannot
be use in our case and we require a more complex configuration of
electrodes as can be observed in Fig. 3.11, right side, where many
more than 3 electrodes are present. Basically, the electrodes in between
E12 and E16 are tuned in order to attain an almost parallel field in the
interaction region to acts as an extractor. Since the ions and electrons
possess very different kinetic energies, this is not applied directly
at the interaction region, but the extraction region is extended in
between the electrodes from E12 to E17. In particular, due to high
voltage required to accelerate the ions towards the left side, a very
high potential up to 20 kV would be needed for the ground electrodes
to focus the electrons. In order to keep all the voltages in a reasonable
range (up to 6 kV), additional electrodes are used to realize the VMI
condition: in particular, E18 and E19 acts as decelerating field which
allows reasonably good resolution for electrons with kinetic energy up
30 eV, which is the kinetic energy expected when ionizing molecules
with our attosecond pulses. We note that VMI energy resolution is
somewhat worse than what one would get with the common repeller,
extractor and ground design. The current electrodes configuration
acts then as a compromise in being able to detects both particles at the
same time.
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3.2.1.3 Covariance mapping

For photoionization experiments of complex molecules, the requisite of
measuring both produced ions and electrons is fundamental for a clear
understanding of the underlying dynamics. In particular when using
XUV attosecond pulses, many fragments of the molecule are produced
in the process. The corresponding photoelectron spectra is therefore
very complex, since it will be the sum of all fragments’ contribution. In
this sense, correlation method can be used to elucidate which fragment
correlates with a specific kinetic energy electron, indicating the specific
ionization event or, in other words, the particular fragmentation path.

We should distinguish in between two main correlation techniques:
coincidence and covariance mapping, which are both based on the
broad statistical concept of covariance. In photoelectron - photonion
coincidence, the detection of a much faster electron provides the start
time from which the TOF of the subsequent fragment ions is measured.
When used together with a pulsed laser, this will produce the required
photoelectron-photoion coincidence map, which gives information
about electrons and ions pair produced per each event. For this
specific reason, coincidence techniques are able to produce clean maps
only when the counting rate is low enough that the probability of
more than one event occurring within the specific TOF window is
negligibly small. Experimentally, this means that no more than one
molecule needs to be ionized in a given laser shot. Any extra event
will ruin the map by creating a background of false coincidence. This
strong requirement makes this technique not suitable for kHz laser
based setup, since it increases the acquisition time for each experiment
dramatically and it will require to reduced laser intensities very low,
which makes its application not very sustainable with these systems.

Nevertheless, it is relatively easy with lasers (and even more with
the high flux Free Electron Laser) to end up in the complete opposite
condition where many events are produced for a single event. Co-
variance mapping is based on this condition. Basically, covariance
mapping looks at correlation in between two random variables [61].
In the contest of photoionization experiment, our variable will be
a function X = {Xn} of the energy, i.e., a electron kinetic energy
spectrum. X represents a collection of n spectrum, one for each shot
acquired. Mathematically, if we consider two sets of variables X and
Y, the covariance matrix can be calculated by

cov (Y, X) = ⟨(Y − ⟨Y⟩) (X − ⟨X⟩)⟩ = ⟨YX⟩ − ⟨Y⟩ ⟨X⟩ (3.5)

where

⟨X⟩ = 1/n
n

∑
i=1

Xn (3.6)

The first term of Eq. (3.5) is a measure of how often the variables
are correlated. This term, or matrix, includes also many events that
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are not really correlated, and therefore needs to be corrected by the
second term, which measures how often both variables are observed
to be independent to each other, and therefore might cancel out the
false covariance. In terms of photoionization experiments, all positive
value in the covariance matrix represents correlation in between two
variables - i.e. different region of the electron spectrum or part of the
electron spectrum and a particular fragment in the mass spectrum.
In addition, also the area under each correlated island encodes the
probability of that correlated channel, per shot.

False covariance can occur also because of some change in experi-
mental condition which favors particular channel. For instance, laser
intensity fluctuations or a change in the target density, time jitter in
FEL can always induced these indirect correlations which needs to
be corrected in order to obtain clean covariance maps. Methods such
as partial covariance aim at estimating this false covariance with the
use of additional fluctuating parameters which can be used to mea-
sured and subtract the false correlation from the covariance map and
undisclosed the correlations coming from the target [62].

3.2.2 Molecular source

Molecular sample is introduced in the experimental chamber in Fig.
3.10 from the top. Fig. 3.12 includes a scheme of the molecular source
itself.

The source is composed of a service chamber or cross, which is
connected to the double spectrometer chamber through a gate valve.
The gate valve can be close in order to preserve high vacuum in the
experimental chamber when access to the source chamber is needed -
i.e., refill the powder sample. Our source can work both with powder,
gas or evaporating liquid samples.

Vapor or gas sample is generally injected from the gas inlet on
top through a 6 mm stainless steel tube, which is connected to a
regulating valve. The sample is free to expand down in the 6 mm tube
(contained in the service chamber) which goes down towards the oven.
At the edge of the oven a skimmer over 1 mm diameter sprays out the
molecular jet towards a 2 mm skimmer which collimates the molecular
beam going towards the experimental chamber.

Alternatively, powder sample can be loaded inside the oven, which
can be heated with the use of resistors. Using a buffer inert gas, such
as helium the evaporated powder can be then pushed towards the
nozzle and sent to the experiment. Lastly, the oven can also be easily
replaced with a needle with size of usually around 400 µm to act as a
nozzle depending on the experiment.

A XY Manipulator can be used to adjust the alignment in between
the oven/needle and the skimmer, while a Z manipulator is used to
change the distance in between the nozzle and the skimmer to adjust
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Figure 3.12: A scheme of the main components of the molecular source.
Vapor or gas sample is delivered through a 6 mm tube inside the
service chamber, which is connected to an additional oven (for
powder sample, not used) and sprayed out of the oven towards
a 2 mm skimmer, which collimated the molecular jet towards
the experimental chamber. An XYZ Manipulator can be used to
optimize the alignment in between the oven and the skimmer,
while a gate valve is used to isolate the service chamber without
venting the experimental chamber.

the collimation of the molecular beam and the amount of sampled
delivered to the experimental chamber.

3.3 scaling uv generation

3.3.0.1 Previous work

In Sec. 3.1.3 we discussed several schemes for the production of UV
pulses. Crystal-based scheme, such as achromatic phase-matching
[47, 48] has demonstrated sub-10 fs duration, but they require careful
chirp-management to compensate for second order dispersion. On
the other hand, different schemes employing non-linear processes
in gas has also been demonstrated: methods based on four-wave
mixing [49] or cross-phase modulation in gas [50]. Among these, THG
based methods achieved the best pulse duration [63, 64] due mostly
to the larger phase-matching bandwidth and low dispersion provided
by noble gases as non-linear media, at the expense of conversion
efficiency. Employing THG, our group demonstrated the possibility
of generating sub-2 fs UV pulses, with a precise optimization of the
generation cell, from which typical spectra are reported in Fig. 3.13

[31].
Briefly, 5 fs NIR pulses has been focused in a gas cell filled with ar-

gon, using a focusing mirror of focal f = 80 cm. The micro-machined
glass cell, which is currently employed in the setup and is described in
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Figure 3.13: (a) THG obtained by focusing 250 µJ energy per pulse, 5 fs few-
cycle NIR pulses centered at 700 nm in a laser-machined gas
cell filled with 0.2 bar (yellow line) and 1.1 bar (red line), with a
transform limit duration of 3 fs and 1.45 fs, respectively. The inset
shows the corresponding Fourier transforms and the Gaussian
fitting functions. (b) UV pulse energy measured as a function of
the gas pressure. The red and yellow dot corresponds to the gas
pressure values used for the two spectra in (a). Adapted from
[31].

a previous section (3.1.3.1), represents a key aspect of the generation,
since it allows a very precise control on the gas distribution. The
possibility of carefully limit the gas density to a small volume was
fundamental to control several non-linear processes at play, such as
ionization, which is strongly competing with the THG. In other words,
the creating of ionized gas in the interaction region reduces the num-
ber of emitters available for the up-conversion, affecting the overall
efficiency. However, this process can also be exploited to increase the
output bandwidth and reducing the pulse duration of a pure THG
process, as it has been studied experimentally and theoretically in [64].
In this work, Reiter et al. have demonstrated that ionization is able
to further increase the UV spectrum by means of an ultrafast reshap-
ing of the spatio-temporal profile of the driving field. In particular,
the up-conversion is temporally confined to the leading edge of the
fundamental pulse, resulting in a temporal gate for the generation.

This effect can be observed in Fig. 3.13(a), where the yellow and
red spectra are obtained for 0.2 bar and 1.1 bar, respectively. For low
argon pressure, the corresponding transform limit of the spectrum
is 3 fs, which is the expected duration of a purely up-converted 5 fs
pulse. When the pressure is increased up to 1.1 bar, the resulting
spectrum has almost twice the bandwidth of the previous one, with
a transform limit duration of only 1.45 fs. Most notably, this value
of pressure represents also the optimum for the conversion efficiency
(Fig. 3.13 (b)), after which the UV yield starts to decrease, suggesting



44 experimental setup

that ionization is becoming detrimental for upconversion efficiency.
This optimal value therefore represents the best trade-off ionization
level in order to favor UV duration, while not affecting the efficiency.

3.3.0.2 Spectral separators

For an input energy of 250 µJ, the maximum conversion efficiency
obtained in this scheme is 0.06 %. Due to collinear generation geome-
try, the residual NIR beam has to be removed, however, the spectral
separation is not trivial when dealing with few-fs UV pulse duration.
In [31], the separation is performed by custom-made dichroic optics
(Layertec). Dielectric coatings allow particular tunability and they
have been designed in order to maximize UV reflectivity and NIR
transmission and minimize the GVD introduced to the UV pulse. In
this specific case, the UV reflectivity is above 95 %, while achieving
< 5% reflectivity of for NIR pulses. Three reflections are needed in
order to reduced NIR pulses of 4 orders of magnitude to an energy of
28 nJ.
In spite of high reflectivity for UV, the reproducibility of the coatings
remains the main drawback of employing dielectric mirrors. In par-
ticular at short wavelength manufacturers need to operate at the very
limit of their technological capabilities, resulting in several batch with
very different performances. This is due to the strong UV absorption
of most materials commonly used for producing the coating in dielec-
tric optics. In particular, we found that the GDD introduced by the
dichroics is far larger than the one specified by the producers: the
error bar for the GDD provided by the company (around 10 fs2) is too
large for few-fs UV, despite being low enough for many other applica-
tions. Even 5 fs2 would stretch a 2 fs to more than 3 times its duration.
After different coating runs, we decided to implement a more reliable
solution based on Brewster angle reflection on bulk materials. This
method has been widely used for VUV pulses [65] and it relies on
the intrinsic properties of many materials. When used at Brewster
angle for the fundamental (θB = 74.8◦ at 800 nm), the reflectivity for
NIR light theoretically goes down to zero. In reality, the extinction
ratio can easily reach 1 : 1000, which is comparable to the dichroic
mirrors. In addition, the GDD introduced by reflections on metals
or semi-conductors is < 2 fs2 for the visible and ultraviolet spectral
range, compared to dielectrics. Seminal work on UV generation [63,
64] employed this scheme with Silicon bulk polished mirrors and
achieved a suppression of 3 to 4 order of magnitude by using one
or two reflectors. The disadvantage of this is method is that Silicon
shows a much lower reflectivity for the UV, because the Brewster angle
for the NIR and the UV spectral range is very close.
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Figure 3.14: Comparison between reflectivity of different spectral separators:
solid line indicates bulk polished Silicon substrate, calculated
for a p-pol incoming beam at an angle of incidence of 74.8◦,
which corresponds to the Brewster angle for 800 nm; dashed line
is the calculated reflectivity for the Layertec dielectric spectral
separators.

In Fig. 3.14 we have calculated the reflectivity of a Silicon surface
for a p-polarized incoming beam, with an angle of incidence equal
to the Brewster angle for the NIR pulse, which shows a maximum
reflectivity of the order of 40 %. In our setup we obtained a sup-
pression of 6.5 × 10−4 of the fundamental down to the 20 nJ level by
using two Silicon polished substrate (G & h). Residual NIR energy
is attributed to a residual orthogonal polarization component, which
is reflected by the mirror. The addition of one more mirror does not
increase the suppression factor, because the orthogonal polarization is
insensitive to the Brewster angle. To further reduce this number, more
sophisticated polarizer scheme could be introduced, to reduce the
orthogonal component even further. In order to not affect the UV flux,
we employed only 2 mirrors considering that 20 nJ level of residual
IR is reduced even further due to the slightly less reflectivity for NIR
in respect to UV of the aluminum mirror employed after generation,
which result in additional separation. In conclusion, the use of Silicon
mirrors assures a very low GDD, at the expense of having available
around 20 % the amount of UV flux in respect to dielectric mirrors.
Coupled to the very low yield of the UV generation in THG, the low
reflectivity of the Brewster Angle separators leads to a very strong
reduction of the UV flux available for experiments. For this reason, a
modification which increases the UV efficiency is needed.
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Table 3.1: List of nonlinear medium and their relevant properties for the
generation of UV pulses via direct THG. GVD values are taken
from [66]. Third-order susceptibilities for He, Ne, Ar, Kr, Xe and
beta barium borate (BBO) are given for a 1055 nm driving laser [67,
68]. χ(3) for fused silica is given at 1065 nm [69]. Table adapted
from [70].

Nonlinear Ionization potential GVD at 266 nm χ(3)

medium (eV) (fs2/mm) (m2/V2)

He 24.59 0.0036 3.43 × 10
−28

Ne 21.56 0.0091 6.17 × 10
−28

Ar 15.76 0.082 8.06 × 10
−27

Kr 14.00 0.192 2.20 × 10
−26

Xe 12.13 0.59 6.46 × 10
−26

Fused silica – 197.53 2.0 × 10
−22

BBO – 524.76 4.4× 10
−23

3.3.1 Scaling the UV generation

In our scheme, the gas pressure represents the perfect control pa-
rameter for the generation, allowing the increase of the number of
emitters and therefore the final yield for UV photons. As discuss in
the previous section, the maximum density is limited by ionization
in this regard, because it leads to sudden drop of the UV yield after
an optimum conversion efficiency is reached (Fig. 3.13. A medium
with different ionization potential could indeed allow us to increase
the UV flux and overcome the low reflectivity of the separators em-
ployed. Seminal work for few-fs UV generation investigated the use
of different gas medium [63]. In the following table the relevant
properties of non-linear gas medium used for THG generation are
reported, while bulk medium is added as reference. We notice that
the GVD introduced by the noble gas is almost 3 orders of magnitude
lower than bulk medium, which confirm their choice as a non-linear
media. In terms of ionization, lighter gases are favored because of
the higher ionization potential, as they allow higher pressure and
therefore higher UV yield.

For instance, in Fig. 3.15 we reported the UV energy per pulse
obtained as a function of gas pressure for the neon and argon. In both
tests, 250 µJ of 5 fs driving NIR pulses are focused with a 50 cm focal
mirror. The UV and the fundamental are separated by the dielectric
optics and after which the energy is measured. The choice of a tighter
focus geometry in respect to the previous setup is fundamental in
order to account for the different χ(3) of neon, which is almost 1/12
times the χ(3) of argon, requiring higher intensity for the THG. In
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Figure 3.15: Pressure dependence of the UV pulse energy obtained through
THG by a 5 fs NIR pulses in argon and neon focused by 50 cm
focal mirror. While for argon it is possible to observe a saturation
pressure, it is not the case in neon.

argon, the UV pulse energy reaches a maximum of 50 nJ for a pressure
of 1.25 bar. After reaching the optimum, it suddenly decreases.

The lower optimum value in respect to the previous geometry can be
attributed to ionization, which is favored in the case of a tighter focus.
Neon, instead, despite showing lower yield below in the argon opti-
mum, allows increasing the pressure much further with an increase of
the UV efficiency, resulting in almost two times the UV flux obtained
in argon. The different behavior of the two gases is clearly explained
in by the different ionization energy: in neon the optimal pressure
value for which ionization starts to reduce significantly the UV yield
is much higher than argon and it allows an efficient generation up to
6 bar where we reach almost double the maximum efficiency of argon.
At the same time, since the susceptibility χ(3) of neon is almost 1/12
then argon, for similar pressure the yield in neon is much lower than
argon. We note that, the saturation pressure for neon is not observed
because it is higher than the investigate pressure range, which was
limited by the correct functioning of the turbopumps employed during
the tests.

Additionally, to further increase the UV yield, the input power of
the driver has also been increased. Having higher intensities for the
non-linear processes is an alternative way of observing the saturation
of the process, and therefore the maximum UV yield.

450 µJ can be sent to the UV generation by using a 50/50 BS in the
first chamber of the beamline. Paired with the 50 cm focal mirror, it
corresponds to an increase in intensity of almost one order of mag-
nitude, up to 2.0 × 1015 W cm−2. In addition, the pumping speed of
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Figure 3.16: (a) UV energy per pulse as function of the neon gas pressure,
obtained with 450 µJ input energy per pulse, 5 fs NIR pulses,
focused with a 50 cm focal mirror. Power has been measured
after reflection on 2 Si mirror at Brewster’s angle for spectral
separations. (b) Spectrum obtained for the maximum value of
pressure 5 bar.

the differential pumping has been increased, for having the possibility
of exploring the full range of pressure, with the system being able to
reach 10 bar.

In Fig. 3.16(a) the UV yield in the current setup as a function of
the neon pressure is reported. In this case, the UV yield is measured
downstream the generation, when the separation is performed with
a pair of Si-mirrors. The UV efficiency follows a similar behavior
as the one reported previously for argon (Fig. 3.13. It increases up
to a maximum value, while it decreases immediately for higher gas
pressure. For neon, the maximum gas pressure corresponds to a
5 bar. In respect Fig. 3.15 where the maximum was not observed, the
optimum value has been shifted towards lower pressure value, due to
the increased generation intensity.

We note that the maximum yield is 100 nJ and it is lower than
what we achieved previously in argon [31]. This discrepancy can be
attributed to the different separator employed. In the case of argon and
dielectric mirrors, considering a reflectivity of 0.95 for each separator,
the estimated UV energy at the generation is 215 nJ. In the upgraded
setup, which includes the pair of silicon separators, lower reflectivity
of 0.40 is estimated (Fig. 3.14), which results in a much larger energy
at the generation of 700 nJ for the optimum of neon. We can therefore
conclude that employing neon has increased the generation efficiency
of almost four times in respect to argon.

From this perspective, employing the spectral separators in com-
bination with a tighter focus and higher pressure of neon, resulted
in producing a similar UV flux in respect the previous setup, with
the advantage of not relying on dielectric optics. This assure that no
unknown GDD is introduced in the optical path.
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3.3.2 Temporal characterization

Established pulse characterization techniques such as FROG [71] or
SPIDER [72] are typically based on non-linear conversion of the un-
known pulses with a replica or a gate pulse. When applying these
techniques to extremely short UV pulses, the lack of suitable medium
for UV generation affects also the possible methods to characterize
few-fs UV pulses. Due to the short duration, as mentioned earlier, a
direct measurement to minimize dispersion introduced on the pulses.
Additionally, since the generation of few-fs UV is also strongly in-
efficient, producing UV in the 0.2 µJ to 1 µJ range, characterization
methods which require high photon flux are also not recommended.

The lack of suitable non-linear medium limits especially those meth-
ods which allows full reconstruction of amplitude and phase of the
pulses. In particular, these methods require broad phase-matching
condition for SFG or SHG in the non-linear conversion step, which
in the case of ultrashort UV pulses can be achieved only with unreal-
istically thin non-linear crystals, below 5 µm. For instance, Borrego-
Varillas et al. characterized 8.4 fs pulses through two-dimensional
spectral shearing interferometry (2DSI) [73], employing difference fre-
quency generation (DFG) because it provides broader phase-matching
bandwidth compared to the typical SFG [48]. For < 5 fs UV pulses,
Self-diffraction FROG (SD-FROG) have been adapted in vacuum [63],
to drastically reduced the second order dispersion. To this aim, a
very thin < 15 µm fused silica plate need to be employed to assure
that the pulses are not chirped significantly during the propagation
in the non-linear medium. An in vacuum cross-correlation FROG
has been used [74] which was specifically designed to overcome the
many limitations of measuring a few-fs UV pulse, which in this case
were produced by resonant dispersive wave in HCF are combined
with a narrow gate pulse in a BBO crystal for DFG. The phase match-
ing condition are provided by a very thin 5 µm thick of the crystal,
whose angle is adjusted in different acquisitions in order to cover the
complete UV spectrum. Furthermore, this method relies on advanced
retrieval algorithms such as ptychographic techniques [75], which do
not depend on independent characterization of the gate pulse.

Ionization-based cross-correlation methods represent an alternative
approach. In such methods, multiphoton absorption in gases replaces
the non-linear interaction in between the pulses, providing less limita-
tions in terms phase-matching bandwidth. Basically, the two pulses
interact and ionize the target, producing a two-colors ion yield signal,
which is proportional to the cross-correlation function of the pump
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Figure 3.17: (a) Photoionization yield of xenon as a function of the UV and
NIR delay (black dots). The trace has been fitted with a direct
2UV+2IR contribution (red dash line) and REMPI through a
long lived Rydberg state (black dashed). The final fit is the red
solid line. (b) Simple schemes of the energy level involved in the
2UV+2IR photoionization of xenon. Adapted from [31].

and the probe, typically shaped as a Gaussian function. In the most
general case, from the cross-correlation width

σCC =

√√√√σ2
UV

nUV
+

σ2
re f

nre f
(3.7)

the UV duration σUV is estimated from the duration of a reference
pulse, whose width is σre f . The number of photons involved in the
photoionization are expressed by nUV and nre f for the UV and the
reference, respectively.

Due the vacuum requirements of particle detection, such methods
have the advantage that they can be realized virtually dispersion free,
if the GDD introduced by the target itself is negligible. However,
they do not carry information regarding the phase, making a full
reconstruction of the pulses not possible. Additionally, since they are
based on photoionization, they possess a strong dependence on the
energy structure of the target, which should be taken into account, and
it should allow an ionization channel given by the absorption of the
two pulses. In this context, single atoms, such as noble gases, should
be favored, because more complex energy structures could influence
the ion yield through intermediate states. In any case, a detailed
characterization of all the possible ionization channel is required.
For instance, UV-UV autocorrelation in krypton has been used to
characterize a 2.8 fs pulse generated through THG in neon [64].

Previously, in [31] we employed xenon atoms as a target and the
resulting Xe+ yield as a function of the UV - NIR delay is shown in
Fig.3.17 (a).

The cross-correlation shows a step-like behavior, in which the ion-
ization stabilizes to a maximum level and remain constants after the
time overlap, when the NIR pulse arrives much later than the UV. The
signal can be interpreted, by considering the presence of a long-lived
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6p Rydberg state in the electronic structure of xenon. This state is
populated by the absorption of 2UV photons [76, 77] (Fig. 3.17 (b))
and the target is then ionized by the absorption of additional 2 NIR
photons (REMPI). Additionally, a second Gaussian contribution repre-
sents the direct absorption of the two colors. Both direct and REMPI
contribution needs to be included (dashed lines, red for direct and
black for REMPI) to obtain a good estimation of the width. From
the width σcc it is then possible to apply Eq. (3.7) to extract the UV
duration. The NIR pulse duration was independently measured to a
FWHM of 5.2 fs through a SH-FROG before the beamline. Therefore,
we can extract an UV FWHM duration of 1.95 fs, which in 2019 was
the shortest UV pulse ever generated.

In this thesis, we combined the UV pulse with the NIR pulse coming
from the first arm (Fig.3.3) to ionize krypton gas, as an alternative to
xenon.

3.3.2.1 Krypton

Measuring the ion yield is an integrated measurement and therefore
it lacks information in respect to the different ionization channels
involved, which are all contributing to the final signal. Photoelectron
spectroscopy, however, is able to separate the different contributions
by accessing the kinetic energy of the emitted electrons. In respect to
xenon, krypton stands as a good alternative because it shows a similar
ionization energy as xenon, but a much simpler electronic structure.

The two pulses, UV and NIR, are combined in the interaction cham-
ber, following the same tight-angle non-collinear geometry as in [31].
The very small angle of less than 1 degree in between the UV and NIR
pulse has a very small effect ( < 2% longer) on the cross-correlation
signal.
The krypton gas is diffused through a needle in the experimental
chamber and the resulting photoelectrons are collected on the VMI
side of the double spectrometer described in 3.2.1. For the characteri-
zation, the UV energy is kept at 80 nJ for the whole experiment, which
gives an estimated intensity of I = 2× 1012 W cm−2 on target. The NIR
pulses intensity can be adjusted by using a motorized aperture, but
it has been kept at 9 × 1012 W cm−2 due to the high order of photons
required. Fig. 3.18 shows the angular photoelectron kinetic energy
distribution obtained in krypton, when the UV and the NIR pulse are
at time overlap. For the rest of the discussion, all the images have
been acquired over 30 000 shots, they are symmetrized along both y
and x axis and Abel inverted with the Rbasex method implemented
in PyAbel [57]. The VMI image shows many broad peaks parallel
to the laser polarization, in particular for energies lower than 1 eV.
We observe three main peaks for energies 0.14 eV, 0.37 eV and 0.71 eV.
The small energy separations in between the peaks are not compatible
with our photon energies and therefore might indicates the presence
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Figure 3.18: Left: photoelectron angular and energy distribution of krypton
obtained with both UV and NIR pulses at time Overlap. UV
intensity is estimated IUV = 2 × 1012 W cm−2, while NIR inten-
sity is 9.7 × 1012 W cm−2. Laser polarization is parallel with the
y-axis. Circles indicates specific energy peaks (see legend on
right). The experimental VMI image is obtained over 30.000

shots, is symmetrized along x and y and then Abel inverted.
Right: Angularly-integrated photoelectron spectrum.

of intermediate states. For higher energies, weaker peaks at 1.16 eV
and 2.7 eV are observed, whose separation of 1.54 eV is compatible
with 1 NIR photons. Therefore, they might be assigned to ATI peaks.
In general, since the resulting kinetic energy obtained by ionizing
with 3UV + 1NIR photons would be much higher, the UV photons
number observe by ionization with the two colors should be 2. As a
first approximation, it is also possible to exclude single UV absorption,
because it would require a large (> 5) number of NIR photons to
ionize and therefore it will be less favorable. A schematic representa-
tion of photoionization process is shown in Fig. 3.19, where the main
energy levels of Kr and Kr+ are reported, based on [78].

The lowest number of NIR photons required for ionization is 3, if
one consider the lower j = 3/2 cationic state. By assuming a photon
energy of 4.9 eV for the UV photon and 1.65 eV for the NIR photon,
we can estimate an excess photoelectron kinetic energy of 0.7 eV. This
corresponds to the strongest peak in the spectrum 3.18 (red). Due
to the strong spin-orbit splitting of 0.6 eV, ionization from the state
j = 1/2 will result to a kinetic energy of 0.1 eV, which is also observed
in 3.18 (orange). We note that, as far as our interpretation goes, since
there are no Rydberg states involved the expected shape for the cross-
correlation should be similar to Gaussian function.

In order to confirm the number of photons involved, we acquired
different VMI images as a function of the NIR intensity, while keeping
the UV constant. The results can be observed in Fig. 3.20 (left).

Overall, we do not observe the appearance of new peaks for this
specific intensity range. For low kinetic energies, the peak at 0.15 eV
becomes dominant in the spectrum for the highest intensity of 1.2 ×
1013 W cm−2, while for lower intensities the maximum is observed for
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Figure 3.19: Schematic representation of electronic energy levels in kryp-
ton. The energy axis is relative to the ionization potential
Ip = 13.99 eV of the j = 3/2 ionization limit energy. The j = 1/2
is separated 0.6 eV higher, the Rydberg states are indicated with
a large red area. The arrows represent the different number
of photons involved in the photoionization. The shaded area
for each arrow represents the range of photon energies avail-
able, renormalizing the spectrum by a factor

√
n, with n is the

number of photons. The yellow shaded area indicates probable
intermediate states for REMPI.
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Figure 3.20: Left:Angularly integrated photoelectron kinetic energy spectrum
obtaining while varying the intensity of the NIR probe. UV is
kept at 2 × 1012 W cm−2. Vertical dashed lines indicate assigned
peaks, as depicted in 3.18. Right: Log-log plot of integrated
electron counts around the peaks ( width = ±0.1 eV): solid line
indicates the best fit mx+ q performed to obtain the slope, which
is reported in the legend together with the standard deviation
of the fit.
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Figure 3.21: Left: Angularly integrated photoelectron energy distribution as
function of the UV-NIR delay. Positive delay indicates NIR after.
Energies corresponding to assigned peak from 3.20 are reported
as horizontal dashed line, while solid line indicates energy bin
(width ±0.1 eV) considered for energy integrated signal. Right:
Energy integrated signal, color code following 3.20.

0.7 eV. For kinetic energies above 1 eV, the amplitude of the peak at
2.7 eV rises very fast with the intensity.

To determine the nonlinear order of this dependence, the spectra
are integrated over an energy region of width = ±0.1 eV around each
peak, and then plotted on a bi-logarithmic scale (Fig. 3.20 right). We
fitted each peak independently with a line log10(y) = m log10(IIR) + q.
The low kinetic energies peaks below < 1 eV all show slope compatible
with third-order dependence, confirming our previous interpretation
based only on energy conservation. The lowest peaks 0.1 eV and
0.3 eV follow poorly at lower intensities, which, together with the
fact that they become dominant for high intensity, could suggest
the presence of coexisting ionization channels for the same kinetic
energies. For instance, their separation in energy could indicates that
the photoionization is not direct but mediated by resonant states. In
Fig. 3.19, the yellow shaded area indicates the presence of possible
intermediate states. The 2.7 eV peak possesses a higher slope which is
compatible with 4 or 5 photons, confirming our previous interpretation
for this energy range. Instead, the intermediate peak at 1.16 eV is very
much underestimated through the scaling, since it should obey to a
third order exponential.

Having assign specific number of photons on each peak, a sequence
of photoelectron spectra has been acquired by varying the UV pump -
NIR probe delay, with a step of 0.5 fs. The corresponding photoelectron
energy map as a function of the delay is reported In Fig. 3.21, where
positive delays indicate NIR pulses after the UV.
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Table 3.2: Fit results of the time dependent signal in Fig. 3.21 (right). σcc
represents the width of a Gaussian centered at t0. Standard devi-
ation for the fit results is 2%. The estimated FWHM for the UV
has been calculated from a FWHM 5.6 fs NIR pulse using Eq. (3.7),
considering the number of photons extracted from 3.20. The error
on UV duration has been propagated and is estimated to be 5%.

Energy σcc t0 FWHM UV

(eV) (fs) (fs) (fs)

0.14 1.91 -0.28 4.44

0.38 1.92 0.11 4.51

0.715 2.01 0.57 4.92

1.16 2.55 1.13 7.19

2.7 1.86 0.53 4.8

All the peaks show a Gaussian-like time profile. The dynamics is
mostly confined in a 10 fs windows, with only a very weak tail for
positive delay. In addition, the different energy region shows a clearly
visible shift in time: the time peak from the low kinetic energies (0.1 eV
and 0.3 eV) is 0.2 fs earlier than the one for 0.7 eV. Higher energies are
synchronized to this last peak, although the energy peak at 1.16 eV
is harder to measure, since it is longer than the others. Nevertheless,
a very weak signal which is shifting towards positive time is also
observed in between the two highest peak. The presence of this time
dependence in the peaks could be an additional indication that the
low kinetic energy channel involves intermediate states, which could
alter the cross-correlation. Alternatively, it could be due to intrinsic
chirp of the pulse.

Each peak has been integrated in the same energy range with a
width ±0.1 eV. The resulting time dependent signal is reported in
the right panel of 3.21. The width σcc, has been extracted by fitting
each time signal with a Gaussian function, in which peak time t0 has
been left as free parameter. The result of the two fitted parameters are
reported for each energy range in 3.2.

Although peaked at different time, the low kinetic energy electrons
show very similar cross-correlation width. Even though the precise
assignment cannot be done on these states, the estimated number of
photons can still be applied, by assuming no intermediate dynamics.
The 1.16 eV peak is sensibly longer. Instead, the peak at 2.7 eV shows
the shortest width, as expected by a higher number of photons. The
fit also confirm that the 0.7 and 2.7 eV are well synchronized in time.
By measuring the NIR pulses independently with a FROG before the
beamline and obtaining FWHMNIR = (5.6 ± 0.2) fs and considering
the number of photons estimated previously, it is possible to extract
the UV duration using (3.7), as reported also in Tab. 3.2. All the UV
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duration, expect the channel at 1.16 eV which could not be assigned,
can be averaged to obtain a final measurement of (4.6 ± 0.2) fs. The
generated UV pulses are definitely in the few-fs range, but the esti-
mated FWHM are longer than the transform limit of the spectrum
3.16 (2.3 fs). Considering the short duration of the UV pulses, we
estimate that a total of only 3.2 fs2 GDD is needed to stretch the pulses.
This residual GDD can originate in the generation cell, due to the
high pressure or afterwards, due to some residual GDD in the optics.
Additionally, the estimated UV duration is very much dependent on
the NIR duration. The independent characterization performed with
FROG is performed before entering the beamline, and although the
optics and the compression along the propagation are optimized to not
alter the spectrum and duration of the NIR pulses, the delivered probe
pulses can differ from the measured one. In principle, an independent
characterization of the reference pulse in-situ would be needed.

For such experiment, at the moment, it is not possible to exclude that
those specific resonant states are reached during the photoionization
step. For instance, we already noted that the low kinetic energies peaks
show a very small separation compared to the photon energies. At the
current state, one would need to characterize specifically the temporal
properties of these states, such lifetimes and dynamics occurring in
krypton. For instance, one could apply time-dependent simulation of
electron wavepacket in the atom, which should provide a more reliable
answer to the internal dynamics after the UV excitation, which could
prevent us a correct estimation for the UV duration. In conclusion,
the estimated UV duration of (4.6 ± 0.2) fs should be considered as
an upper limit duration of the generated pulse, which is however
sufficient to exploit the temporal resolution of such pulses for time-
resolved experiments in molecules, which will be described in the rest
of the thesis.
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S T U D Y O F M E T H Y L - I O D I D E D I S S O C I AT I O N I N T H E
A - B A N D W I T H F E W- F S R E S O L U T I O N

In this chapter we will present a time-resolved pump-probe experi-
ment which exploits the few-fs UV pulse described so far. We focused
our investigation on molecules which are extensively studied in such
spectral range, with the goal of exploring the initial instants after the
UV excitation, so far not accessible because of the duration of the
pump pulses. The first molecule is methyl-iodide, or iodomethane.

Methyl-iodide (CH3I) is a well-known target, typically employed
for testing theoretical and experimental techniques. It shows an ex-
cited state dynamics which is initiated by the absorption of a single
UV photon at 260 nm. It is a widely employed target because of its
balance amount of complexity, while still being a relatively easy to
model molecule under the appropriate approximations, as we will
discuss here. This molecule also shows the strongest cross-section in
the spectral range of the few-fs UV spectrum. Additionally, recent
investigation of its most known dynamics in the A-band have also
estimated to show a very fast dynamics, on the order of tens of fs [79].

The experiment was performed in spring 2021. I performed the
literature research, designed the experiment with the aid of my su-
pervisors and run the experimental campaign. I analyzed the data.
The theoretical calculation has been realized by Dr. Jesús González-
Vázquez from Universidad Autónoma de Madrid. The interpretation
of the results has been carried out by me and Dr. González-Vázquez.

4.1 introduction and previous work

Methyl-iodide, or iodomethane, is the simplest of halide alkane or
halogenated molecules. As such, it presents the same structure of
methane, with a hydrogen replaced by a heavier iodine atom (Fig
4.1 inset). Although its intrinsic interest in atmospheric chemistry,
CH3I has served for many years as a prototype for investigating pho-
todissociation dynamics of polyatomic molecules, due to its simplified
structure.

In particular, its relatively low number of atoms and its seemingly
simple dissociation dynamics involving an avoided crossing, makes
CH3I an ideal target in order to understand dynamics occurring in
more complex molecules. Its particular structure also simplifies the
theoretical treatment for the molecule. Due to the heavier mass of
iodine compared to the three hydrogens, typically CH3I is modelled
as a triatomic linear molecule, with the hydrogen atoms replaced

57
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n(I) -> σ*(C–I)

Figure 4.1: Absorption cross-section of methyl-iodide in the ultraviolet,
adapted from [80]. The A-band is a broad featureless contin-
uum ranging from 230 nm to 300 nm. Inset: ball and stick model
of methyl-iodide with iodine (purple), carbon (black), hydrogen
(white).

with an effective third atoms in their center of mass, reducing the
complexity of the problem. Even since the sixties, methyl-iodide
has been extensively studied, both experimentally and theoretically
on many of its properties, such as internal energy distribution after
dissociations, crossings in between different potential energy surfaces
or investigation of the different electronic transitions.

Several studies have been conducted on the UV photodissociation
of CH3I via the first absorption band, also known as the A-band,
whose absorption spectrum is reported in Fig. 4.1. The subsequent
evolution gained huge interest as an example of very quick dynamics
which leads to the C-I bond cleavage. Additionally, the dynamics is
occurring in the presence of a conical intersection.

The A-band appears as a broad absorption continuum with a maxi-
mum around 260 nm, extending between 220 nm to 300 nm. Gedanken
and coworkers have assigned it to a n(I) → σ∗ (C− I) transition where
a non-bonding p electron of iodine is promoted to the lowest avail-
able antibonding molecular orbital [81]. Due to the strong spin-orbit
coupling, due to iodine, this transition comprises of a total of 5 states,
which in Mulliken notation are addressed as 3Q2, 3Q1, 3Q0+, 3Q0− and
1Q1 [82]. Among these, only 3Q1, 3Q0+ and 1Q1 are dipole allowed,
with 3Q0+ contributing up to 98% of the band [81]. In particular,
3Q0 is the only parallel transition. In the dissociation limit, the 3Q0+

(from now on 3Q0) correlates with the formation of a methyl and
iodine CH3 + I∗(2P1/2), where iodine is in the first excited state. The
higher energy state 1Q1 (in general, all the other states) also lead to
dissociation, but they correlate instead with iodine in the ground state
CH3 + I(2P3/2). Between 3Q0 and 1Q1 there is a conical intersection,
which allows the formation of a substantial number of products from



4.1 introduction and previous work 59

Figure 4.2: Scheme of selected potential energy curves along the C-I bond.
The most favorable transition 98% after the absorption of a 266 nm
photon is towards the 3Q0 (red line) which correlates in the disso-
ciation limit with CH3 + I∗(2P1/2). There is however a substantial
high amount of iodine ground state produced in the other channel
CH3 + I(2P3/2) (blue line). The increase of ground state iodine is
explained by the conical intersection in between the two curves,
which allows part of the population of 3Q0 to produce unexcited
iodine. Adapted from [83].

the 3Q0 to the CH3 + I(2P1/2), via non-adiabatic transition. A simpli-
fied scheme of the process is represented in Fig. 4.2. More specifically,
after the absorption of one UV photon at 266 nm a transition from
the ground state to mostly the 3Q0 is expected. The evolution of the
molecule on this potential energy surface will result in C-I cleavage,
with methyl CH3 and iodine excited I∗ in the first spin-orbit level as
products. The presence of the conical intersection with the 1Q1 state
decrease the yield of excited iodine, since this state correlates with
iodine ground state. Measurement of the branching ratio 0.79 between
excited iodine and the iodine [84], state that the dissociation mainly oc-
curs on the 3Q0 curve with the production of iodine in its excited state,
while only a small amount passes through its ground state through
1Q1. Furthermore, this interpretation is also verified by looking at
anisotropy parameter for each transition: the dissociation via the 3Q0,
which again correlates with I∗(2P1/2) iodine, possess β ≈ 2. A similar
value is also measured for the ground state iodine I(2P3/2), therefore,
since the transition to 1Q1 is perpendicular, I(2P3/2) fragments must
come predominantly from the absorption to 3Q0, followed a transition
to 1Q1 through the conical intersection. Still, a small contribution from
direct dissociation on the 1Q1, observed in the small perpendicular
character.
Several time-resolved investigations of the photodissociation in the
A-band has been performed through many experimental schemes. Ion-
VMI techniques give access to the kinetic energy of the photoproducts,
which allows to distinguish the two dissociation pathways by looking
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at iodine and at the same time measure the branching ratio of the re-
action [84]. The reaction times and vibrational dependence have been
investigated through (2+1) REMPI [85] or non-resonant probes [86],
with spectral selection inside the A-band [87]. The observed sub-100 fs
dynamics have been assigned through wavepackets evolution on the
available ab-initio PES, obtained with increasing numbers of degrees
of freedom. In the following, we will describe other studies which,
by using shorter pulses, have attempted to track in real time the fast
dissociation dynamics after excitation in the A-Band.

Attar et al. measured the transition-state dynamics at 266 nm using
femtosecond XUV transient absorption (TA) spectroscopy by real-time
evolution of core-to-valence transition near the iodine N-edge in the 45-
60 eV range [88]. New core-to-valence electronic states appears during
the C-I cleavage, which decays simultaneously with the atomic iodine
resonances assigned to I(2P3/2) and I∗(2P1/2). These resonances are
reach in 40 fs and decays in 90 fs. More recently, Chang et al. improved
the time resolution to map the wavepacket evolution passing through
the conical intersection by measuring the so-called bifurcation time of
(14 ± 4) fs, or the time in which the wavepacket splits in between the
3Q0 and 1Q1 [79].

Photoelectron spectroscopy has been employed by Warne et al. us-
ing as probe multiphoton ionization at 400 nm [89] and more recently
XUV femtosecond pulses [90]. In the first work, they investigated
different dynamics by exciting different region of the A-band, observ-
ing different dynamics. In the second work, in which they limit the
investigation to a 269 nm pump, they show features in the photoelec-
tron spectrum that undergo large shifts in binding energy with time,
through which they map the extending C–I bond as the molecule
dissociates. A cross-correlation of 60 fs limits any insight on shorter
time range.

Lastly, Baumann et al. performed ion time-of-flight measurement
using a single-shot UV pump - VUV probe scheme, investigating
simultaneously valence and Rydberg excitation [91]. The very short
cross-correlation of 30 fs allow them to follow the wavepacket dy-
namics in the FC region in the time-resolved signal of the parent,
methyl and iodine ions. In particular, time constant of 98 ± 2 and
(28 ± 2) fs were assign to 3Q0 and 1Q1 respectively, mediated by the
VUV ionization window.

Despite the methods employed, real time tracking of the very quick
dynamics underlying the photodissociation of CH3I has been still
difficult to reach. Powerful transient absorption schemes such in [79]
are still operating at the limit of their capabilities if the pump pulse is
not shorter than the time the wavepacket takes to evolve on the PES.
In particular, their estimation is limited mostly by the duration of the
UV pump (20 fs), which might still affect the undergoing dynamics
while the CI is reached. Our work, which uses a pump pulse with
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sufficient duration of 2-4 fs represents the first attempt at investigating
the initial steps of such dynamics.

4.2 experiment and results

Our investigation is performed using the UV described in the previous
section 3.1.3 in combination with the NIR pulses as a probe. 3.1.1.
The UV spectrum used is reported in 3.16(b). In terms of photon
energy, it is centered at 4.9 eV and extends from 4.4 eV to 5.6 eV, full
range. It is therefore 16 nm shifted towards higher energies in respect
the A-band reported in 4.1. Although the peak wavelength is not
matching precisely, the bandwidth supported by our pulse is covering
almost the full absorption band [84]. UV duration has been estimated
to be 4.6 fs in the previous chapter 3.1.3. The energy of the pump was
varied by controlling the generation gas pressure, but it has been kept
fixed at 90 nJ, which corresponds with an estimated intensity on target
of 3.8 × 1012 W cm−2.

A typical probe spectrum is reported in 3.2. Its carrier wavelength
corresponds to 1.65 eV, with a bandwidth of around 0.6 eV. It is
delivered on target by means of the golden toroidal mirror and its
intensity can be controlled in a range of 9.2 × 1011 W cm−2 to 1.2 ×
1013 W cm−2, through a motorized iris installed before focusing. The
lowest value was chosen for the time-resolved scan, because it gives
negligible signal level for the probe-only (less than 0.05 % than the
two colors). Low intensities are also needed to avoid strong field
effect in the analyzed target, while having enough to observe high-
order multiphoton ionization. The probe duration is independently
compressed by using fused silica glass wedges and looking at the
NIR only signal of the target in the spectrometer. Pulse duration is
estimated to be 5.5 fs with SH-FROG measurements obtained before
the beamline.

CH3 I vapor is delivered to the interaction chamber through the
molecular source. A 3 mL stainless steel container has been filled with
liquid methyl-iodide (Sigma-Aldrich). The sample delivery system
has been kept at room temperature due to the high enough vapor
pressure of the target. Indeed, a flow valve is used to limit the flow
towards the experiment and keeping the pressure in the interaction
chamber to a value 2.2 × 10−6 mbar (background pressure with no
sample is 3.1 × 10−7 mbar . The double spectrometer was set to detect
ions mass spectrum and photoelectron VMI images for covariance
analysis, which we will not discuss in this thesis. Both sides of the
spectrometer are calibrated using simulation in SIMION.
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Figure 4.3: Ion yield for the parent (mass = 142 u), iodine cation (127 u) and
methyl (15 u) when ionized by only the pump (UV only) , probe
(IR only) and both overlapped in time.

4.2.1 Static mass spectra

Typical mass spectra obtained for different pump and probe combi-
nations are shown in Fig. 4.3, comprising of pump only, probe only
and the two pulses at time overlap. Every point has been obtained by
integrated 60 000 laser shots. Only three fragments are detected: the
parent ion CH3 I+ of mass/charge 142 and the two fragments iodine
I+ (mass 127) and methyl CH+

3 (mass 15).
The probe pulse gives a negligible yield of the parent, more than

3 order of magnitude in respect the pump-probe signal, indicating
that the ionization probability from the probe is much lower. The
pump only signal shows the presence of the parent, but also the two
fragments. Signal from the pump only is also observed, and it can be
assigned to multiphoton ionization by the absorption of 2 UV photons,
as it is expected if we compare the condition with work with similar
pump intensities, for instance [79, 91]. Lower UV intensities have
also been investigated without observing substantial differences in the
dynamics. For the UV only signal, observation of the two fragments
methyl and iodine can be assigned to multiphoton absorption towards
higher dissociative cationic states, which are reached by absorption of
3 UV photons. When both pump and probe interact at time overlap,
we observe an increase of 3 times the parent yield in respect the pump
only, and an increase of almost 1 order of magnitude for the two
fragments. A complex combination of the two colors contributes to
these ionization channels, but due the broad nature of our pulses a
clear assignment is not trivial, as it requires the support of theory be
explained.
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Figure 4.4: Ion yield for the parent CH3 I+ (blue dots) and the fragments
CH+

3 (green) and I+ (orange) as a function of the pump - probe
delay. The baseline has been subtracted and each signal has
been normalized independently to the maximum. Shaded area
represents the standard deviation over two measurements. Grey
dashed line represents the cross-correlation function with a width
estimated for a 1 UV + 3 NIR photons and measured pulse
durations.

4.2.2 Time-resolved ion yield

A series of mass spectra have been acquired while varying the pump
- probe delay with step of 3 fs. Each data point is accumulated over
60 000 shot and each full time range scan has been performed 2 times
scanning forwards and backwards in time. Each scan has been normal-
ized over the total yield, in order to minimize slow sample depletion
or laser drifts. In Fig. 4.4 we reported the time dependent signal for
the three ions. The error bars, represented as shaded area, represent
the standard deviation obtained by the two scans. Time zero is shifted
to match the parent ion maximum.

All the fragments show a clear maximum for the time overlap. In
the figure, we reported as a grey line the expected cross-correlation
Gaussian function with a width of 2.3 fs obtained by using Eq. (3.7)
and considering the minimum combination of photons for ioniza-
tion 1 UV + 3 NIR photons. The rise time follows reasonably well
the expected cross-correlation for all the ions, which represents a
signature of the very fast time resolution we can achieve employing
4-fs UV pulses. In addition, the fact that we are exploiting high or-
der multiphoton process for the probing additionally decreases the
cross-correlation width. We note that, to our knowledge, the lowest
resolution previously reported was in [79], corresponding to 20 fs.

The parent ion signal is rising to the maximum and decreasing
over around 10 fs towards a constant value 0.2 times the peak. In
terms of fragments, methyl shows a similar trend, but it takes more
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Figure 4.5: Example of the general curves model to describe the experimental
results as a sum of two function f (t) and g(t) described in the text.
Here we used parameters τ0 = 20 fs, td = 30 fs and τr = 20 fs.

time to reach its constant value. Methyl and iodine decrease after the
overlap with the same speed, suggesting that the two fragments ions
are produced by the same dynamics. More surprisingly, the iodine
signal rises again up to the same maximum observe at time overlap
after around 20 fs. The second rise time appears much slower than the
first, ranging around tens of femtoseconds. In the following we will
first introduce the model used to fit these signals and then discuss
about the interpretation with the support of the theory.

Model and fit

To model we used is the sum of two functions f (t) and g(t). It can
be considered as a sum of different decaying curves, both convoluted
with a gaussian instrumental function, which is dependent on the two
pulses durations through its width. An example is reported in Fig.
4.5.

The first curve fτ0 (t) is based on a single exponential decay and it
is used to indicate the depopulation of a single state. The curve can
be expressed analytically [92] by the following equation

fτ0 (t) = erfc
(

σ

τ0
√

2
− (t − t0)

σ
√

2

)
exp

{
σ2

(2τ2
0 )

− (t − t0)

τ0

}
(4.1)

The decay rate is expressed by the parameter τ0, and it is convoluted
with the cross-correlation term of our pulses, represented by the
parameter σ of the cross-correlation width. t0 represents the time
origin. In Fig. 4.4, it is clear that the first peak in all fragments at the
time overlap does not have a Gaussian character (represented by the
grey dotted line), but it actually decays exponentially. The function
f (t) is used to model such behavior.
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Table 4.1: Result of the main parameters for each fragment

Ag/A f (arb.) τ0 (fs) τr (fs) td (fs)

CH3I+ 4.8×10−3

3.7×10−2 = 0.13 5.5 ± 0.3 0.1 (fixed) 0 (fixed)

I+ 6.31×10−5

8.2×10−5 = 0.76 29 ± 4 14 ± 2 27.3 ± 1.3

CH+
3

2.5×10−4

1.03×10−3 = 0.24 18.0 ± 1.7 23 ± 11 19 ± 5

The second contribution in Fig. 4.5 g(t) needs to take into account
the finite rise time of the second peak, which is observed in the iodine
signal, after which it stabilizes to a constant value. To this purpose,
due to the linearity of the convolution, we can use a combination of
f (t) functions to parametrize it

g (t) = Ag (1 − fτr (t − td)) (4.2)

This equation expresses an exponentially rising curve, with rise time
constant τr, which reaches a maximum constant value expressed by
the parameter Ag. The time td indicates a shift in time in respect the
half point of the rising in respect to the time origin. With a particular
choice of parameters this model can applied to all the fragments: for
instance, assuming the rising to be very short ( τr → 0) the second
curve can be used to parametrize a constant background switching on
at certain time, to replicate the behavior of the parent.

The results of the best fit for each fragment are shown in Fig. 4.6 and
summarized in Table. 4.1. In here, we will briefly describe the result of
the fit, while we will give more details about the interpretation in the
theory section. We have reported the ratios in between the two peaks
(or constant background), as well as all the time constants and time
delayed. The σ have been kept fixed in all the fit to the estimated width
obtained by the known pulse durations. All the errors reported needs
to be considered as standard error provided by the fit routine. For
the parent the first curve f (t) describes a very fast decays, decreasing
over only 5.5 fs. In the case of the care, the curve g(t) represents a
constant background and for this reason the rising time τr has been
fixed very close to zero. Such model describes a static reservoir of
molecules which can be ionized and produce a stable parent ion. As
we will describe in detail later with the theory, there are very few
channels which can produce the parent ion, after the ionization, if we
consider that the parent cation dissociates very easily. The constant
background can, however, be easily explained if we include also 2UV
photon excitation, which populates very high Rydberg states close to
the ionization potential [93]. These states, mostly bound, possess a
lifetime much longer than the time scale explored in this work, of the



66 methyl-iodide dissociation in the a-band

0 20 40 60
0

2
Io

n 
yi

el
d 

(a
rb

.) 1e-2
CH3I +

0 20 40 60
0.0

0.5

1.0

Io
n 

yi
el

d 
(a

rb
.) 1e-4

I +

0 20 40 60
Delay (fs)

0.0

0.5

1.0

Io
n 

yi
el

d 
(a

rb
.) 1e-3

CH +
3

Figure 4.6: Experiment data (dots) for each fragment detected as a function
of the pump-probe delay (absolute signal). Solid line in each plot
represents the best fit obtained using the model described in text.
Dotted line indicates the first term f (t), dashed line indicates the
second contribution g(t). Grey dashed line in iodine and methyl
signal indicate the time delayed estimated by the fit. See text for
details.
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order of ps. They will act therefore as a constant background, which
is switched on only the 2 UV photons from the pump are absorbed.

The iodine fragment expresses at best the two contributions given
by f (t) and g(t). The first decay is fitted well with a time constant of
τ0 = (29 ± 4) fs. After td = (27.3 ± 1.3) fs, which is indicated in the
figure by a grey line, a new contribution arises followed by exponential
growth with a rising time of (14 ± 2) fs. This curve reaches a value
which is 0.7 % of the initial peak.

For the methyl fragment, a similar dynamics can be observed. The
signal rises to its maximum at the time overlap and then decays in
the same order of magnitude as iodine, with a time constant of 18.0 fs.
At a certain time delay ((19 ± 5) fs) a second channel appears, with
a very slow rising time of τr = (23 ± 11) fs. We note that the fit here
gives a very high relative error.

The approach in the fit has been motivated by the following theory
arguments, through which more detailed understanding of the neutral
wavepacket dynamics can be obtained.

4.3 theory and discussion

The potential energy curves for methyl-iodide have been calculated
for the neutral with MOLCAS [94, 95] and optimized at CASSCF level.
Relativistic effects are included by using a second order Douglas–Kroll
Hamiltonian [96] formalism in combination with the ANO-RCC [97]
basis set contracted to a triple zeta polarized (ANO-RCC-TZVP) basis
set. The active space used in the CASSCF calculations is composed of 6

electrons in 4 orbitals. Specifically, the set of orbitals considered in this
study contains two lone pairs of the iodine atom, σCI-bonding and
σCI-antibonding. Finally, the energy was corrected by perturbation
theory in its extended multi-state CASPT2 (XMS-CASPT2) formalism
[98] with an imaginary shift of 0.3.

The result is reported in Fig. 4.7. In the neutral potential energy
surfaces, the two main dissociative 3Q0 and 1Q1 are crossing, leading
the well-known neutral photo-dissociation dynamics mediated by the
conical intersection. The 3Q0 correlates in the dissociation limit with
I∗, while 1Q1 correlates with I. The two main cationic states are
highlighted: the ground state X2 E3/2,1/2 shows a very steep potential
barrier in respect the Franck-Condon region, of more than 2 eV which
leads to dissociation towards CH+

3 ion. The first excited cationic
state, instead, shows a much weaker potential well and it leads to
dissociation in I+.

Absorption of 1 UV photon leads to the manifold of excited states as-
sociated to the A-band and it is responsible for the photo-dissociation
dynamics. Since our bandwidth cover almost entirely the A-band, we
do expect contribution by all the states. However, it is well known that
the most favorable state is the 3Q0 with a probability of 98 % [81].
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Figure 4.7: One-dimensional potential energy curves calculated for methyl-
iodide, in the neutral and the for the lowest cationic electronic
states. The neutral dynamics is occurring mostly on the two disso-
ciative curves 3Q0 and 1Q1 to which we excited by the absorption
of 1UV photon (blue arrow). Fragment production can occur
by the absorption of either 3 or 5 NIR photons, reaching (a) the
ground state of the cation X2 E3/2,1/2 or (b) the first excited state
Ã2 A1.
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Once the molecule has been excited the lowest amount of NIR pho-
tons required to ionize in the probing step is 3, resulting in the energy
needed to reach the X2 E3/2,1/2. Due the very high potential barrier
required to dissociate after ionization, this channel is responsible for
the production of the parent ion at time overlap and it has indicated
by (a) in Fig. 4.7.

The observation of both methyl and iodine fragments at time over-
lap, however, suggest the presence of additional photoionization chan-
nels. In order to reach the first cationic excited state Ã2A1 at least 5

photons are required: it is known that this state correlates with the
production of both fragments. It can lead to a minor production of
I+ because of the very low potential barrier - as shown in Fig. 4.7,
but it also led to very slow (µs) internal conversion towards the lower
ground state. In particular, this relaxation pathway transfer energy
from the first excited state towards the vibrationally excited contin-
uum of ground state X2 E3/2,1/2. In this way, it has enough energy
to overcome the barrier and produce the CH+

3 fragment, as was ad-
dressed in a previous work [99]. Therefore, although 5 photons of
the probe are populating the Ã2A1, due to the finite time spent in the
mass spectrometer drift tube (also µs) the molecule will have enough
time to transfer the energy and dissociating to the methyl fragment.

To address the time-dependent signal, full-dimension classical tra-
jectory calculations were performed using a modified version of the
surface hopping including arbitrary couplings (SHARC) method [100],
which includes the surface hopping algorithm and the spin-orbit cou-
pling. In this approach, the gradient of spin-orbit states is calculated
as linear combinations of the spin-free gradients, neglecting the gra-
dient of the spin-orbit coupling. Moreover, in the present case, the
contribution of the non-adiabatic coupling to the gradient was also
neglected. With this method, a large set of trajectories are calculated
from the states corresponding to the A-band. Due to lower accuracy
in calculating the transition moment in this band, all trajectories are
launched with equal probability and are later weighted by the ex-
perimental UV spectrum. This is a good approximation, considering
that transition moment has similar magnitude over this energy range
[101]. Moreover, intrinsically in the surface hopping algorithm we can
analyze the trajectories which goes specifically towards I (crossing on)
and the one which lead to I∗.

To include in our model the multiphoton probing step, we estimated
for each trajectory the ionization energy which would be needed to
reach each specific cationic state. For each specific point in the neutral
PES, it is possible to express the ionization energy. In other words, as
the wavepacket evolves after the absorption of 1 UV we can quantify
the amount of energy needed in the probing step, which will result
in the production of each fragment. Calculating the probing step
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Figure 4.8: Number of trajectories obtained by full dimensional semiclassical
calculation in the neutral as a function of time and ionization
energy required for photoionization for each fragment. From top
to bottom the panels show the available trajectories which can
produce the parent, the methyl and iodine ions. Horizontal lines
indicate effective energies available in the multiphoton probe step
with increasing number of NIR photon (1.65 eV).

in the case of 3 or 5 NIR photons is not feasible for this molecule
and therefore we will rely on such energetic argument to assign the
observed signal.

Additionally, through this method, we compute the total energy
acquired by the nuclear wavepacket during evolution. If the total
energy is higher than the dissociation energy required to overcome
the barrier in the cation, a specific fragment will be produced after the
ionization, as stated in the following

Ekin + Epot ≥ Di (4.3)

where the sum of Ekin and Epot represents the total energy and Di the
dissociation energy for a specific fragment.

The results of these calculations are reported in the three panels of
4.8. The color bar measures the number of trajectories, as a function
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of time and ionization energy (energy difference in between the actual
PES and the respective cationic state), in which the total energy is
above the dissociation energy, i.e., have enough energy to dissociate
after ionization. The central and bottom panels indicate the trajec-
tories which possess enough energy to dissociate - after ionization -
towards methyl CH+

3 and iodine I+. In other words, they represent
the trajectories for which Eq. 4.3 is satisfied. The top panel, instead, is
obtained by the total number of trajectories by removing the previous
and indicates the number of trajectories which produce a stable parent
ion.

To understand the parent, we focus on the first panel. The ab-
sorption of 3 NIR photons is required to reach the ground state of
the cation (X2E3/2,1/2), which can produce either parent or methyl
depending on the total energy acquired through the evolution. At
time overlap, when the probe pulse arrives before the evolution has
started, it has not enough kinetic energy to dissociate after ionization.
For this reason, most of these trajectories will produce a stable parent
ion. After around 20 fs there are no more trajectories which can pro-
duce the CH3 I+ since all the trajectories have acquired enough kinetic
energy.

As the molecule evolves in the neutral, the parent shows a very
rapid decay < 10 fs (Fig. 4.6, left). This decay time represents the
convolution in between the steepness of the neutral curves and the
steepness of the cationic states. Since the neutral potential is very
steep, when we let the molecule evolve on the neutral PES, it will
require more and more energy to reach the ground state of the cation,
decreasing the number of ionized molecules. At the same time, the
same transition towards the ground state of the cation will produce
methyl fragments, as can be observed from the central panel.

The bottom panel instead shows all the trajectories which can pro-
duce iodine ions. It shows several overlapping trajectories, which are
all contributing to the production of the fragment depending on the
number of photons required. To obtained a clearer understanding, we
integrated the different trajectories contribution by considering the
different number of NIR photons required to reach a specific cationic
state. We must stress that this calculation no information regarding the
probe cross-section is available and therefore all of these contributions
will not contribute equally.

Firstly, we observe that for the parent a signal is produced only with
the absorption of 3 and 4 photons. In particular, only the 3 photons
signal matches the very rapid decays observed experimentally.

For methyl, the slow rising component which is observed experi-
mentally is clearly matching the integrated curves matching 6 photons.
The time delay we extracted from the experimental was giving a value
of td = 19 fs (Fig. 4.6), which is very close with the starting time in the
theory.
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Figure 4.9: Integrated number of trajectories for each number of photons. The
different panels represent the integrated signal for each fragment,
as shown in figure 4.8.

For iodine instead, we do observe several and very different curves.
In particular, we see relatively fast decays before 20 fs, and very late
rising such as the yellow curve for 7 photons. Experimentally, the
second rising from Fig. 4.6(central panel) was td = 27.3 fs, which
indicates the starting time for the second rising in the orange curve.
Although we have no information about the weights all the different
contribution in Fig. 4.9 should be combined to obtain the experimental
signal, we can clearly state that the 7 photons contribution appears to
be dominant, since it is the one which shows a strong second rising at
the same time of the experimentally observed curve.

When looking at the neutral potential energy surface, the extracted
time delay occurs after the neutral molecule has reached the conical
intersection, therefore we might conclude that what we are probing is
happening after the CI.



5
U LT R A FA S T RY D B E R G S TAT E S D Y N A M I C S I N
A C E T O N E

A main aspect of using few-fs UV pulses is the possibility of triggering
ultrafast electronic dynamics by coherently exciting several electronic
states of a molecule. The work included in this chapter regards the
dynamics which is triggered by exciting a coherent superposition of
Rydberg states in acetone.

This experiment was performed in spring 2021. I did extensive
research for using acetone as target, conceived the experiment and
run the full experimental campaign with . I took care of data analysis
presented, except for the covariance mapping analysis which has been
carried out by my colleague Krishna Saraswathula.

5.1 introduction and previous work

The second investigated molecule is acetone (CH3)2CO, also known
as dymethyl ketone, represents the simplest structure of the ketone, a
functional group with the structure R2CO. Acetone has a total mass
of 58 au and an ionization potential of 9.71 eV. The photophysics of
the molecule is characterized by a relative strong single photon UV
absorption band (cross-sections around 1 × 10−20 cm2), as a transition
from the ground to the first excited state, S1 [102]. The subsequent
induced dynamics is known in literature as Norrish Type-I cleavage
of the α − CC bond, as it is quite fundamental in many aspects of
organic chemistry, such photooxidation of polymers. The breaking
of one of the two C − C bond in acetone creates an Acetyl (CH3)CO
(mass 43 au) and a Methyl CH3 (mass 15 au).

Several ultrafast studies focused their attention on the dynamics in
highly-excited states, close to the ionization potential of the molecule.
In particular, since the molecule is considered relatively flexible, in this
region it possesses many different dissociation pathways which have
been extensively investigated both theoretically [103] and experimen-
tally [104]. These excited electronic states, which are usually assigned
to the Rydberg manifold, are strongly observed via VUV absorption,
with the first transition of the series observed at 194 nm. Without
going too much into details of the structure of these states, CC bond
cleavage can be observed after excitation to any of those states, as the
result of very complex and intertwined electronic structure.

In addition to single photon VUV excitation, multiphoton excitation
has been used to access these states. In [105], study an underlying
femtosecond dynamics on the S1 states towards CC bond cleavage,

73
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they additionally excite the molecule with different wavelengths across
the S1 absorption band in 250 nm to 320 nm. What they surprisingly
reported is that the S1 dynamics is hidden by another evolution which
was triggered by the absorption of two photons, which they assigned
to transition towards different Rydberg states, depending on the exci-
tation wavelength. They also state that previous interpretation of the
S1 dynamics might have been affected by the two photons absorption
[106]. More favorable two-photons excitation is attributed to a lower
absorption cross-section to the S1 and the cumulative very large cross
section to the Rydberg manifold, which might even enhance when
using femtosecond pulses with high peak power.

For pump wavelength shorter than 306 nm the two photons excita-
tion towards the 3dyz showed the presence of a small potential energy
barrier of 0.4 eV, which is formed by an avoided crossing with the
valence ππ∗, which is observed for the first time experimentally, but
it was previously reported theoretically [107]. In this theoretical and
experimental work, they calculated the different potential energy sur-
faces in the energy region from 7.0 eV to 10 eV, which we also reported
in Fig. 5.1 as a function of the C − O reaction coordinate.

From the calculated potential energy surfaces, the dynamics is very
well justified by the presence of several conical intersections in between
the 41A1 (ππ∗) and the Rydberg states. Depending on the different
Rydberg state reached, the crossing the valence state can bring the
molecule very easily to different configuration.

In 2017, using 8 eV VUV excitation and Photoelectron-photonion
Coincidence (PEPICO) detection, Couch et al. have been able to iden-
tify the relation in between the 3p Rydberg and 41A1 (ππ∗) in a time
scale of hundreds of femtoseconds [108]. They exploited high energy
photons for probing towards higher cationic states. In this way, they
are able to observe the π character of the valence state. Additionally,
time-resolved spectra revealed that this state decays in 330 fs, either
towards a low-lying state or fragmenting into acetyl.

Precise excitation to the valence 41A1 (ππ∗) was attempted by Uen-
ishi et al., where they increased the excitation pump energy to 9.3 eV
and probe with 4.7 eV [109]. To our knowledge, it is also the ex-
periment performed with the shortest time resolution of 25 fs. By
measuring time-resolved photoelectron VMI images they separated
the two contributions, in particular based on the broad bandwidth and
low anisotropy of the valence state in respect to the Rydberg states,
while exploiting a forbidden transition in between the Rydberg and
the highest cationic states D1. The photoionization signal associated
to the 41A1 (ππ∗) exhibited a very fast decay of 8 fs. The experiment
is also able to resolve many Rydberg states which shows a peculiar
flat-top shape, of duration of around 50-100 fs which is attributed to
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Figure 5.1: Potential curves for the highly excited states of Acetone of 1 A1
Symmetry, which express in particular the interaction in be-
tween Rydberg states (3p, 3dyz) and the valence 41 A1 (ππ∗) state
through the presence of Conical intersection (represented here
with a small energy gap, for clarity). Ionization potential for
acetone is 9.7 eV. Adapted from [107].
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intramolecular vibrational redistribution and cannot be resolved with
their time resolution.

Very recently, Forbes et al. claimed that 41A1 (ππ∗) cannot be de-
tected with probe photon energies below 8 eV and they attributed the
broad low kinetic energy in their photoelectron experiment (pumped
at 8.09 eV) to a previously not observed A2(nπ∗), with the support of
advanced quantum dynamics simulations. They propose a dynamical
relaxation mechanism in which the prepared 3dyz and 41A1 (ππ∗)
ensue internal conversion to intermediate Rydberg and towards the
A2(nπ∗).

Our work focuses on addressing the highly excited states of acetone
with the use of the few-fs UV pulses. Its bandwidth allows to excite the
molecule and probe the dynamics with unprecedented time resolution.

5.2 experiment

The experimental pump-probe scheme is the following. Acetone
molecules are excited through 2 UV photons at 250 nm absorption.
Since the molecule is excited to states which are close to the ionization
potential, a single NIR pulse is used to ionize and probe the dynamics.
The UV pulses used for the excitation are the same as discussed in
Ch. 3.1.3. Briefly, the photon energy is centered at 4.9 eV and it has a
FWHM of 0.8 eV. In a very simplified picture, simultaneous absorption
of two photons will have an effective energy of 9.8 eV, which is higher
than the ionization potential of acetone. In all measurements, it will
create a static contribution of direct pump-only photoionization. The
low energy part of the two photons spectrum, however, matches the
energies of the highly excited states shown in Fig. 5.1. In particular, it
will be comparable to the spectrum used in [109] and therefore we do
expect to populate similar states.

These Rydberg states are shown in Fig. 5.2, where we compare the
tail of the 2 photons excitation to published synchrotron 1 photon
cross-section. In black, it is represented the absorption spectrum of
vapor acetone obtained by synchrotron measurements, adapted from
[110]. The different Rydberg series with a minimum n = 5 up to n = 14
are assigned to several peaks observed here. The blue line represents
the tail normalized 2 UV photons excitation. The effective 2 photons
spectrum is obtained by doubling the UV spectrum characterized in
sec. 3.3.2. In this way, even if the two photon transition is not available,
we are able to narrow down several states which might be involved
in the triggered dynamics. These states will be of higher energies
(high n) than previously reported in literature, especially the ones
with pump energy in the region of 7.0 eV to 8.0 eV [108]. Among these
states we expect to reach the valence 41A1 (ππ∗), for which the vertical
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Figure 5.2: In black, the absorption spectrum of acetone in gas phase in
the 9.0 eV to 9.8 eV region and assigned Rydberg states from
Synchrotron measurements. Adapted from [110]. The solid blue
line represents the tail of the effective two photons excitation
spectrum, which is obtained from doubling the spectrum in Fig.
3.15 (b). The region of interest for the excitation step in this simple
picture starts with the n = 5 Rydberg states and goes up to the
ionization potential, which is marked by the vertical orange line.

excitation energy was estimated to be at 9.2 eV, as also reported in
[109].

The probe spectrum employed is reported in Fig. 3.2. In terms of
photon energy, it is centered at 1.65 eV extending from 1.2 eV to 1.8 eV.
Being very close the ionization potential basically every component of
the NIR probe can lead to ionization, due to the very small distance
of the Rydberg states from the cationic ground state, for which the
maximum energy difference is0.6 eV.

Experimentally, acetone vapor (purity 99.9%) was delivered to the
experimental chamber by exploiting free vapor expansion at room tem-
perature through a needle and a skimmer, without using a buffer gas.
The distance in between the needle and the skimmer, and additionally
with a variable leak valve can be used to control the amount of vapor
diffused in the experimental chamber. Good signal was achieved
with a pressure of 2.49 × 10−6 mbar (baseline pressure without target
1 × 10−7 mbar).

20 nJ to 60 nJ energy per pulse UV are focused in the interaction
chamber with a 90 cm focal length, which corresponds to intensity
in between 1.0 × 1012 W cm−2 to 7.0 × 1012 W cm−2, if we consider a
pulse duration of 4 fs. Several pump-probe acquisitions have been
performed in this intensity range with no change in the actual dy-
namics, therefore the highest intensity has been chosen in order to
provide the highest number of excited molecules and therefore the
best signal-to-noise ratio.
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Figure 5.3: left: Photoelectron angular distribution obtained in acetone when
pump and probe overlap in time. Pump and probe intensity were
3 × 1012 W cm−2 and 9.0 × 1011 W cm−2 respectively. Photoelec-
trons counts in a logarithmic scale to enhance the feature at higher
kinetic energy. Circles depicting different kinetic energy region
follows the color code in the legend of the right figure. right:
angularly integrated photoelectron kinetic energy distribution of
the left VMI image. Dashed lines identify specific energy values
associated with peaks of interest.

The probe pulse was focused by a toroidal mirror (see 3.1.2) non-
collinear with the pump. The intensity of the probe could be var-
ied with a motorized iris in between 9.4 × 1011 W cm−2 to 1.23 ×
1013 W cm−2. The lowest intensity value provides negligible counts
when ionizing the NIR only. This value has been chosen for the
time-dependent scans to provide a probe-free background. The probe
duration has been independently compressed by using fused silica
wedges and looking at the NIR only ionization signal for high inten-
sities. The optimum duration is estimated before the beamline with
an SH-FROG setup, resulting in 5.5 fs. Estimated cross-correlation
FWHM for the two pulses is 6.5 fs when considering a 2UV + 1NIR
process, estimated using the expression (3.7) and the pulses durations
reported previously.

For the experiment we recorded simultaneously and single shot
mass spectra and electron velocity map imaging to perform covariance
analysis on the fragmentation path. Both sides of the spectrometer are
calibrated using simulation in SIMION.

5.3 static

As a typical measurement, Fig. 5.3 reports the velocity map image
acquired when pump and probe overlap in times.

All of the images discussed in the following are acquired integrating
over 60 000 laser shots. They are symmetrized along the top-bottom
and left-right direction. A median filter and baseline subtraction is
performed before Abel inverting using the r-basex method from the
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Figure 5.4: left: ions yield of the parent (mass 58 au) and acetyl fragment
(mass 43 au) when ionized with IR only (red), UV only (blue) and
both temporally overlap (orange). Laser intensity is the same as
Fig. 5.3. right: Associated angularly integrated kinetic energy
spectra for the same acquisitions. Energy regions are separated to
enhanced high kinetic energies features. Both ions and electrons
are recorded simultaneously. Dashed vertical line indicates the
same energies identified in Fig. 5.3.

PyAbel package. The overall area covers an energy range of around
1.8 eV. Considering the probe energy and the targeted states, this is
enough to observe the dynamics induced by the absorption or 1 or
2 NIR photons. Due to the very high density of Rydberg states, in
addition to the very large bandwidth from the short pulses no clear
peaks are visible, but we can distinguish two main kinetic energy
regions: most of the signal is enclosed in a 0.8 eV energy radius, while
a higher energy band is visible for energy above 1 eV.

The intensity of the latter is almost two orders of magnitude lower
than the low kinetic energy region. For the same condition (UV+IR),
both the parent (mass 58 au) and the acetyl (mass 43 au) ions are
detected, with the latter being only 10% of the former, while Methyl
ions yield is negligible.

Fig. 5.4 shows the yield for the two ions detected for pump and
probe at time overlap and for each individual pulse as well, by keeping
the same conditions. On the right side of the figure, the corresponding
angularly integrated photoelectron spectra are reported. Signal level
for IR only is almost one order of magnitude than the two colors
signal. Single NIR ionization requires 6 photons, and it is therefore
not very likely. No additional fragmentation is observed in this case.
Pump only signal is mostly due to two photon ionization, since, as we
discussed part of the 2UV excitation spectrum is higher the ionization
energy. The acetyl fragment is also observed in this case, suggesting
that it also accesses a higher dissociative cationic state, which would
require a higher number of photons. By using pump and probe
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together both the yield of the parent and the acetyl are enhanced,
with the latter twice as the single color yield. Similar information
can be deduced by the electron spectra. Considering the total signal,
two colors signal is increased by almost two orders of magnitude.
Low kinetic energy electrons are observed in the three cases: UV only
and UV+IR shows matching peaks, whose height decrease with the
kinetic energy, while for IR only the structure is different, peaking at
0.118 eV. The behavior at the high kinetic energy region shows similar
behavior in which very lower signal is observed for IR only and UV
only, and signal is enhanced when both pulses are present. In this
region, however, we observe similar peaks in all the three cases.

5.4 probe intensity scaling

In order to identify the correct photoionization process at play, ions
mass spectra and electrons VMI have been acquired by keeping the
pump fixed and varying the probe intensity, with no delay in between
the two. UV intensity has been fixed to 3 × 1012 W cm−2, while NIR
intensity is varied in between 9.4× 1011 W cm−2 to 1.23× 1013 W cm−2.
To evaluate the particular number of photons involved, we measured
from the mass spectra the yield of each fragment and from the photo-
electron spectra the integrated yield in two energy regions of width
= 0.4 eV, centered at 0.1 eV and 1.4 eV for the low and high kinetic
energy electrons, respectively. Each intensity values have been re-
peated, resulting in standard error of 1% for the ions and 0.04 % for
the electrons. For each one of this signal s (parent, fragment yield,
electron yield in low and high kinetic energy regions) we reported the
value y = log10(s − sUV) as a function of x = log10(I) where I is the
NIR intensity in Fig. 5.5, together with a linear regression y = mx + q.

All the different signals rise with an angular coefficient very close to
one, which validates our initial guess of a single NIR photons needed
for ionization. This result also indicates that the target is excited to
states which are very close to the ionization potential, confirming at
the same time the 2UV photons excitation [105]. We note that for
electrons we decided to limit the analysis only on two regions to
increase the signal to noise, but the results are consistent also for the
individual peaks identified before.

5.5 time resolved mass spectra

For the time-resolved scan, UV intensity has been set for the maximum
(3 × 1012 W cm−2), while the NIR probe for the minimum value of
9.4 × 1011 W cm−2. It has been chosen to avoid multiphoton ionization
through from the probe only. In fact, the signal produced only by
the NIR pulses is almost one order of magnitude lower than the two
colors (Fig. 5.4).
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Figure 5.5: Fragments and electrons yield scaling with the probe intensity,
at time overlap between UV and NIR. NIR intensity is varied in
between 9.4 × 1011 W cm−2 to 1.23 × 1013 W cm−2. UV intensity
was kept fixed at 3× 1012 W cm−2. Pump only signal is subtracted
by each point. On the left, error bar shown corresponds to 1%.
Electron yield is obtained by energy integrating the photoelectron
distribution around the energy value shown in figure, with a
width ±0.4 eV, with an error bar of 0.5%. The results of a linear
regression, including standard deviation for the parameters are
shown. Both the fragments and the electrons confirm the 1 photon
probe interpretation.

We will first focus our discussion on the dynamics of the fragments.
A series of mass spectra have been acquired with a time step of

3 fs for the pump - probe delay, which has been computer controlled
through a piezo. Each time point is the result of integrating over 60 000
shots and each full time range scan has been performed going forward
and backward to average out sources of slow external systematic
error, such as pressure change for the target or laser fluctuations. The
error bar reported in the following figures represents the standard
deviations in between scans. We reported in Fig. 5.6 the results of
such acquisition, where we have represented the signal associated
with the Parent and the Acetyl fragments. Positive delays indicate
probe pulses coming after the pump.

The baseline for the negative delay has been subtracted to each ion
signal, since it mostly contains UV only contribution. Time origin has
been shifted to match the maximum of the parent signal.

The behavior observed in the two fragments is very different: where
the two pulses are overlapping, they both rise very quickly to the
maximum, while as soon the pump-probe delay is increased the parent
yield decays and the Acetyl fragment stays stable. This behavior has
been observed already previously for longer time [105], in which the
parent ion showed always a faster decay than the Acetyl fragment. To
evaluate the fast decay, the two traces have been independently fitted
to a function model which comprises two contributions: (i) a gaussian
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Figure 5.6: Time resolved ions yield for the parent ion (left) and Acetyl frag-
ment (right) of acetone as a function of the UV pump -NIR probe
delay. Positive time means the probe is arriving later. Shaded area
represents the standard deviation of repeated measured. Solid
line in each plots represents the best fit obtained as a sum of a
Gaussian contribution (dashed line) and an exponential decay
with time constant τ0 (dotted line), see text for details.

function of width σ and (ii) an exponential decay of time constant τ0,
which can be expressed by the following

f (t) =A0 exp
{
− (t − t0)2

2σ2

}
+

+A1 erfc
(

σ

τ0
√

2
− (t − t1)

σ
√

2

)
exp

{
σ2

(2τ2
0 )

− (t − t1)

τ0

} (5.1)

where t0 and t1 represents independent starting time for each con-
tribution, and A1 . The first term represents direct photoionization
given by simultaneous absorption of 2 UV + 1 NIR from the ground
state and it is often recall as the cross-correlation term. The second
term represents an exponential decay with time constant τ0 which
has been convoluted with the gaussian of width σ, representing the
instrument response function. This analytical expression has been
used to optimize the evaluation, instead of using convolution methods
[92]. We note that in our fit routine the width σ is the same in both
terms and it has been fixed to the expected width as one would obtain
estimating it through equation (3.7) and assuming a 2 UV + 1 NIR
and including our pulse durations. We note that in this way the only
free parameter of the Gaussian term is the amplitude. In particular
for the parent, the estimation of the width matches very well the first
term, confirming once again our interpretation of the pump-probe
excitation scheme.

In a very simplified picture, the parameter τ0 represents the decay
time of the state which is populated by the pump, and which is then
probed by the second pulse. In our case, the second pulse ionizes the
molecule with a transition from the excited state to a cationic state.
The cationic state involved can undergo its own dynamics after the
probe has removed the electron: it can be stable, for instance, in which
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Figure 5.7: Proposed scheme for the interpretation of ions signal for acetone:
ionization with the NIR pulse when the pump and probe are
overlapped in time leads to a bound region of the cationic ground
state, and therefore we observe a maximum for the parent signal
at time zero (left red arrow). When the NIR pulse comes at
later time, the molecule has evolved and the absorption of a NIR
photon (right red arrow) leads to a part of the potential which is
dissociative producing charge acetyl, therefore leading to a decay
in the parent signal. PES positions are not on scale, adapted from
[105].

case the parent ion is preserved all the way to the detection or it can
be dissociative, i.e., favors the breakage of the molecule. Since the
detection of ions occur after several microseconds - due to the drift
tube - ion yield measured here is the results of the pump - probe
dynamics, certainly, but also the subsequent cationic outcome.

Indeed, what we observe is that the parent signal is decaying within
(58 ± 2) fs from the excitation, while the Acetyl signal rises and then
remains constant over more than 60 fs. In terms of cationic dynamics,
this means that after 58 fs the evolution of the excited acetone molecule
has reached a point from which the subsequent absorption of 1 NIR
photon brings the molecule in a dissociative region of the cationic
potential. In turn, less and less parent ion will be detected, because
by the time they reach the detector they have already dissociated to
acetyl ion. To stress this point, acetyl ion cannot be produced by the
neutral photodissociation process [108].

To qualitatively support this interpretation, potential energy sur-
faces of acetone in the Rydberg region are reported in Fig. 5.7 [105].
For simplicity we only consider the Rydberg 3dyz and the valence
4 1 A1(ππ∗) as an example of our interpretation, although they are not
the state excited during our experiment. If the probe comes at the
same time as the pump (left red arrow) the molecule is promoted to
a bound part of the potential curve of the cation, which allows us to
observe a strong signal for the parent at time zero. If the probe comes
at a later time, however, the molecule has time to evolve, in particular
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going through the conical intersection in between the Rydberg state
and the valence moving away from the Franck-Condon of the ground
state. The absorption of a NIR photon from this position (right red
arrow) brings the molecule in a part of the ground state cation which
is dissociative, producing acetyl ion and neutral methyl, and therefore
reducing the yield of the intact parent.

Therefore, through this proposed scheme the parameter τ0 is related
to the evolution of the neutral wavepacket from the FC to a region
from which the probe can access directly a dissociative part of the
cationic potential. In particular, the value we obtained agrees with the
range 50 fs to 90 fs proposed by Huter et al. in [105], in which they
estimated this time as a delayed rise time of the acetyl signal in a 2UV
+ 1 VIS experiment for lower Rydberg state.

This interpretation should be reflected as well as a delayed rise
time for the acetyl, which we do not observe in our experiment. In
our case (Fig. 5.6), instead both the acetyl and the parent reach the
maximum signal simultaneously. This could easily be interpreted by
the very small potential barrier in the cation (0.8 eV) which can be
overcome through the higher energy component of the probe pulse.
In addition, from 5.2, we identified a Rydberg states region which
is higher in energy than the one investigated in [105], which in turn
would increase even more the excess energy of the molecule after the
removal of the electron. The fact that the decay measured matches the
range observed even with different excitation range might indicate
that the overall decays does not depend on which particular Rydberg
state is populated, but more on the position of the crossing or the
steepness of the cationic state reached. Certainly, understanding which
states contributes to the overall dynamics is not possible without a
full simulation considering at least the 2 UV excitation. On this
matter, full ab-initio calculation is currently on going, in collaboration
with the group of Fernardo Martin García from IMDEA Nanociencia.
Nevertheless, experimentally, more information can be provided by
analyzing the photoelectrons distribution.

5.6 time-resolved photoelectron energy distribution

One of the main advantages of photoelectron spectroscopy is the
possibility of resolving in energy (see Sec.2.2), which reveals the
energy structure of the target.

A series of Velocity map images of the emitted photoelectrons have
been acquired simultaneously with the mass spectra shown in the
previous section. As such, each VMI image has been integrated over
60 000 shots and the full scan has been repeated backward-forward
to averaged out any slow drift in the signal. Each image has been
symmetrized top-bottom, left and right, and a median filter and
baseline subtraction is applied. Abel inversion is performed with the
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Figure 5.8: Angularly integrated photoelectron energy distribution as a func-
tion for the pump-probe delay. We can distinguish three distinct
energy regions with different dynamics: a quick decaying low
kinetic energy centered at 0.15 eV, a slower intermediate region
at 0.8 eV and a sharp high kinetic energy at 1.4 eV. For energies
around 1.1 eV the electrons show clear modulations for positive
delay. Positive delay indicates probe after. The first negative delay
spectrum has been subtracted from the map to enhance the time
dependent signal.

r-basex method from the PyAbel package. Afterwards, the VMI image
is integrated angularly and plotted as a function of pump-probe delay,
as shown in Fig. 5.8.

Three regions can be distinguished in the map. The first one, where
most of the signal is observed, covers the low kinetic energy range
from 0 eV to 0.35 eV. As a function of time, it rapidly increases up to
the maximum at time overlap and decreases immediately with a very
quick decay of around 50 fs. A second intermediate region, which is
less intense, is centered at 0.8 eV. It presents a slower rising in respect
to the previous and stays almost constant after reaching its maximum
at time overlap. Lastly, a higher kinetic energy range, extending from
1.2 eV to 1.75 eV, is characterized by a sharp peak around the time
overlap.

In order to extract quantitative information on the decays, the three
regions have been energy-integrated with a width of ±0.2 eV). The
integrated signal is reported in Fig. 5.9, where each trace has been
fitted with the model described before for the ions (Eq. (5.1)).

Indeed, the low kinetic energy region shows the fastest decay with
the best fit curve providing a decay (49 ± 3) fs. This decay value is
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Figure 5.9: Integrated electron spectra in the three energy regions centred
at 0.15, 0.8 and 1.4 eV, respectively (dots). Shaded area repre-
sents the standard deviation over 2 scans. Each trace has been
normalized to the maximum. Solid line represents the best fit
function using expression (5.1), consisting in a Gaussian and an
exponential decay term.

similar to the one observed for the parent and, even though in the
case of the photoelectrons the Gaussian term is less strong, it is a first
suggestion that these electrons might be related to the parent (as it
will be confirmed with covariance 5.7). The second region, centred
at 0.8 eV shows the longest decay of (320 ± 44) fs. We note that this
value is affected by a strong error because of the time range chosen for
the scan and it can be intended as an indication only. The last region
of interest, for high kinetic energy shows a very strong Gaussian
component, which is fitted quite well by our independent estimation
of σcc. This contribution might be related to the direct ionization from
the ground states, for which a specific cationic state is accessed only
when the two pulses are overlapped. The most exciting observation,
in particular for at the intermediate and high kinetic energy curves, is
that after excitation, the decay is strongly modulated.

5.6.1 Coherent dynamics

Several scans have been performed in a larger time interval reaching
roughly 160 fs from the overlap, with step of 3 fs. We will first identify
more clearly the energy range where we observe oscillations. NIR
probe intensity was kept 1.2 × 1012 W cm−2, as the minimum value
available for these measurements. Two scans have been acquired
(forwards and backwards), with each point of the scans acquired over
60 000 shots. VMI have been processed as previously described and
the result of these acquisitions is reported in Fig. 5.10 (a).

We still distinguish the same energy region described in the previous
section. The low kinetic energy electrons, up to 0.3 eV, are decaying
very quickly after a very fast rise time. We note that the Gaussian
component in this scan is more easily observed, most probably because
due to the higher probe intensity. The intermediate region at 0.8 eV
shows still the slowest decays of the three, appearing almost constant
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Figure 5.10: Long range acquisition with a focus on vibrational oscillations
of acetone (a) Angularly integrated photoelectron energy distri-
bution as a function of the pump-probe delay (extended range).
NIR intensity was 1.2 × 1012 W cm−2. Early negative delay spec-
trum has been subtracted from the map to enhance the time
dependent signal. (b) Normalized energy integrated in the re-
gion 1.25 eV to 1.55 eV (green box in Fig.(a)) are displayed as
dots, standard error obtained from 2 measurements is reported
as shaded area; best fit, following eq. (5.1) is reported as solid
line. (c) Experimental data subtracted by the fit in a specific
time range (grey box in (b)) displayed as green dots. Solid line
indicates the best fit of a sinusoidal as described in text.

on this time range as well. The most interesting part is the high kinetic
energy region, marked as a green box in Fig. 5.10 (a), where we
observe very pronounced oscillations in the electron yield. Fig 5.10 (b)
shows the normalized energy-integrated signal in this region, from
1.25 eV to 1.55 eV. Part of the oscillations are also visible for lower
energies, but we choose this energy interval for higher contrast. By
looking at the integrated signal, a decay of around 100 fs is observed,
which is strongly modulated up to 120 fs. The slow decay has been
fitted using Eq. (5.1) retrieving a time constant of (166 ± 33) fs. In Fig
5.10 (c) we calculated the difference between the experimental data
and the best fit, in a time interval which goes from 25 fs to 80 fs to
enhance the oscillatory component. This time region has been selected
to increase the contrast of the oscillatory signal, although from Fig.
5.10 we can observe the oscillation period is increasing after 100 fs.
Therefore, we performed a best fit of sinusoidal signal expressed
by Eq. Ae−t/τ sin (2πν(t)t + ϕ0) + c with time-dependent frequency
ν(t) = ν0 + bt. The amplitude of the signal is damped in time by the
exponential factor e−t/τ. If we limit our analysis to the time range
from 25 fs to 80 fs the FFT and the sinusoidal fit gives a fundamental
period of 1/ν0 = (24 ± 1) fs. This period corresponds the umbrella
mode in CH3, suggesting that the observed coherence can be assigned
to vibrational modes. Additionally, it is the same order of magnitude
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Figure 5.11: Finer scan performed with 1 fs step. Angularly integrated pho-
toelectron energy distribution as a function of the pump-probe
delay. Early negative delay spectrum has been subtracted from
the map to enhance the time dependent signal. NIR intensity
was 9.1 × 1011 W cm−2.

as the difference in energy between several Rydberg states (∼ 0.1 eV).
When including a chirp in the frequency and extending the range up
to 130 fs, we obtain a larger error on the fundamental 1/ν0 = (21 ±
3) fs. We also obtain a chirp parameter b = (−0.018 ± 0.040)THz fs−1,
which increase the period up to 35 fs at the end of the range.

The presence of this modulation in this energy region suggests that
the pump excites a coherent superposition of either vibrational state
of a single electronic state, or alternatively a superposition of different
Rydberg states. Certainly, to address this issue simulation needs to be
performed to assign the excitation step in a more quantitative fashion.
Here, what we can speculate is that the oscillations are observed only
in a specific time windows from 25 fs to 80 fs, after which the period
gets longer and then fades. Nuclear vibrational wavepackets possess
normally much longer coherence time. Relatively short decoherence
time, less than 100 fs could indicate that the oscillatory behavior could
be originated from an electronic wavepacket.

Scans with a step of 1 fs was performed in a time range of 40 fs.
The angularly integrated photoelectron distribution as a function of
the delay is represented in Fig. 5.11. The finer step reveals a much
more interesting structure in the energy region from 0.3 eV to 1.1 eV.
The slow modulation previously observed for higher energies (5.6.1)
appears also in this intermediate energy range. In addition, faster
oscillations modulate the signal.

In Fig. 5.12 (a) we reported the energy integrated photoelectron
signal in the three regions defined earlier (Fig. 5.9) centred at 0.15,
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Figure 5.12: (a): energy integrated signal for a fine scan performed with 1 fs
step. The three region corresponds to the energy interval centred
at 0.15, 0.8 and 1.4 eV specified in Fig. 5.8. Best fit is shown as
solid line. (b): Fourier spectrum of the signal in the three regions,
with the low frequency components removed. For the interme-
diate region, a strong fast 310 THz component is observed in
top of the slow 40 THz described previously. Higher energy
components are flat, but a glimpse of the fast modulations is
observed also in the low-kinetic energy region.

0.8 and 1.4 eV, with a width of 0.3 eV. On top of the main curves we
have observed previously, we can now resolve faster modulations. In
particular, the low kinetic energies electrons show a modulated decay,
while the intermediate region presents even higher contrast once it
reaches its constant value after the overlap. The higher kinetic energy
region, instead, presents less contrast than the previous scan.

We retrieved the best fit from each energy region using Eq. (5.1) in
order to remove the slow components of the signal. In particular, the
low kinetic energy region is fitted with a decay constant to τ0 = 75 fs,
while the intermediate and high energy regions with no decay. The
difference in respect the estimation for the decay can be attributed
to short time range explored (almost half in respect, for instance, Fig
5.9). With the use of the best fit curves, we calculate the difference in
between the experimental data and the fit, in order to calculate the
Fourier transforms of the curves, which are reported in Fig. 5.12 (b).
From the Fourier spectrum, we can distinguish two components, at
low and high frequencies, specifically for the low and intermediate
kinetic energy regions. For the third region, instead, only a very small
peak, slightly above the noise level is distinguished below 100 THz,
which corresponds to the 24 fs discussed previously. In the first two
panels, the low frequencies peaks at 39 THz corresponds to a period
of 24 fs, which was observed in the previous scan, but in a region
of higher kinetic energies. In the intermediate energy region, an
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Figure 5.13: Finer scan performed with 1 fs step. (a) Normalized energy inte-
grated in the region 0.25 eV to 1.1 eV are displayed as dots. Solid
line indicates the best fit for the slow components, following eq.
(5.1). (b) Experimental data subtracted by the fit in a specific
time range (grey box in (a)) displayed as green dots. Solid line
indicates the best fit of two sinusoidal functions with period
25.5 fs and 3.2 fs. (c) Discrete Fourier transforms of the exper-
imental curve. Two components at 39.9 THz and 310 THz are
visible, which corresponds to the 2 periods in (b), respectively.

additional peak appears at higher frequency at 310 THz. It is also
visible in the low energy electrons, with less amplitude However, it
is completely absent in the higher kinetic energy region. The latter
is also the region with the lower signal to noise level, ruling out the
possibility that this modulation can be induced by a fast source of
noise in the experimental setup.

From Fig 5.11 we notice that this fast modulation is observed for a
much broader energy region. The signal obtained by integrated from
0.3 eV to 1.1 eV is reported in Fig. 5.13(a)as orange dots, together with
the best fit for the rising components as a solid line. The difference
between the experimental data and the fitted envelope is reported in
Fig. 5.13 (b). Two sinusoidal functions with frequency 39.9 THz and
310 THz are also reported as guide to the eye up to 32 fs. After this
value the contrast of the fast modulation starts to decrease. The Fourier
transform of the difference is instead reported in Fig.5.13 (c), showing
the same frequency peaks discussed previously. This fast modulation
corresponds to a period of 3.2 fs, which is not possible to assign to any
vibrational mode. A frequency of 310 THz corresponds in energy to
a ∆E = 1.28 eV, which does not correspond to any photon energy of
the light source, and it is larger than the typical energy difference in
between different Rydberg states in this region. Indeed, theoretical
calculation is needed to address the different state involved in these
dynamics. At the moment, one can speculate that several Rydberg
states with high n number are coherently populated by the UV pump.
Due to the presence of the ππ∗ valence state, this coherence is carried
over an energy region spanning around 1 eV. This is possible because
of the presence of the conical intersection in between the valence and
the Rydberg states (See. 5.2) and due to the very steep potential of the
ππ∗ at Franck-Condon region. Without the theory we cannot provide
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a specific assignment, but one could justify it that that very intricate
state configuration in this region could make a few states interfere,
even states which are energetically far, since the coupling in between
the different states is mediated by the presence of the many conical
intersections.

5.7 covariance mapping

Despite the simplicity of the fragmentation pathways offered by ace-
tone and observed in 5.5, it is still fairly complex addressing the
specific excited state dynamics which leads to the parent or the acetyl
fragments, in particular when the dynamics is occurring in the Ryd-
berg states. As a matter of fact, an integrated measurement such mass
spectroscopy includes all possible production channel for a specific
fragment. At the same time, energy resolved measurements, such as
photoelectron spectroscopy carries information regarding the initial
state of the emitted electrons into its kinetic energy, but at the same
time provide no indication towards the fragmentation path. Here, we
will show that the combination of the two techniques in the covariance
mapping (3.2.1.3) allows us to overcome the intrinsic limitation of both
techniques, gaining more insights into the specific dynamics observed.

The acquisition of single shot and simultaneous mass spectra and
VMI images let us perform statistical analysis on each dataset. Fol-
lowing the introduction Sec. 3.2.1.3 each dataset X(τ) = {Xn(τ)} and
Y(τ) = {Yn(τ)} composed of n = 180 × 103 shots have been acquired
by varying the time delay, with the same experimental condition re-
ported in sec. 5.6.1. In this case Xn represents the n-th single shot
acquisition of a mass spectrum, while Yn indicates the two dimen-
sional velocity map images. In order to reduce the amount of false
covariance, laser fluctuations have been acquired through the signal
amplitude of a photodiode installed before the beamline. This allows
to remove false covariance introduced by the fluctuation of the laser
source, by subtracting a partial covariance matrix which contains this
information. By binning the TOF signal in the two regions of interest,
relative mass 58 for the parent and mass 43 for the acetyl fragment,
it is possible to compute 2D VMI image through the covariance in
respect each mass bin and the different coordinate of the 2D VMI
images. This value can be interpreted as the statistical correlation in
between ion in the TOF, and electron in a specific pixel of the VMI im-
age. Essentially, one can produce two different sets of VMI-covariance
image, distinguishing the electrons contribution for each mass. Angu-
larly integrating these images will produce 1D photoelectron energy
distribution for each mass, which can then be used to compute 2D
maps as a function of the time delay in between the two pulses.

The result of the covariance analysis is reported in Fig 5.14. In
panel (a) we show the covariance maps of the photoelectron energy



92 ultrafast rydberg states dynamics in acetone

0 50 100 150
Delay (fs)

0.0

0.5

1.0

1.5

Ph
ot

oe
le

ct
ro

n 
ki

ne
tic

 e
ne

rg
y 

(e
V) cov mass 58 and photoelectrons

0 50 100 150
Delay (fs)

0.0

0.5

1.0

1.5

cov mass 43 and photoelectrons

104

105

co
v 

((
pC

/(u
/e

))
x(

im
ag

e 
un

it/
eV

)

(a) (b)

Figure 5.14: Results of the partial covariance analysis in between the yield
of the two fragments and the one dimensional photoelectron
spectra as a function of the time delay. (a) map shows the energy
of the photoelectrons which correlates with the acetyl fragments,
while (b) shows the same for the parent. covariance signal below
10−2 of the maximum is not shown.

associated with the parent ion. In panel (b), instead, we observe the
photoelectron energies in covariance with the acetyl fragment. We note
already that the two maps combined cover the entire kinetic energies
observed previously, in particular Fig. 5.10(a) which corresponds to
the same acquisition but not analyzed in covariance. We observe a
significant difference in between the 2 maps and therefore the contri-
bution correlated to the two ions. The parent correlates mostly with
electrons with low kinetic energies and also a contribution for the
high kinetic energies before 10 fs. However, Acetyl correlates mostly
with the intermediate energy electrons. Additionally, the low kinetic
energies show a much faster decay time of around 50 fs, while the
acetyl electrons signal lasts much longer, remaining almost constant
up to 150 fs. Through the covariance analysis, we can therefore as-
sign the three energy regions (0.3, 0.8, 1.4 eV) experimentally defined
before to the two ion products. Low kinetic energies (0.3 eV) and
high kinetic energies (1.4 eV) correlates mostly to the parent, while the
intermediate region at 0.8 eV represents mostly the acetyl fragment.

Considering the excitation scheme suggested previously, the parent
ion signal decays faster because perhaps of the evolution in the Ryd-
berg manifold throughout different conical intersection with the ππ∗

state. Here, we demonstrate also that this signal correlates with low
kinetic energy electrons, suggesting that the excess energy to reach
this cationic state is low (< 0.5 eV) or, in other words, that the probe
state is as far as possible from the ionization potential. This is also
confirmed by the IR scaling for the parent (see 5.5(ions)). At the same
time, the yield of photoelectron for intermediate energy around 0.8 eV
remains constant in the time range explored. In turn, this indicates
that acetyl fragments correlate with higher energies than the parent,
which means states which are closer to the ionization potential or,
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alternatively higher cationic states. One additional information we
can obtained from the covariance analysis is that all the oscillations
are related to the acetyl fragment, since they mostly occur in energy
region in between from 0.4 eV to 1.2 eV.





6
T I M E - R E S O LV E D U V- I N D U C E D M O L E C U L A R
D Y N A M I C S P R O B E D B Y P H O T O E L E C T R O N
C I R C U L A R D I C H R O I S M

The experiment contained in this chapter aims at demonstrating the
possibility of using broadband ultrafast UV pulses to control specific
properties of a molecule on an ultrafast time scale. In the following,
we exploit the large bandwidth of few-fs UV pulses to populate a
coherent superposition of Rydberg states in methyl-lactate, a chiral
molecule. The aim is to observe a modulation of the chiral response
of the molecule. To address the chiral character of the evolution,
circularly polarized pulses can be used to probe the dynamics with a
technique which is called Photoelectron circular dichroism (PECD).

The experiment was conceived by Vincent Wanie from my group
together with the Harmodyn group from the Centre Laser Intense
and Applications (Bordeaux, France) led by Valerie Blanchet and Yann
Mariesse. I participated to all three experimental campaigns starting
in 2019 and help in the data analysis, as well as discussing possible
interpretation.

6.1 introduction and previous work

Towards the goal of controlling the reactivity of a molecule with very
short laser pulses, one can think about many different modifications
the target can undergo to favor one or another reaction. For instance,
coherent control targets specific molecular states by shaping the pulse
spectrum to favor geometrical changes or dissociation. There is also
additional interaction in between molecules which one might want to
control, one of which is a property called chirality.

Generally, an object is called chiral when its mirror images are not
superimposable to each other. For instance, typical familiar chiral
objects are our hands: the mirror image of one hand is not overlap-
ping with itself. The word chiral comes from the Greek χϵiρ (cheir)
which means hand. In chemistry, a molecule is chiral if it cannot
be superposed on its mirror image by any combination of rotations,
translations, and conformational changes. Each chiral molecule exists
in two stereoisomers which are mirror images of each other which
are called enantiomers. They can be distinguished in between "left-
handed" or (-) and "right handed" or (+), which is the reason why
chirality is also referred as handedness.

Two enantiomers have precisely the same structural properties, but
their chemical properties changes significantly when they interact
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with other chiral compounds. In pharmacology the difference in
chiral interaction can produce even dangerous outcome: while a
specific enantiomer can be employed as a curing drug, the opposite
is perceived as a toxin by our body biological chiral receptor. This is
the case, for example, for L-Methamphetamine, which is contained in
vapor inhalers and R-methamphetamine which is a psychotic drug.
Chiral recognition plays therefore an important role in many biological
processes and important precautions are required for the synthesis,
separation and characterization of chiral compounds [111].

A typical object in physics which is chiral is circularly polarized light
(CPL), in which the helicity of photons defines its handedness. Charac-
terization of enantiomers can therefore be performed by studying their
interaction with chiral light. Circular dichroism is a common tech-
nique where the absorption difference (∆A = AL − AR) in between
Left-Handed (LHC) and Right-Handed (RHC) circularly polarized
light is measured in a particular target. This method has a wide range
of applications in many different fields. Most notably, in the ultravio-
let is used to investigate the secondary structure of proteins[112], in
particular because of the chiral response of the main amino acids.

In general, since a given enantiomers favor the interaction with CPL
with the same handedness, two different samples constitute of pure
enantiomers will show dichroism of the same amplitude but opposite
in sign. Typical circular dichroism signal is however particularly low,
on the order of 10−3 − 10−5 relative to the total absorption signal. The
reason is that the circular dichroism signal originates from the product
between electric and magnetic dipole interactions, for which the latter
is particularly weak. To obtain reasonable signal, circular dichroism
requires samples to be highly concentrated, a requirement which is
not implementable in gas phase experiments when using ultrashort
pulses.

A more suitable techniques to study chirality in the gas phase is
Photoelectron circular dichroism (PECD), which was experimentally
demonstrated for the first time by Böwering et al. in 2001 [113]. Since
this phenomenon is purely driven by electric dipole interactions, its
magnitude signal can reach higher level than normal circular dichro-
ism.

PECD is based on the fact that electrons that are photoionized from
chiral molecules by circularly polarized light are ejected in a preferen-
tial emission direction along the propagation axis. In particular, the
emission direction depends both on the handedness of the enantiomer
and on the helicity of the circularly polarized light. Fig 6.1 explains
this behavior, where the direction of emission is reversed when chang-
ing the helicity of the ionizing light by keeping the same molecular
enantiomer.
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Figure 6.1: Principle of photoelectron angular dichroism. ionization of a
chiral molecule by circularly polarized light results in an asym-
metry in the forward/backward emission distribution along the
propagation axis. Changing the light handedness reverts the dis-
tribution. Adapted from [114].

When it was first proposed [115], it was suggested the photoelectron
emission from circularly polarized light from a random isotropic
sample of chiral molecule would give a distribution which follows

Ip (θ) =
Itot

4π

(
1 + bp

1 P1(cos θ) + bp
2 P2(cos θ)

)
(6.1)

where p = ±1 indicates the different helicity of the incoming light
and θ is the emission angle in respect the laser propagation direction.
Pi (cos θ) are Legendre polynomials, each one of them with a different
coefficient bp

i . In VMI spectroscopy, each angular distribution is usu-
ally decomposed with these functions, due to a symmetry axis which
is typically the linear polarization direction which is parallel to the
2D detector. If we used linearly polarized light or an achiral sample,
symmetry argument makes the coefficient b0

1 = 0, retrieving the usual
VMI case in which only even coefficient describes the angular distri-
bution. However, if circularly polarized light interacts with a chiral
target, the forward/backward asymmetry is expressed by a non-zero
odd coefficient in Eq. 6.2. In particular, exchanging the enantiomer or
the helicity will result in a sign change b−1

1 = −b1
1, while preserving

the even coefficient b−1
2 = b1

2.
A quantitative characterization of the magnitude of the PECD sym-

metry can therefore be carried out by measuring the difference in
intensity of the photoelectron angular distribution produced by LHC
and RHC

PECD =
ILHC(θ)− IRHC(θ)

Itot/2
= 2b+1

1 (6.2)

where the forward/backward asymmetry is expressed as a percent-
age of the averaged total signal. It can be shown that this definition
measures also the difference between the integrated electron counts in
the forward and backward hemispheres.
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When considering a N-th multiphoton ionization process, the result-
ing photoelectron angular distribution Dp(E, θ) is usually described
in the three-dimensional space by a series of higher order Legendre
polynomials Pi (cos θ)

Dp (E, θ) =
2N

∑
i=0

β
p
i (E) Pi (cos θ) (6.3)

where E is the kinetic energy of the emitted electron, θ is the angle of
emission in respect to the propagation direction and N is the number
of photons involved in the ionization. β

p
i represents the amplitude of

each polynomial, also known as beta-coefficient, and they are kinetic
energy dependent.

Following (6.2) a similar definition as the single photon case, the
photoelectron spectrum (PES) is defined as the average distribution

PES (E, θ) =
D−1 (E, θ) + D1 (E, θ)

2
(6.4)

while the quantity characterizing the forward-backward asymmetry is

PECD (E, θ) =
D−1 (E, θ)− D1 (E, θ)

PES
(6.5)

In this way, it is possible to express the PECD for a multiphoton
process

MP − PECD =
1
b0

(
2b1 −

1
2

b3 +
1
5

b5 + ...
)

(6.6)

where b0 corresponds to the zero-th order of (6.3) and therefore is
the symmetrical part or the averaged yield of the distribution. This
definition establishes a unique way of characterizing the asymmetry.
[116].

Ever since the first experimental measurements, most of PECD ex-
periments were performed at synchrotron facilities, because of the
need for VUV/UV light source which allows single photon ionization
and allows exploration in the technique capabilities [113]. For example,
it was shown that PECD is sensitive to the ionized molecular orbital
and at the same time to the final continuum state [117]. PECD has been
used to efficiently identify chemical substitution [118] and molecular
conformation [119, 120]. It is able also to distinguish isomers [121] and
isomerism [122]. All the above mentioned examples indicate the poten-
tial of using PECD for tracking dynamical properties in molecules, but
such studies require to use circularly polarized femtosecond pulses,
to attain sufficient temporal resolution to follow an ultrafast molec-
ular dynamics through pump-probe PECD measurements. The first
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Figure 6.2: (a) The two enantiomers of methyl-lactate, in which oxygen atoms
are shown in red, carbon atoms in grey and hydrogen in white.
Blue circles indicate the chiral center of the molecule. (b) Experi-
mental pump-probe scheme: methyl-lactate is excited from the
ground state S0 to a coherent superposition of Rydberg states
through the absorption of two linearly polarized UV photon
(purple arrows). The subsequent dynamics chiral response is
then probe through ionization by circularly polarized NIR pulses
(1.65 eV).

demonstration of time-resolved PECD was conducted by Comby et
al. in fenchone [123]. In this work, an UV-pump (201 nm) initiates a
relaxation dynamics which is tracked by the PECD signal, probing
the system with a circularly polarized 403 nm pulses. A vibrational
(400 fs) and slower electronic 3.28 ps relaxation could be observed.
Attosecond resolved chirality has been also demonstrated by the same
group, by exploiting self-referenced attosecond photoelectron inter-
ferometry in which they measured the difference in photoemission
delay in between the forward and backward emission of the electrons
[124]. PECD has also been applied successfully to core transition in
Free-electron laser [125].

6.2 experiment

The main objective was to study the chiral dynamics of methyl-lactate,
which is a derivative of lactic acid, a fundamental compound for the
metabolism of our muscles. In Fig. 6.2(a) we reported a ball and stick
model of the two enantiomers of the molecule.

Fig. 6.2 (b) represents the experimental scheme we employed to
investigate the dynamics: basically, few-femtosecond linearly polar-
ized UV pulses are used to excite a coherent superposition of Rydberg
states, right below the ionization energy. The PECD signal is then
probe by photoionizing with circularly polarized light for the two
helicities.
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For this experiment, 3 fs UV pulses centered at 266 nm (4.7 eV) are
used as a pump. Roughly 70 nJ energy per pulse is focused into the ex-
perimental region, to obtain and intensity of around 5 × 1012 W cm−2.
The circularly polarized probe is obtained from the HHG arm (see
Fig. 3.3) in which a broadband low-dispersion quarter-waveplate is
installed after the toroidal mirror. A motorized mount allows the
rotation of the waveplate around the propagation direction, and the
waveplate angle has been characterized by measuring the ion yield
in Krypton in order to obtain the maximum angles corresponding to
the two circularly polarized states. A typical spectrum for the probe
is reported in Fig. 3.2 and it is associated with 5 fs pulses. An inten-
sity scaling has been performed which confirmed the photoionization
scheme, following a similar approach as shown for acetone 5.4. The
intensity was kept at 5 × 1012 W cm−2 for most of the acquisition.

Liquid methyl-lactate was heated and evaporated to reach the ex-
perimental chamber through a 500 µm needle in the molecular source.
Both ions and electrons were recorded during the experiment, but
in the following we will focus our discussion only on the electrons.
Calibration of the VMI images have been performed by simulating the
electrodes configuration with SIMION.

6.3 results

VMI images have been acquired over 100 000 shots per helicity at the
temporal overlap for (+)-methyl-lactate. The other enantiomers have
been measured with less statistics. Fig. 6.3 shows the PES and PECD,
calculated from the raw VMI images following (6.4) and (6.5) respec-
tively. Each polar plot represents a region of the VMI which goes from
20 meV to 700 meV and the angle θ represents the angle in between the
emission and propagation direction. The PES (Fig. (a) and (c)) shows
no clear structure and the signal decreases monotonically as a func-
tion of the kinetic energy (or momentum) for both enantiomers. This
contribution represents the symmetric part of the distribution. When
looking at the PECD signal instead, we observe a clear dependance
from the emission angle θ. In particular, we observe a clear preference
towards 180 deg, where the PECD is positive. When repeating the
same measurement with the opposite enantiomer, the asymmetry is
reversed - more electron emitted for θ = 0 deg, which confirms that
the observed PECD comes from the chiral response of the molecule.
It was indeed observed that wrong spectrometer alignment with the
respect to the laser focus can induce false asymmetries in the PECD
signal: for instance, if the VMI electrodes are not perfectly aligned to
the laser focus position, or the jet and the laser are not interacting in
the exact center of the VMI. A careful alignment of the instrument with
an achiral target (acetone) has been performed, in order to minimize
any measured fake asymmetries. The difference in structure between
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Figure 6.3: PES (a,c) and PECD (b,d) based on the raw VMI images for both
the enantiomers (top and bottom). Angle is measured in respect
the propagation direction. Radius represents the kinetic energy
of the electrons, and the maximum radius shown corresponds to
700 meV. Although the photoelectron distribution is featureless
when looking at the PES, the PECD shows a clear preferential
direction of emission along the laser propagation. This behavior
is reversed when measuring the other enantiomer.
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Figure 6.4: Abel inverted two-dimensional PECD images for different pump-
probe delays obtained for (-) - methyl-lactate are shown in kinetic
energy region from 0.02 eV to 0.3 eV. An ultrafast evolution of the
PECD can be observed where the forward/backward emission
reverses over around 10 fs.

the two enantiomers in Fig. 6.3 can be attributed to a residual fake
asymmetries and different probe condition on different day.

In order to extract more information a p-basex analysis can be
performed on the PECD images to extract the beta parameters of
the distribution. In a normal VMI configuration, when the projected
images on the 2D detector have a specific symmetry axis (i.e., the
laser polarization direction), the measured 2D distribution can be
decomposed as a sum of Legendre Polynomials through several meth-
ods, such as p-basex [56]. Because the even Legendre polynomials
are symmetric along the optical axis, the angular distribution of the
image is encoded only in the even coefficients of the decomposition.
More precisely, for single photon ionization, the angular information
is contained in the b2, also known as anisotropy parameter in VMI
spectroscopy, since the b0 depends only on the radius, representing
the integrated kinetic energy distribution. In this sense, the odd Leg-
endre polynomials are related only to the antisymmetric part of the
image along the optical propagation axis, which is non-zero only if a
forward/backward asymmetry exists, for instance, with PECD. For
this reason, even if the typical VMI symmetry argument is not valid,
the same decomposition can still be performed when considering the
differential image along the optical axis. By applying p-basex analysis
on such image, it is still possible to obtain the odd coefficient of the
Legendre polynomials, which encodes the asymmetry of the image.
To extract the PECD, we need to normalize by the averaged coefficient.
To this purpose, it is possible to extract the b0 from the PES i.e., the
symmetric part [123].

In Fig. 6.4 we report an example of applying the Abel inversion
through p-basex method to the raw images, such as Fig. 6.3 as a
function of the time delay. In the figure, only the energy region from
0.02 eV to 0.3 eV is shown. The figure at t = 5 fs, which represents
the measurement very close to the time overlap, shows a pronounce
asymmetry towards 180 deg, which is reversed in about 10 fs. For
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Figure 6.5: Beta coefficients obtained from a p-basex analysis of a series of
PECD images for different time delays. The top row contains the
symmetric coefficient, in particular b0 which represents the photo-
electron kinetic energy distribution. The bottom row includes the
antisymmetric coefficient b1 and b3, which are combined to obtain
the PECD using (6.6) up to the third order. White horizontal line
divides the kinetic energy spectrum in three regions: between
25-100 meV, 100-300 meV and 300-720 meV.

further times, it oscillates with the same period. PECD inversion over
such a short time scale has never been observed before.

To extrapolate more quantitative information, a series of PECD
images have been recorded for different time delay with a step of 3 fs
and p-basex method has been applied to each image. This process
has been repeated 5 times over the full time range to acquire statistics.
The beta coefficients as a function of the time delay and kinetic energy
of the photoelectrons are displayed in Fig. 6.5. In particular, we
can distinguish three main kinetic energy regions (separated by white
horizontal lines): between (i) 25-100 meV, (ii) 100-300 meV and (iii) 300-
720 meV. Higher orders were neglected because most of the dynamics
seems to be already included in the first coefficients.

As discussed previously, the b0 coefficient encodes information
regarding the symmetric photoelectron energy distribution. From this
perspective, the PES follows well the images shown 6.3 (a,c) as it is
composed of a featureless decaying spectrum. It has a maximum at
around 5 fs, after which it decays with a time constant of around 60 fs.
The even coefficients represent the angular distribution in respect the
top-bottom symmetry of the image, which includes a sharp feature
around the time origin, which is negative for b2 and positive for b4.
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The subsequent dynamics, in particular in the low kinetic energy
region (i), reflects the decay of the PES.

Instead, the odd coefficients b1 and b3 represent the asymmetric
distribution. They both show clear oscillations around the zero in
the low-kinetic energy region, especially in the b1 coefficient. In the
energy region (ii) these oscillations are still observed but without sign
inversion. They oscillate around a positive value. Both coefficients
can be combined following Eq. (6.6) up to the third order to obtain a
measure of the asymmetry expressed by

PECD(E) =
2b1 − 0.5b3

b0
(6.7)

This quantity represents the main observable of our experiment,
since it includes both the asymmetric components, and it is normalized
by the total electron distribution. We observe that the PECD is mainly
contained in the b1 coefficient, since the two maps looks quite similar.
This is expected, since the higher order in the decomposition account
for the behavior far from the origin (higher kinetic energy), where the
PES goes rapidly to zero.

The PECD signal is averaged in the three energy region defined in
the previous 2D-maps, and the results are shown in Fig. 6.6 (three
left panels). The low kinetic energy region shows very clearly that
the PECD is reversed in about 10 fs with an amplitude on the order
of 10 %. This signature vanishes at higher kinetic energies (central
and bottom panel), but the oscillatory behavior is preserved, with an
amplitude on the same order of magnitude. Fourier analysis for each
kinetic energy region is also performed, as it is reported in the right
panels of Fig. 6.6 for each energy region. Similar peaks centered at
a frequency of around 330 meV is observed in all the signal. We note
that these oscillations are not observed in the even coefficients (see Fig.
6.5. The reason is that these observables are based on the integrated
photoelectron yield, which provide a limited signal to noise ratio.

It is well-known that PECD is sensitive to the electronic and nuclear
degrees of freedom of the molecule [126]. In particular, in previous
work different vibrational levels can show opposite asymmetries [127].
The oscillatory behavior might suggest that, upon broadband UV
excitation, two different states with opposite chiral responses might
be interfering, resulting in a modulation of the chiral response of the
molecule. The fact that we observe such oscillations on a very short
time scale, might indicate that the observed beating is produced by
electronic states. For instance, due to the high density of states in the
Rydberg manifold, the frequency of the oscillations might match the
energy separation of some of these states.

To verify this hypothesis and identify the origin of this modula-
tion we compared our results with advanced theoretical modeling as
described in the following.
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Figure 6.6: Energy resolved PECD. Blue cross markers show the experimental
temporal evolution of the PECD signal for (−) - methyl-lactate
in the energy region 25-100 meV, 100-300 meV and 300-720 meV
(top to bottom panel). Shaded areas show the standard deviation
over 5 measurements per point. Blue solid line in each point
is intended as guide to the eye. Right panels show the Fourier
spectrum of the oscillatory part of each energy region. In all the
regions a frequency of 330 meV is observed (dash line), which
corresponds to 13 fs period.
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Figure 6.7: Single photon absorption spectrum of methyl-lactate in the energy
region where we expect 2 UV excitation. Black curve indicates
experimental spectra, measured at Synchrotron (SOLEIL), while
blue and yellow light indicates the calculated DFT spectra.

6.4 theory and interpretation

For the identification of the particular dynamics observed in the ex-
periment, we modelled both the excitation step and the ionization
probing.

6.4.1 Excitation

In order to calculate the two-photon excitation step, a detailed knowl-
edge of the electronic states of methyl-lactate in the energy region
of the UV pump, for which the effective photon energy is centered
around 9.3 eV. Being very close to the ionization potential, this region
contains several Rydberg states, and its calculation is not trivial.

In Fig. 6.7 the black curve represents the 1-photon absorption
spectrum of methyl-lactate in between 6 eV to 10.3 eV, which was
measured at the SOLEIL Synchrotron (DESIRS beamline). The curves
show two clear peaks at 8.0 and 10.2 eV, with in between a less visible
at 9.0 eV. This curve serves as a benchmark for the choice of the
particular bases required to describe the target molecule. Considering
the ionization potential of methyl-lactate of 10.5 eV, the region of
interest around the 2UV pump carrier is supposed to have a high
density of delocalized Rydberg states, which requires a properly choice
of the basis sets in order to reproduce the experimental curve.

Our collaborators at LCPQ (Toulouse, France), M.C. Heitz and N.
Ben Amor tested through Density Functional Theory many different
basis sets: the best result was obtained with Valence Triple Zeta (VTZ)
basis, which is displayed by the blue curve in Fig. 6.7. In this case, the
oscillator strength of the states was shifted by 50 meV and convoluted
with a Gaussian with σ = 200 meV.
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Figure 6.8: Top panel: Calculated two-photon transition moments amplitude
in the energy region close the ionization potential. Bottom panel:
weighted transition moment probability, considering the spec-
trum of 2 UV photons, laser polarization and randomly oriented
molecules. The red dots indicate the Rydberg states which are
originated from the (HOMO), while the green dots are the states
coming from the (HOMO-1).

This particular choice of basis is able to match all main feature of
the experimental absorption spectrum, but it has the disadvantage of
a very high computational costs, which is too high when using the
basis to calculate the transition moments. Therefore, we introduced
a modified VDZ basis set, which is shown in yellow in the same
figure. It corresponds to a VDZDP (valence double zeta + diffuse
+ polarization) basis combined with a double Rydberg 2s2p2d basis
localized at the cation charge center. A f function with exponent 0.012
at the same charge center was included.

Time dependent density functional theory (TDDFT) is used to cal-
culate the two-photon absorption transition moments of the specific
states. Although the analysis is not complete and the number of Ry-
dberg states needs to be refined, we can discuss preliminary results
obtained only a subset of Rydberg states. In Fig. 6.8 top panel we have
reported the calculated two-photon absorption transition moments of
the considered electronic states, where the solid Gaussian line indi-
cates the excitation coming from the pump. We can already observe
that many states are present in this energy region, confirming that the
measured chiral response is dependent on a superposition of different
Rydberg states. The 2-UV photons spectrum is used to weight the
different contribution, resulting in the updated transition moments
spectrum reported in the bottom panel. In this figure, for instance, the
dot color represents the origin of the specific states: red dots indicate
that 8 Rydberg states come through excitation from the Highest Occu-
pied Molecular Orbital (HOMO). I Instead, green dots indicate those
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states which come from the (HOMO -1) state. The different character
of the two set of Rydberg states indicate that the pump creates two
distinct electronic wavepackets, which after ionization will lead to
orthogonal continua and therefore cannot interfere.

When applying TDDFT to evaluate the subsequent evolution of
each wavepackets, in the case of the states of (HOMO-1) character,
we find that the molecular geometry associated with this state is far
from the neutral. In other words, the potential energy surfaces of this
channel involve strong gradients, which is usually associated with fast
decoherence and therefore would not allow us to resolve oscillation
in the experiment. With this argument, we focus our attention on
the (HOMO) wavepacket only. Despite the fact that at least 8 states
are excited by the UV pump, the experiment shows a clear well
define oscillation frequency, which indicates that only a few states are
responsible for the chiral response of the molecule.

6.4.2 Classical trajectories simulations

To narrow down even further the different states involved, classical
trajectory simulations have been performed using the Newton-X pack-
age. This calculation can give an indication of the different nuclear
dynamics induced by the UV, when evaluating the behavior of the
molecule. These simulations include nuclear adiabatic evolution of the
ground state of the cation, through the projection of the vibrational
state of the neutral ground state (GS) on the cationic state and also
classical propagation without surface hopping. The propensity rule
δν = 0 indicates that this is a good estimation for the dynamics of the
Rydberg states.

Fig. 6.9 shows the results of these calculations. In particular, the
panel (a) shows the ground state geometry of the neutral, which we
will use as a reference to discuss the following dynamics. There are
two sets of the trajectories identified in the cation: 43 % reaches a
configuration similar to the ground state geometry, while 49 % con-
verge towards a dissociative channel. The two sets of trajectories are
displayed in the left and right panels of Fig. 6.9, respectively (Fig.
6.9(b)). (c) panels instead show the evolution of the hole density on
the molecule for both sets. In particular, the second set shows that
the distance in between the two central carbon of the molecule (CC1

bond) increases significantly after 15 fs. At the same time, this is also
reflected in the hole density, where it evolves in about the same time,
indicating population transfer in between different orbitals. Change in
electronic state populations and nuclear dissociation has already been
shown to reduce the coherence in several studies in ionized molecules
over only a few femtoseconds range [128] and cannot be explain the
extremely long time for which the oscillations are observed experi-
mentally. The other set of trajectories, instead, reaches a geometry
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Figure 6.9: Classical trajectory simulations and hole density. (a) calculated
ground state geometry of the neutral. (b) Calculated geometries of
the two main groups of trajectories associated to the ground state
of the cation. Rydberg dynamics should have similar behavior.
Isomer 1 (left) preserves the geometry of the neutral ground
state, while isomer 2 (right) is subject to strong nuclear distortion,
leading to dissociation along the CC bond. The limited nuclear
motion favors the preservation of the electronic oscillations, while
the dissociation should induce fast decoherence. (c) Temporal
evolution of the hole density associated to the HOMO orbital for
each isomer: in the first case the density is quite stable over 60 fs,
while it evolves very fast for isomer 2.
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which is very similar to the ground state nuclear configuration. In
this case, the limited motion of the nuclei gives a good contribution
to the preservation of the electronic coherences. Additionally, the
hole density dynamics shows that there is no substantial change over
60 fs which makes this set of states a good candidate to preserve the
coherences.

6.4.3 Ionization

When choosing the initial excited wavepacket, it is possible to evalu-
ate the beta coefficients observed experimentally by calculating the
ionization differential cross-section for a circularly polarized pulse
and estimate the amplitude coefficients of the spherical harmonics
which describes the photoelectron angular distribution. For a more
detailed description of the model employed, see [129, 130]. Briefly, we
can calculate the dipolar ionization dipole moment using

d(i,j)
k⃗

(R⃗) =
〈

Ψ(j)
k⃗
(R⃗) |⃗e±1 · r⃗ | φi(R⃗)

〉
(6.8)

where Ψ(j)
k⃗

are molecular scattering states for the channel (energy?)

j with momentum k⃗, while φi(R⃗) a specific time-independent excited
Rydberg state, obtained in the previous step. In the previous Eq. R⃗
represents a molecular orientation and e⃗±1 indicates the polarization
vector of the ionizing circularly polarized light.

The final dipole can be calculated starting from these dipolar matrix
elements by including the two-photons transition moments T(i)

xx (R⃗)
(where x⃗ is the polarization axis of the linearly polarized pump) and
the time evolution e−iEiτ following

d(j)
k⃗

(
R⃗, τ

)
= ∑

i
S(Ei)T

(i)
xx (R⃗)d(i,j)

k⃗
(R⃗)e−iEiτ (6.9)

where S(Ei) = Ipump(Ei)
√

Iprobe(Ei). This expression contains all the

information regarding which states are excited (product of IpumpT(i)
xx ),

the time evolution through the phase coefficient and the dipole transi-
tion matrix in between the continuum and the initial state. Therefore,
one can calculate the ionization differential cross-section

dσ(j)

dΩk⃗
(τ) =

∫
dR⃗

dσ(j)
(

R⃗, τ
)

dΩk⃗
=

∫
dR⃗

∣∣∣d(j)
k⃗

(
R⃗, τ

)∣∣∣2 (6.10)

which can be expressed in terms of real spherical harmonics Y(cos,sin)
l,i

dσ(j)

dΩk⃗
(τ) =

6

∑
l=0

2

∑
i=0

b(cos,sin)
l,2i (τ)Y(cos,sin)

l,2i

(
Ωk⃗

)
(6.11)
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from which obtained the real beta coefficients. Note that the enantio-
sensitive coefficients are all the odd-parity coefficients: all the b(cos)

l,2i

with odd l and all the b(sin)
l,2i with even l express the chiral response of

the molecule. These coefficients can be used to calculate the MP-PECD
to be compared directly with the experiment.

In Fig. 6.10 we have reported the calculated MP-PECD for the
central energy of the interval define previously: 50, 200 and 500 meV
(left panels). First of all, the theory is able to reproduce the oscillatory
behavior for all energies, despite the large number (eight) Rydberg
states involved in the calculations. Clearly, some of these states are
dominating the dynamics and are quite visible in particular in the
differential PECD measurement. By looking at the Fourier spectrum
of each calculated line, we observe that the experimental frequency of
330 meV is well reproduced only for the high kinetic energy region,
while we see the appearance of lower components as the photoelectron
kinetic energy diminishes. This supports the more complex structure
observed experimentally at the same energies (see Fig. 6.6) and it
suggests that closer states interfere more with each other for lower
energies. In particular, it could also explain why the overall amplitude
of the PECD signal is not well reproduced, a factor of two higher for
low kinetic energies. We note that this level of theory does not include
any interaction with the nuclei and therefore it is expected to observe
no decoherence for long time. Next step is to include more Rydberg
states in a similar analysis to narrow down the specific states which
are responsible for the beating. Due to the very small separations
among these states the assignment of the specific electronic states
is not trivial. Additional investigation is being pursued in order to
include even more states, in particular Rydberg states which are closer
to the ionization energy.
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Figure 6.10: Simulated MP-PECD for methyl-lactate, obtained including the
two-photon excitation and the ionization from circularly polar-
ized probe for the central energy 50, 200 and 500 meV for every
region defined in the experimental map 6.5. The simulations
show clear beating in between different electronic states. Right
panels show the corresponding Fourier transform. The exper-
imental frequency of 330 meV is well reproduce for the high
kinetic energy region, while slightly lower frequency is domi-
nant for lower energies.
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P H O T O E L E C T R O N E N E R G Y D I S T R I B U T I O N O F
WAT E R C L U S T E R S I O N I Z E D B Y A N X U V C O M B

The following chapter is dedicated to an experiment performed in
October 2019 in collaboration with the group of Ruth Signorell in
ETH Zürich, the aim of which was the measurement of the scatter-
ing time of the photoelectron in water clusters after ionization in
the 10 eV to 30 eV range. Although most of the work described in
this thesis focused on UV induced dynamics, the capabilities of the
beamline we developed extend also toward higher energy photons
and it can be used to study the response of complex target to ionizing
radiation. Water clusters represents an interesting starting point for
the study of electron dynamics of biomolecules in aqueous solution
and the understanding of the water environment alone motivates our
investigation.

This chapter will describe the first attempt of such a measurement,
focusing in particular on static measurements performed with an
XUV comb. It stands as preliminary analysis for the time-resolved
investigation of photoemission time delay.

7.1 introduction and previous work

A deeper understanding of electron scattering in water represents a
crucial point in modelling and controlling many processes which occur
in different fields ranging from atmospheric chemistry to radiation
biology [131, 132].

When a highly energetic charged particle interacts with living tis-
sues or cells, about 80% of the absorbed energy ionizes the medium,
whereas the remainder produces electronic and vibrational excitation.
This leads to the formation of many intermediate species, such as
fragmentation of water molecules and in particular the creation of
free (or solvated) electrons with kinetic energies peaked at around
15 eV [133]. Since high energy photons (such as X or γ-rays) typically
produce primary fast electrons by Compton scattering, one can say
that also highly energetic radiation can indirectly produce secondary
electrons with the same energy range around tens of eV. Low-kinetic
energy electrons have been shown to play a crucial role in DNA dam-
age since they can ionize further the tissues or interact with the DNA
macromolecule resulting in strand-breakage [134, 135]. A scheme of
this process is depicted in Fig. 7.1.

Through a bottom-up approach in the understanding of such com-
plex systems, investigating electron scattering and transport properties

113
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Figure 7.1: When highly energetic particles or photons interacts with water,
electrons with energy in between 10 eV to 50 eV are produced.
These electrons are known to be responsible for DNA damage.

in water remains fundamental. In synchrotron, attenuation length
between 10 eV to 100 eV has been measured [136] and photoelectron
angular distribution in liquid water [137] have been measured. In this
context, scattering cross sections for liquid water has been retrieved in
the sub excitation range [138–140]. For the energy range of low-kinetic
energy electrons, amorphous ice was measured through electron scat-
tering [141]. For liquid water, photoelectrons energy distribution has
been recently measured by monochromatized high harmonic sources
[142]. Instead, electron scattering in large water clusters has been stud-
ied as a function of cluster size in [143] and the transport properties
have been compared with condensed phase data [144].

Although many of these studies shed light on low kinetic energy
electrons scattering in water, mostly estimating scattering cross sec-
tions and channel-resolved energy losses, only a few times resolved
studies of electrons scattering in water have been reported, in partic-
ular in water clusters. It is known that these low energies electrons,
when they propagated through biological tissues, induce ultrafast
non-thermal reactions, typically in the femtosecond time range. In the
2020, the measurement scattering time of the electron in water, which
represents the initial step for this chain of processes, has been re-
ported for the first time [145], pioneering the application of attosecond
techniques to such class of targets.

Time-resolved spectroscopy with extremely high temporal resolu-
tion can shed new light into the ultrafast electron dynamics occurring
in hydrated molecules. In this context, our group investigated already
electron transport properties in large dielectric nanoparticles [146], in
which an inelastic scattering time of around 400 as was measured for
photoelectron energies between 20 eV to 30 eV. This result proved the
capability of attosecond spectroscopy to be applied to large dielectric
target such as water clusters.
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Nevertheless, merging attosecond spectroscopy setups and liquid
water samples is still technologically challenging. Attosecond XUV
pulses need to propagate in high vacuum and low-dispersion en-
vironment, which makes the implementation of cuvettes for liquid
target impossible. Liquid micro jet [147] has been extensively used
in synchrotron sources, but it has only in the last few years imple-
mented with tabletop sources [145, 148]. As a more manageable target,
molecular sources producing water clusters in gas phase might par-
tially simplified the technological limits for the realization of such
experiments. At the same time, water clusters stand as an interesting
prototype target on its own, with specific properties which put them
in between the gas and liquid phase, which could simplify the inter-
pretation of the experimental results and the application of theoretical
models.

In this chapter, we report the measurements of photoelectron spectra
in water clusters containing around 100 molecules ionized by an
attosecond XUV comb in the energy region from 20 eV to 50 eV, based
on a publication [149]. In particular, the aim is to extract photoelectron
spectra from the water cluster signal from other species which are
producing by the cluster source, specifically gas phase water and the
carrier gas (helium). This analysis represents the first step for the
interpretation of attosecond time-resolved photoelectron spectra, such
as RABBITT [150].

7.2 experiment

The experiment was performed using the beamline described in 3.1.2.
In this case, it was seeded with long pulses, without injecting gas in
the fiber and using the typical output of the Ti:sa laser. 2 mJ with a
temporal width 20 fs, centered at a carrier wavelength of 780 nm were
used to generate the XUV comb through High Harmonic generation
(HHG) [151] in the first arm of the beamline. An example of the
driving laser spectrum can be observed in grey in Fig. 3.2.

Fig. 7.2 represents a scheme of the first arm. The driving laser was
focused in a pulsed gas jet injecting around 200 mbar of argon. The
generated XUV beam and the driving field propagated collinearly
through a thin Al foil of 100 µm thickness, which stopped the 780 nm.
Afterwards, the HHG beam was focused onto the interaction region
through a grazing-incidence gold-coated toroidal mirror, where it
crossed with the molecular beam. Fig. 7.2 (b) shows the obtained XUV
spectrum, measured downstream by the XUV spectrometer described
in 3. It consists of a comb of odd harmonics of the fundamental
frequency in an energy range between 20 eV to 50 eV, coming from the
13th up to 31st harmonics.

Water clusters were produced by expanding water vapor through a
pulsed Even-Lavie (EL) valve [152] (Fig. 7.2(a). 12 bar of helium carrier
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Figure 7.2: (a): A 780 nm, 20 fs driving laser is used to generate an attosecond
pulse train through HHG by focusing it on a pulsed jet filled with
argon. The XUV pulses are focused into the interaction region by
a gold-coated toroidal mirror at grazing incident. Water clusters
are produced by expanding water vapor through an Even-Lavie
valve into vacuum using helium as a carrier gas. (b): High-
harmonic spectrum generated in argon. Satellite peaks below
25 eV are originated from higher order diffraction introduced by
the gratings.
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Figure 7.3: 2D projections of the angle-resolved photoelectron momentum
distributions, reported in atomic units for clusters (a), He/water
vapor mixture (c) pure helium. All the images have been fully
symmetrized along both the x and y axes and normalized to the
innermost ring and shown on logarithmic scale. The XUV beam
is polarized along the y axis.

gas were injected in the sample reservoir filled with liquid water.
Thermocouple resistors controlled the temperature of the sample
reservoir, which in turns affect the different cluster size distribution.
For this experiment, the temperature was set at 383 K. To avoid
condensation in the nozzle, the EL valve and the transport tubing is
kept heated at higher temperature at 388 K. The result is that a mixture
of water vapor, clusters and helium was expanded in the experimental
region through a skimmer. The condition described here resulted in a
molecular beam with clusters containing about 100 molecules. This
was estimated by previous measurements of cluster size distribution
performed at ETH Zürich with the same source [153] using Na-doping
measurements [154] and it will also be confirmed later in our analysis
by a fit in the photoelectron spectrum.

Time of flight mass spectra and VMI images were recorded using the
most common VMI design in a perpendicular extraction configuration
[54, 155].

7.3 results and discussion

VMI images are obtained for different target mixture and are reported
in Fig. 7.3. Each image is acquired integrating 30 000 laser shots
and are fully symmetrized along the x and y axes. In the figure,
we normalized each image to the innermost ring to enhance their
similarity.

Fig. 7.3 (a) represents the photoelectron momentum distribution
(PAD) in atomic units obtained when clusters are efficiently produced.
The energy distribution shows the typical equidistant rings structure
reflecting by ionization by an HHG comb spectrum 7.2 (b). Due to
the typical operation of the cluster source, water clusters are not the
only species that are present in the experimental region, but also gas
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phase water monomers and helium atoms are injected, which will
contribute to the overall signal. Indeed, these additional species may
represent the dominant contribution to the photoelectron spectrum,
acting as a relatively large background in our experiment on water
clusters. For this reason, we have developed a robust analysis that
allows the removal of such a background and gives us access to the
cluster contribution.

This process relies on evaluating the contribution to the PAD Fig.
7.3(a) of these species - helium and water monomers - in order to
eliminate it and extract a pure signal assigned to the water clusters.
For the evaluation step, we measured photoelectron momentum dis-
tributions relatively to the background species only, operating the
cluster sources in two additional conditions. For the first, the laser
pulse is synchronized to intercept the rising edge of the temporal
profile of the cluster beam pulse, for which a lower-density mixture of
helium and water monomers is obtained, which contained no clusters.
Second, a measurement of pure helium can be performed by not heat-
ing the system, reducing the amount of water content to a negligible
amount. These alternative conditions were verified by mass spectra
measurements as shown in Fig. 7.4. The (a) panel, or the clusters
condition, shows a series of equally distanced peaks which represents
the different size of clusters detected.

The mass spectra were recorded with the maximum voltage avail-
able (4 kV), while in order to detect large clusters a much higher
accelerating field needs to be provided, up to 20 kV. For this reason,
the largest clusters we detect in this method is n = 13, despite the
known operation of the source [153]. As it will also verified from the
photoelectrons, this is due only to the lack of proper voltage supply
and does not indicate the correct cluster distribution present in the
molecular beam. For the two other conditions instead (b) and (c),
no clusters are detected and therefore can be used to quantify the
photoelectron spectra. We note that contaminants are detected in all
the three cases as a constant background.

Fig 7.3 (b) and (c) shows the resulting photoelectron distributions
for the two additional cases of He/water mixture and helium only,
respectively. All the three VMI images in the figure have been nor-
malized to the innermost ring in each image. Before normalization
the ratio of signals for this specific ring in (a), (b), (c) respectively is
1 : 0.25 : 0.9, as expected from the different source conditions. Beside
the difference in signal levels, the photoelectron spectra, in particular
clusters and water monomers does not show significant differences.

We want to stress that the spectra acquired with the two additional
conditions cannot be directly used as background and subtracted from
Fig. 7.3 (a). The reason is that the relative concentration of helium
and water monomers is not constant for different temporal slices of
the molecular beam. Therefore, the three distributions need to be
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Figure 7.4: Mass spectra acquired for the three different operating conditions
of the cluster sources (see text for details): clusters (a), He/water
monomer (b) and helium (c). In order to observe large clusters,
high voltages (up to 20 kV needs to be applied, while in our case
we were limited by the voltage supplier to only 4 kV. For this
reason, only clusters up to n = 13 are observed. The two other
conditions show the absence of clusters.
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Figure 7.5: (a): Angularly integrated inverted photoelectron spectra for the
three conditions: red solid line indicates cluster, while He/-
monomer and helium are represented by blue and green, re-
spectively. Spectra are normalized to the lowest energy peak, a
background has been removed. Green dashed lines show the en-
ergies expected for ionization of helium atoms (IP = 24.58 eV). (b):
Blue and red curves from (a) after the subtraction of the rescaled
helium (green) spectrum; blue dashed lines indicate expected
energies for ionization from the HOMO of water monomers
(IP = 12.62 eV) by the XUV comb.

analyzed separately, with the goal of finding a rescaling factor which
allows to make the subtraction. From this moment, we will refer with
’Cluster spectrum’ to refer to the first target condition, or in other
words the mixture of clusters, water monomer and helium. ’Monomer’
will be used to indicate the second condition, as a mixture of helium
and gas phase water molecule, while ’helium’ will be used for pure
helium spectrum.

As a first step, the full three dimensional momentum Newton
spheres were retrieved by Abel inversion of the bi-dimensional pro-
jected data, shown in Fig. 7.3. The python implementation of a BASEX
algorithm, included in the package PyAbel was used to the purpose
[55]. Briefly, the 2D projection are decomposed as a sum of Legen-
dre Polynomials to optimize the inversion. Then, the center slices
of the reconstructed 3D photoelectron distribution were angularly
integrated, resulting in the curves shown in 7.5 (a) as a function of
the kinetic energy of the photoelectron (eKE). In the same figure, the
photoelectron energies for ionization of helium atoms by the XUV
comb (eKE = hν − IP, with IP = 24.58 eV) are indicated by the green
dashed lines.

In each of the three spectra, an exponentially decaying background
was observed, which we attributed to scattered electrons generated in
the long ionization volume due to the loosely focused XUV pulses. In
the figure, this background has been already removed, through the fit
with a combination of a Gaussian and an exponential function. The
dominant contribution in the photoelectron spectra is attributed to
helium, considering that all the spectra, regardless of the source condi-
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tion, matches well the expected kinetic energies for helium ionization.
This is also confirmed by looking at the mass spectrum, although it is
not possible to use this relative abundance because of the difference
in collection efficiency for the mass spectra and the electrons, i.e., we
collect more electrons than ions.

Even without knowing the relative concentrations of helium in the
water conditions, it is still possible to extract a specific ratio from
the photoelectron spectra. We can identify a specific peak in the
image, which includes almost entirely photoelectrons coming from
helium. For the water targets (clusters and monomers) only the higher-
binding-energy bands of water contribute to the spectrum for kinetic
energies lower than 5 eV, because clusters and monomers have an
ionization potential much lower than helium and therefore will show a
contribution mostly at higher energies. Therefore, we can assume than
that the first peak at 2.5 eV is dominated by photoelectrons coming
from helium. Therefore, the ratio between the intensity of this peak
in the different spectra represent a measure of the relative abundance
of ionized helium in the clusters and He/monomer spectra. It can be
then used to rescale the pure helium spectrum and remove it from the
clusters and monomer signal. The result of the subtraction is shown
in Fig. 7.5 (b).

The dashed blue lines indicate the expected photoelectron energies
corresponding to ionization from the highest-occupied molecular or-
bital (HOMO) of gas phase water (IP = 12.62 eV) by the XUV comb. In
this case, the two spectra (solid line) are normalized to the maximum
peak. For the spectrum corresponding to He/monomer mixture, the
subtraction of the helium is expected to show a clear signature of
ionization from gas phase water. In fact, the peaks of the blue curves
match well the blue dashed lines. For the clusters spectrum, instead,
the newly subtracted signal consists now of the photoelectrons pro-
duced by a mixture of clusters and water monomers. This is evident
by the fact that they also match very closely the energies expected for
water, but they also show an evident shoulder shifted towards higher
kinetic energies. This is readily explained by the fact that the ioniza-
tion potential of the clusters is expected to be 0.8 eV lower than the
water monomers [153, 156]. For low kinetic energies (< 5 eV ) the sub-
tracted spectra show background subtraction artefacts, which might
originate from a combination of imperfect subtraction of the diffuse
low-energy features and imperfect rescaling based on the first peak.
Nevertheless, for higher energies the difference in the two subtracted
spectra demonstrates that a significant quantity of photoelectrons is
produced by the water clusters and we are able to resolve it.
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7.4 simulations

To validate our interpretation, it is possible to compare the experi-
mental results with simulated photoelectron spectra, including the
spectrum of the XUV comb. We developed a method in which we
compute the photoionization spectrum of helium, water monomers
and clusters by each harmonic present in the comb and combine this
with known information relative to cross-sections of gas phase water
monomers and clusters.

Basically, we can describe the photoelectron distribution in terms of
separated spectral components corresponding to each species present
in the interaction region and ionized by each harmonic

PES(eKE) = ∑
k

Ik ∑
i

Aiσi(k · hν)PESk
i (k · hν − eBE), (7.1)

where hν is the fundamental photon energy of the driving field and
Ik represents the relative intensity of harmonic of order k. The index i
indicates the species: helium, water monomers and clusters, and their
relative abundance is indicated by the factor Ai. The parameters σi
represents the energy dependent cross sections of each species, for
which we used experimentally measured values found in literature
[157, 158]. The corresponding photoelectrons spectra PESk

i are calcu-
lated from the photon energy and the binding energies of the different
species.

First of all, we simulated the pure helium photoelectron spectra, by
fitting the green solid line in Fig. 7.5(a) in order to extract experimen-
tal parameters such as the relative XUV spectral intensities and the
intrinsic resolution of the spectrometer. The result can be seen in Fig.
7.6(a). Due to the large ionization volume (Rayleigh length) defined
by the loosely focus XUV beam, the trajectories inside the VMI of
the electrons produced very far off-center will experience stronger
VMI-lensing. This results in a clear asymmetric shape for the helium
peaks, with a tail extending toward lower electron kinetic energies.

For this reason, each PES of helium is represented here by an
exponentially modified Gaussian function [159] following

PESk
He(eKE) =

w
α

√
π

2
exp

[
1
2

(w
α

)2
− eKE − eKE0

α

]
×{

1 − erf
[

1√
2

(
w
α
− eKE − eKE0

w

)]} (7.2)

where w is the peak width and α indicates an asymmetry parameter,
which they were both assumed to vary linearly on the kinetic energy.
Additionally, eKE0 represents the center of each distribution and is
determined from the photon energy of the k−th harmonic and the
ionization potential of helium, in order that the center of the peak
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Figure 7.6: Comparison in between experimental spectra and simulations:
(a) helium spectrum (without baseline) in dots, while solid line
indicates the fit of the overall spectrum, assuming a combination
of individual ionization spectrum for each harmonic, including
harmonic width, amplitude and asymmetric parameters. (b)
comparison for extracted water monomer only spectrum, solid
line fit indicates the final fit, while dashed line shows the result
of the fitting procedure without including the asymmetry peak
corrections. (c) Fitting for clusters/water mixture.
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lies at eKE0 = k · hν − IP. In Fig. 7.6(a), each individual components
expressed by Eq. (7.2) is shown as shaded area, while the total pho-
toelectron spectrum is represented by a solid line. From this fit, the
relative spectral intensity for the XUV peaks agrees with the optical
spectrum (Fig. 7.2 (b)). The linewidths range from 0.2 eV to 0.5 eV, full
width at half maximum, from 2.5 eV to 20 eV kinetic energy.

In a second step, the isolated water monomer spectrum (blue curve,
Fig. 7.5(b)) is fitted, by keeping the retrieved XUV parameters (line
widths and asymmetry) constants. The monomer spectrum is de-
scribed by a sum of 4 Gaussian functions representing photoionization
from the 1b1, 3a1 and 1b2 orbitals as found in literature [160]. In
our case we replace the Gaussian functions with the exponentially
modified Gaussian from (7.2) to take into account the asymmetry
observed and the spectrometer linewidth. The solid line of Fig. 7.6(b)
shows the spectrum obtained by the sum of each individual harmonic
components (shaded areas). For clarity, we also included two dif-
ferent fits, by including or not the asymmetry term. The agreement
with the experimental observed water spectrum comes only when the
asymmetries are considered, showing that the determination of the
experimental condition from the helium spectrum are crucial to the
understanding of the more complex targets. This step shows that our
model can replicate also the spectrum for water.

Finally, we focused on the clusters spectrum reported in Fig. 7.6(c).
The monomer contributions are included in the same way as the
previous step, still keeping the line shape parameters constant. Con-
densation effects are accounted on the cluster photoionization cross
section, calculated by linearly scale the monomer cross section with
σcl = nσmon, with n indicating the cluster size. The photoelectron spec-
trum for the clusters is represented by a literature spectrum obtained
for a cluster of 20 molecules ionized with 22 eV light [160]. The relative
band intensities in this spectrum should represents very closely the
cluster regime we have investigated. For the clusters, no asymmetry
is included due to the broad nature of the photoelectron bands. Ad-
ditionally, condensation effects are also included as a size-dependent
energy shift ∆eBE [153, 156] to have

PESk
cl (eKE) = PESk

cl (k · hν − eBE + ∆eBE) (7.3)

This band shift can run in between 0.8 eV to 1.2 eV with respect to the
monomer binding energies.

We performed a two parameters fit to the experimental spectrum
shown as orange dots in Fig. 7.6(c). The first parameter represents
the aforementioned energy shift for the ionization potential, resulting
in a retrieved value of 0.8 eV which is consistent with clusters value
of 100 water molecules [153]. The second parameter is the relative
concentration Acl in Eq. (7.1).The retrieved value for this is expressed
as a ratio of photoelectrons originating from monomers to clusters,
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which stands as 2:1. These two fit parameters presented are the main
outcome of our analysis and demonstrate that a clear signature of
water clusters can be extracted from the experimental spectra.





8
C O N C L U S I O N S

The work described in this thesis aims at exploring ultrafast dynamics
on a few-fs time scale in gas-phase molecules initiated by ultrashort ul-
traviolet pulses. In particular, the use of novel few-fs ultraviolet pulses
provide the optimal pump pulse to study photo-induced processes of
interest in photo-chemistry on a time scale not explored so far. At the
same time, the broad bandwidth of such pulses gives the possibility of
triggering a coherent superposition of neutral electronic states, which
results in an ultrafast dynamics which is potentially independent of
the nuclear degrees of freedom. We will briefly mention here the
different outcome of the investigation presented.

To this purpose, 4 fs ultraviolet pulses have been combined with
NIR few-cycle 5 fs pulses, which acts as a probe, resulting in a time
resolution of only a few femtoseconds. The two pulses have been
combined in a double sided spectrometer, which detected simultane-
ously, and single shot electrons and ions produced by ionizing gas
phase molecules. The electrons were measured through a VMI spec-
trometer, recording the kinetic energy and the angular distribution.
The ions were acquired through a high-resolution mass spectrometer.
Additionally, an attosecond pulse train or isolated pulse in the XUV
can be generated through HHG generation for photoionization study
at higher photon energies. These pulses will be combined with the
ultrashort UV pulses to attain the best time resolution available.

Different experimental schemes have been described: linear pump
and linear probe have been used to investigate the ultrafast photodis-
sociation of methyl-iodide and the Rydberg states dynamics triggered
in Acetone. Instead, the combination of linear UV and circular probe
have been used to perform photoelectron circular dichroism, a power-
ful method to investigate the chiral response of methyl-lactate on a
very short time scale.

Tracking the dissociation methyl-iodide in the A-band with few-fs pulses

Firstly, the photo-induced cleavage of the C–I bond of methyl-iodide
has been investigated upon excitation of 1 UV photon and probe by
multiple NIR photons. The ion yield of the three ions (parent, iodine
and methyl) has been tracked as a function of the pump-probe delay.
The parent ion signal shows the fastest decay of 5.5 fs, while methyl
and iodine possess similar decay time around 20 fs. Surprisingly, the
iodine signal is observed to increase again after around 30 fs. Due the
nature of the multiphoton probing, several ionization channels needed

127
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to be considered for the interpretation of this results. The neutral
evolution has been simulated by semi-classical calculations, showing
that the revival of the iodine signal can occur only after the conical
intersection has been reached, after which part of the population can
be accessed more easily through the NIR probe. The extremely high
time resolution achieved by the combination of the few-fs pump and
probe allows to study this dynamics for the first time in this time
range, unveiling a novel behavior in particular in the time range right
after the CI, which was previously estimated close to at 14 fs from the
FC, but with a pump pulse of 24 fs [79]. The extremely short ionization
window for the parent can be accessed only using few-fs UV pulses in
combination with very short ionizing probe.

In the future, these measurements could be performed with the
additional measurement of the ions kinetic energies to be able to
distinguish iodine ions coming from the two main PES curve of methyl-
iodide.

Triggering ultrafast Rydberg states dynamics in acetone

The Rydberg state dynamics in Acetone has been studied by exciting
a coherent superposition of Rydberg states using 2 UV photons and
probing with a single NIR photon. By looking at the mass spectra, the
parent ion gives a very fast decay (∼ 50 fs), while the acetyl fragment
reaches a constant value as soon as the two pulses overlap. The parent
signal can be interpreted by the presence of many crossing in between
the Rydberg states and relatively repulsive valence state 41A1 (ππ∗)
along the C–O length coordinate. This configuration results in a very
narrow time window which gives the intact parent after ionization,
based on previously published work [107] coupled with the ground
state of the cation [105], while an almost constant yield for the acetyl,
due the highly dissociative cationic curves. The photoelectrons ki-
netic energies show very rich features: three energy regions can be
distinguished with very different time decays. Among these, the inter-
mediate region (at 0.8 eV) yield is modulated by two main frequencies
corresponding to 24 fs and 3.2 fs. The first one matches the charac-
teristic umbrella mode of methyl, while the second is too fast to be
assigned to any vibrational dynamics. Although theoretical support
is in development, one can speculate that this fast modulation can be
assigned to coherences induced by the UV pump, favored by the high
density of states in the Rydberg. Alternatively, it could be assigned
also to the wavepacket travelling in between the different curves which
allows for several crossings. Theory is anyway needed to address this
topic. Experimentally, we showed also that combining the mass spec-
tra and kinetic energies map in the covariance mapping provides many
more information: in particular, we demonstrated the intermediate
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kinetic energy region correlates mostly with the acetyl fragment, while
the parent is limited to the low kinetic energy electrons.

Ultrafast chiral response in the Rydberg

Electronic coherences have been studied in detail through the chiral
response of methyl-lactate, after excitation in the Rydberg states of
a chiral molecule, methyl-lactate. In this experiment, 2 UV photons
creates the coherent wavepacket, whose chirality is probed through
ionization by a circularly polarized NIR photon, measuring the back-
ward/forward asymmetry in the electron emission (PECD). PECD
stands as high-sensitivity alternative due to the differential measure-
ments of photoelectron angular distribution. In fact, the observed
PECD signal appears oscillating with a period of 13 fs and lasting for
around ∼ 60 fs. Modulation of the chiral response on such a short
time scale has never been observed before. The use of advanced theo-
retical model, which simulated the full experiment, allows to assign
the oscillation to the beating of electronic Rydberg states, and the
effect of decoherences on the modulation. This experiment represents
the first example of chemical control with few-fs UV pulses, intended
as modulation of the chiral response of the molecule.

Photoionization of large water clusters by an XUV comb

On a different experiment, a XUV comb generated through HHG has
been used to study water clusters, as a preliminary step to measure
the photoionization time delay in such targets. Due to the operation of
the cluster source, in the experimental chamber there is an unknown
mixture of water clusters, water monomers and buffer gas (helium),
with a prevalence of the latter. By operating the source in different
condition, a fully experimental protocol has been developed to remove
and isolate the different contribution. The procedure relies on the
ionization potential required by each target, which allows to retrieve
concentration ratios which can be used to rescale and remove indepen-
dent measurements of the contribution for the buffer gas and water
monomers. We validate our method by simulating the experimen-
tal spectra and independently characterized the cluster source. This
method stands as preliminary step towards attosecond measurement
of time delay of photoemission in large clusters, with long term goal
of embedding molecule in the clusters to simulated aqueous environ-
ment.

In conclusions, the work described here represents the first ex-
periments in which a few-fs ultraviolet pulses have been used to
trigger different photo-induced processes in neutral molecules and
shows their value in extending attosecond technology towards neutral
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molecules. The experiment in Methyl-iodide have shown their applica-
bility towards well-investigated target with increased time resolution,
in particular showing pump-free dynamics in the very first 40 fs. In
Acetone, we showed that the excitation of a Rydberg wavepacket is
connected to a very fast dynamics (around 30 fs) in the Rydberg mani-
fold and is able to trigger at the same time vibrational and perhaps
electronic beatings. However, to have a clearer indication of such
wavepacket evolution, differential measurements need to be used:
exploiting the high sensitivity of PECD is crucial for the observation
of purely electronic beatings in the Rydberg, which have the surpris-
ing effect of modulating the chiral response of Methyl-lactate. The
extremely short duration of the excitation pulses is crucial to avoid
decoherence induced by the nuclear degrees of freedom.

From this perspective, these results encourage the use of short
ultraviolet pulses for the investigation of such dynamics, which, paired
with refined techniques such as PECD or covariance mapping aid at
the understanding of such complex dynamics in the neutral, but above
all stands as an effective tool to control them.
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