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Kurzfassung

Single Particle Imaging (SPI) ist eine neue Technik in der Röntgenwissenschaft, die dar-
auf abzielt, die dreidimensionale Struktur von Nanopartikeln zu rekonstruieren. Die COVID-
19-Pandemie zeigte die Notwendigkeit wissenschaftlicher Entwicklungen vor allem im Be-
reich der Untersuchung innerer Strukturen biologischer Partikel. Der Hauptvorteil dieses
Ansatzes besteht darin, dass atomare Strukturen in ihrer natürlichen nicht-Kristallinen Um-
gebung aufgelöst werden können.

SPI-Experimente erfordern den Einsatz kurzwelliger elektromagnetischer Strahlung im
Sub-Nanometer-Bereich (Röntgenstrahlung), um die innere Struktur des Objekts aufzulösen
zu können. Aufgrund der schwachen Wechselwirkung von Röntgenstrahlen mit weicher
Materie eine hohe Kohärenz und ein hoher Photonenfluss erforderlich, um die feinsten
Strukturen des Objekts aufzulösen. Durch die extreme Strahlendosis werden die biologi-
schen Partikel im Streuprozess zerstört. Um Beugungsmuster der unbeschädigten Struktur
zu erhalten, muss die Dauer des Röntgenpulses kürzer sein als die typische Zeitskala des
Zerstörungsprozesses. Aus diesem Grund können Synchrotronlichtquellen hoher Brillanz
nicht verwendet werden, da der kohärente Fluss in einem einzigen Puls zu gering ist, der für
die Aufzeichnung eines ausreichenden Signals erforderlich wäre. Durch die Entwicklung
von Röntgenquellen mit hoher Intensität und kurzer Pulsdauer – Freie-Elektronen-Rönt-
genlaser (XFEL) – kann diese Hürde überwunden werden.

Bei der SPI-Methode werden viele identische Partikel des untersuchten Systems in den
Röntgenstrahl injiziert, wodurch Beugungsbilder in zufälligen Orientierungen entstehen.
Die dreidimensionale Struktur des Objekts wird durch Anwendung komplexer Algorith-
men auf die gesammelten Beugungsmuster ermittelt. Die Größe eines solchen Datensatzes
kann Terabytes übersteigen, was die Entwicklung und Implementierung von ausgeklügel-
ten Datenanalysetechniken erdordert, die helfen, wertvolle XFEL-Messzeit zu sparen und
die Datenverarbeitung zu beschleunigen.

Die ersten beiden Teile dieser Arbeit basieren auf der methodischen Entwicklung des
SPI-Datenanalyse-Workflows. Die experimentellen Daten wurden mit dem Virus PR772 an
der Linac Coherent Light Source (LCLS) am SLAC in Stanford, USA, im Rahmen des SPI-
Konsortiums gesammelt. Als Ergebnis der entwickelten Methodik, die auch die Klassifizie-
rung von Objekten durch maschinelles Lernen umfasst, konnte eine dreidimensionale Vi-
russtruktur mit einer Auflösung von weniger als 10 Nanometern rekonstruiert werden. Der
Vergleich der Ergebnisse mit den kryogenmikroskopischen Untersuchungen zeigte ähnli-
che Merkmale und eine generelle Übereinstimmung zwischen beiden Techniken. Aufgrund
der Komplexität und der Kosten der SPI-Experimente ist die Vorbereitung ein zeit- und
arbeitsintensiver Prozess, der eine umfassende Planung erfordert. Der dritte Teil dieser
Arbeit befasst sich mit der Optimierung der Aufbauparameter durch die Simulation eines
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SPI-Experiments mit dem Zeckenenzephalitis-Virus. Diese Simulationen trugen zum Er-
folg eines tatsächlichen Experiments bei, das am European XFEL in Hamburg durchgeführt
wurde.
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Abstract

Single particle imaging (SPI) is a novel technique in X-ray science aimed at reconstruct-
ing the three-dimensional structure of nanoscale objects. Studying the inner structure of
biological particles has become increasingly crucial, as evidenced by the pandemic of coron-
avirus disease (COVID-19) showing the necessity of scientific development in this field. The
main advantage of this approach is that atomic structures can be resolved in their native
environment without crystallization.

SPI experiments require using electromagnetic radiation with a sub-nanometer wave-
length (such as X-rays) sufficient to resolve the object’s internal structure. Because of the
weak interaction of X-rays with matter, high coherence and photon flux are required to re-
solve the finest features in the object. Due to the extreme radiation dose, the biological par-
ticles are destroyed in the scattering process. To record a diffraction pattern corresponding
to the undamaged structure, the X-ray pulse must have a duration shorter than the typi-
cal timescale of the destruction process. Therefore, high-brilliance synchrotron light sources
could not be used due to insufficient coherent flux in a single pulse that is required for
recording enough signal. The development of X-ray sources that have a high intensity and
short pulse duration – X-ray free-electron lasers (XFELs) – overcome this challenge.

In the SPI method, many identical particles of the investigated system are injected into
the X-ray beam providing diffraction images in random orientations. The three-dimensional
structure of the object is obtained by applying complex algorithms to the collected diffrac-
tion patterns. The size of one such dataset could exceed terabytes; this motivates the devel-
opment and implementation of elaborate data analysis techniques that help to save expen-
sive XFEL time and speed up data processing.

The first two parts of this Thesis are based on the methodological development of the
SPI data analysis workflow. The experimental data was collected from the virus PR772 at
the Linac Coherent Light Source (LCLS) at SLAC, Stanford, USA in the frame of the SPI con-
sortium. As a result of the developed methodology, which includes machine learning object
classification, a three-dimensional virus structure with a resolution below 10 nanometers
was reconstructed. The comparison of the result with the cryogenic microscopy studies
showed similar features and an overall agreement between both techniques. Due to the
complexity and cost of the SPI experiments, the preparation is a time- and effort-consuming
process that requires high-level planning. The third part of this Thesis explores the opti-
mization of set-up parameters through the simulation of the SPI experiment with tick-borne
encephalitis virus. These simulations contributed to the success of an actual experiment
performed at the European XFEL in Hamburg, Germany.
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Chapter 1

Introduction

The journey to the insight world of things around us began a long time ago with the
development of the lenses and first microscopes. Archaeological evidence indicates that
the lenses were used in antiquity spanning several millennia. Different references to using
lenses in everyday day life also exist. Thus, the fifth Roman emperor Nero was believed to
watch the gladiatorial games using an emerald because of his likely nearsightedness which
dated to the 5th century BC. Human interest in exploring the possibilities of lenses has even-
tually led to the invention of optical microscopes which were using visible light’s properties.
It is hard to name the father of the first optical microscope but the idea of combining lenses
in order to get the biggest optical zoom got its effective development in the 17th century. The
word ”microscope” itself was suggested by Giovanni Faber for the device made by Galileo
Galilei and shown at the Accademia dei Lincei in 1625.

The people’s thirst to know the world around them led to a boom in the development
of science at the end of the 19th and in the 20th centuries. In 1873 Ernst Abbe found that
visible light could not satisfy human curiosity to study objects with conventional visible
light microscopes – as a resolution limit exists. It was expressed as

∆ =
λ

2n sin θ
, (1.1)

where λ is the light wavelength, n is the refractive index of the medium and light is cov-
ering the spot with the half-angle θ. Abbe diffraction limit states resolution of hundreds
of nanometers for visible light and relatively small (with the size of hundreds of nanome-
ters) objects could be studied in such a way. At that time, the desire and need to study
even smaller objects, as well as the interactions occurring at smaller distances, already ex-
isted. This resulted in searching for other ways to visualize small particles, biological cells,
crystals and other materials. It was realized that in order to achieve higher resolution, elec-
tromagnetic waves with shorter wavelengths could be exploited.
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1. Introduction

In 1895 Wilhelm Röntgen discovered X-rays, and this launched an era of studying the
interaction of X-rays with matter and their properties. X-ray’s short wavelength and its
properties of coherence would become the object of research for many decades ahead. The
progress in the field opened up the possibility of studying the structure of matter and small
objects with high resolution. Moreover, X-ray science became the base of crystallography.
Over the years, X-ray techniques, such as X-ray diffraction, X-ray microscopy, coherent X-ray
diffractive imaging, X-ray ptychography and many others, have taken their place among the
most powerful tools in structural studies and have led to fundamental discoveries in many
scientific disciplines.

Special attention to X-ray application has caught the possibility to study biological sam-
ples, such as small cells, viruses, proteins, and others. The significance of such studies is
hard to overestimate. The pandemic of coronavirus disease 2019 (COVID-19) caused by
SARS-CoV-2 virion of 60 – 140 nanometers in diameter has already influenced 500 million
people all over the world (by the moment of writing this Thesis). Studying and understand-
ing the working principles of viruses and other biological objects can potentially save lives
and prevent future pandemics. And X-ray techniques can be used in this research. However,
one of the challenges of the X-ray science is the damage of biological specimens from such
strong radiation. The energy of X-ray photons is able to ionize atoms of the living tissue and
destroy molecular bonds inside. It is harmful to the object and therefore, absorbed dose is
an important aspect in biological studies with X-rays.

The radiation damage caused by photo absorption in X-ray imaging of biological parti-
cles was overcome with the development of the ”diffraction-before-destruction” concept. If
one is able to produce ultra-short X-ray pulses, after interaction with it the sample will be
destroyed, but if the pulse duration is shorter than the destruction process, X-ray diffraction
on such sample can be measured and recorded. This concept brought another challenge
– are there devices that can produce femtosecond X-ray pulses? A typical X-ray source –
synchrotron – is a good tool for X-ray applications but its pulse duration of dozens of pi-
coseconds does not allow the implementation of the ”diffraction-before-destruction” idea
with biosamples.

The problem was solved with the development of X-ray free-electron lasers producing
intense, femtosecond coherent X-ray pulses and conducting single particle imaging (SPI)
experiments. SPI method makes it possible to determine the three-dimensional structure of
the biological particles. For that, it requires the use of coherent in phase X-rays and high
intensity which are provided by the XFELs. In SPI experiments, identical specimens of the
biomolecule are injected into an X-ray beam in random orientations. Samples are destroyed,
but due to the ultra-short pulse duration, the diffraction is measured and the pattern is
recorded before the subatomic changes of the object become significant.
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SPI experiment at XFELs is a very difficult project both scientifically and technically and
requires careful and thoughtful planning. Throughout the years, the pipeline of experiment
preparation and data analysis became well-known and established. After performing a suc-
cessful SPI experiment that highly depends on a lot of factors, the obtained data has to be
analyzed. The large amount of diffraction patterns collected at XFEL is processed and var-
ious approaches exist to make every step of the SPI workflow executed. The focus of this
Thesis will be on the detailed description of the SPI data analysis pipeline and the imple-
mentation of new techniques and approaches which can influence the resolution of the final
three-dimensional structure of the biological particle. Today the goal of atomic resolution
with SPI has not been reached and the values are still in the range of 5 – 10 nanometers.

One of the possible ways to improve current results in SPI is to use modern machine
learning methods which proved to be indispensable during the last decade. They infiltrated
everyday life in computer vision, text and voice recognition areas, and are implemented
practically everywhere – from smartphone cameras to advertising and custom support. Sci-
ence, and in particular X-ray techniques, could also highly benefit from utilizing machine
learning in data processing and analysis. XFEL provides petabytes of diffraction patterns
which have to be classified into certain groups. The data can be evaluated with the help
of machine learning algorithms. Examples of such applications, specifically maximum-
likelihood methods and convolutional neural networks, will be presented.

SPI experiments based on XFEL operation open up possibilities and provide great po-
tential in studying the structure of biomolecules with the possible subnanometer resolution,
observing chemical reactions inside and creating molecular movies. Modern XFELs with
megahertz repetition rate and ultimate brightness are the main tools to achieve these goals.
Their further development, careful planning of experiments using preliminary simulations,
implementation of new approaches in data analysis, and application of new machine learn-
ing algorithms – all together can take the progress of SPI experiments with biological parti-
cles to a new level.

This Thesis starts with a general description of the X-ray sources and the basics of their
operation, starting from the X-ray tube and ending with the 4th generation synchrotron
sources and powerful XFELs. Chapter 3 gives the foundation of X-ray interaction with mat-
ter emphasizing the scattering process on different objects: single electrons, atoms, isolated
particles, and crystals. It includes also the process of X-ray absorption and covers the co-
herent properties of X-rays. Introduction to the application of modern X-ray imaging tech-
niques is given in Chapter 4 and Chapter 5 where coherent X-ray diffractive imaging (CXDI)
and single particle imaging (SPI) are described in detail as well as the accompanying chal-
lenges during the experiments and current limitations. In Chapter 4 and Chapter 5, the
main features of the data analysis pipeline are given: solving the phase problem with the
use of phase retrieval algorithms and the task of diffraction patterns classification with the
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1. Introduction

use of machine learning techniques. Chapter 6 is focused on thorough data analysis of the
SPI experiment performed at Linac Coherent Light Source (LCLS) in Stanford, USA with the
bacteriophage PR772. The following Chapter 7 describes the convolutional neural network
application in the same SPI experiment. Chapter 8 gives the description of the planned SPI
experiment with tick-borne encephalitis virus – the data simulations were made in order
to obtain the preferable set-up parameters prior to the experiment. Finally, the Summary
analyzes the obtained results and gives an outlook for further progress.
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Chapter 2

X-ray sources

X-ray is a form of electromagnetic radiation with the wavelength in the region of Ånströms
(10−10 m) which are atomic scales. Found by Wilhelm Röntgen in 1895, the so-called ”X-
radiation” was able to penetrate through the books and papers [1]. The fact that X-rays
could be the tool to look inside the human body and penetrate into the matter was consid-
ered a breakthrough and quickly spread over the world. It was researched and developed
over the years and massively affected physics, biology, and technology. Alongside the study
of X-ray interaction with matter, the development and improvement of X-ray sources were
ongoing.

X-ray radiation differs from other types of radiation by the basic parameters. Its wave-
length ranges from picometers to nanometers, the corresponding frequencies range from
30 × 1015 Hz to 30 × 1018 Hz and energies range from 145 eV to 124 keV. Typically, the soft
X-ray region is considered between 250 eV to 10 keV, the hard X-ray regime is from 10 keV to
100 keV. Behind the process of generating X-rays, several concepts lie. First, bremsstrahlung
radiation: the moving electrons are decelerating when deflected by an atomic nucleus and in
this case, the continuous spectrum of X-ray radiation is produced. The second phenomenon
is characteristic radiation emitted due to the electron collision induced ionization. The va-
cancies of the inner shell of the atom from the leaving electrons are filled by the electrons
from the higher shells. The energy of the emitted X-ray photon during this transition is equal
to the energy difference between the states which is called fluorescent radiation. These two
processes are used in X-ray tubes and the spectrum from such devices is shown in Fig. 2.1.
In X-ray tubes, the cathode emits electrons and they are then collected on the anode. Be-
tween the cathode and anode, the electrons are accelerated by the external power source.
The X-ray spectrum depends on the anode material and accelerating voltage; and cooling
efficiency determines the limitation of the radiation intensity.

One of the important applications of X-ray tubes of the 20th century was the study of
crystalline matter when Max von Laue and his colleagues obtained the first diffraction pat-
tern from the crystal [2]. Later Lawrence Bragg and his father William Henry Bragg studied
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2. X-ray sources

a number of crystals [3] and started the field of crystallography which aimed at molecular
structure determination.

But since X-ray tubes lack photon intensity and easy tuning for desired wavelengths, the
development of other X-ray sources continued. Modern synchrotron sources and X-ray free-
electron lasers (XFELs) have driven X-ray science to a whole new level. They are based on
the new conceptual approach designed for high efficiency radiation process and produce a
very intense and coherent X-ray beam.

Lo
g(

In
te

ns
ity

)

Energy

Kα

Kβ

Figure 2.1: Continuous radiation (bremsstrahlung) and characteristic line emission happen in X-ray
tubes when cathode electrons hit the anode. Kα and Kβ represent the transitions between an L and K
shell, and M and K shell, respectively. The concept was adapted from [4].

One of the characteristics that can describe the intensity of the X-ray radiation from the
source is the photon flux which indicates the number of emitted photons per second in 0.1
% of the radiation bandwidth

F(λ) =
photons/sec

0.1% bandwidth
, (2.1)

where λ is the wavelength of X-ray radiation.
To characterize the X-ray source, spectral brightness is used which is defined as

B(λ) =
F(λ)

∆A · ∆Ω
, (2.2)

which shows the spectral photon flux F(λ) radiated per unit projected area ∆A per unit
solid angle ∆Ω.

The evolution of different sources of X-ray radiation as a function of time is shown in
Fig. 2.2. The brightness of X-ray sources varies a lot: from 107 − 1012 ph/(s·mm2·mrad2·0.1%)
for X-ray tubes to 1023 ph/(s·mm2·mrad2·0.1%) of the synchrotron radiation of modern stor-
age rings (see Fig 2.3 (a)). XFELs (see Fig. 2.3 (b)) can produce the brightest X-ray radiation of
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Figure 2.2: The brightness of different X-ray sources as a function of time. The development of ultra-
bright XFELs (red) started at the beginning of the 21st century and actively continues nowadays.
Adapted from [5].

1035 ph/(s·mm2·mrad2·0.1%) which makes them the current brightest X-ray sources while
ultimate storage rings are mostly under construction. Their properties and principles of
work will be discussed in the following Sections.

Beamline

X-rays

Insertion
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Electron
gun

Booster
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X-rays
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Linear
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2

a) Synchrotron

b) X-ray free-electron laser

Figure 2.3: X-ray radiation sources: (a) storage ring of the synchrotron and (b) XFEL. (a) Storage
rings’ main components: an electron gun, radiofrequency (RF) section, magnet systems, insertion
devices, and beamlines. (b) XFEL’s main components are linear accelerator and undulators.
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2. X-ray sources

2.1 Synchrotron sources

A typical and well-known source of X-ray radiation is a synchrotron. It includes an
electron gun, a booster ring, a storage ring, a radiofrequency section, magnet systems, and
beamlines (see Fig. 2.3 (a)). The electrons used in producing synchrotron radiation are com-
ing from the electron gun to the booster ring in order to increase the electron energy. From
the booster ring electrons are periodically injected into the storage ring which is a vacuum
tube where electrons with velocities close to the speed of light are cycling and producing
X-rays when passing special magnetic systems. Special insertion devices (which will be de-
scribed further) are responsible for the coherent characteristics and brightness of the photon
beam. The electrons are losing energy during their path in the storage ring, so the radiofre-
quency (RF) system’s goal is to recover it. In this system, the electric field oscillates with
radio frequencies (up to 1 GHz). Electrons in the storage ring travel through magnet sys-
tems which usually consist of bending magnets, quadrupole magnets, and sextupole mag-
nets which ensure the stable trajectory of the electrons. Produced X-ray radiation is then
used at experimental stations – beamlines.

The development of synchrotron facilities started with the 1st generation synchrotron
sources in the 1940s and produced X-ray radiation was considered parasitic, the main aim of
such facilities was the study of high-energy and nuclear physics. Synchrotron radiation took
place in the bending magnets holding the electrons in the accelerating ring and changing
their trajectories (Fig. 2.4 (a)).

Interest in storage rings as a dedicated source of synchrotron radiation followed. The
first storage ring which provides X-rays in the GeV range to a community of users was the
2.5 GeV SPEAR ring (Stanford Positron Electron Accelerating Ring) at the Stanford Linear
Accelerator Center (SLAC). From 1974 to 1992 another storage ring DORIS (Doppel-Ring-
Speicher) at the Deutsches Elektronen-Synchrotron (DESY) laboratory was used in particle
physics and research with synchrotron radiation. VEPP-3 electron-positron storage ring at
the Institute for Nuclear Physics in Novosibirsk, built in 1967-1971, CESR (Cornell Electron
Storage Ring) at Cornell (now known as Cornell High Energy Synchrotron Source (CHESS)
facility) completed in 1979, were also early updated with synchrotron radiation capabilities.

In the 1980s the development of 2nd generation synchrotron sources started. These de-
vices were meant to produce stable X-rays and were using storage rings to maintain the
kinetic energy of electrons after acceleration. They also contained the key devices which
would be used in the next generation sources, such as an electron gun, a booster ring, a
storage ring, bending magnets and beamlines. The principle of the operation formed the
basis of the work of all modern synchrotron sources and is the following: a linear accelera-
tor (linac) makes the electrons accelerate, further acceleration happens in the booster ring,
and relativistic electrons are then injected into the storage ring. In the section of the bend-

14



2.1. Synchrotron sources

ing magnets, X-rays are produced and electrons are kept to travel on a curved trajectory of
the storage ring. X-rays end up in the beamline sections where they are focused and en-
ter the experimental hutches. Famous examples of the 2nd generation synchrotron sources
are the Stanford Synchrotron Radiation Laboratory at SLAC and HASYLAB (Hamburger
Synchrotronstrahlungslabor) at DESY.

X-rays produced in the bending magnets of the 2nd generation sources had quite a broad
spectrum which lead to the further development of synchrotron sources aimed to produce
brighter radiation and reduce beam size and divergence not at the expense of the photon
flux. This demand was made, for example, by crystallography, where it is necessary that the
incident beam corresponds to the crystal size and to have an acceptable angular resolution
to resolve diffraction peaks. These requirements of the increased coherence and brightness
were partially satisfied in 3rd generation synchrotron sources that are used nowadays.

Examples of the modern high energy 3rd generation synchrotron sources are ESRF, Greno-
ble, France (6 GeV storage ring), APS, Chicago, USA (7 GeV storage ring), SPring-8, Sayo,
Japan (8 GeV storage ring) and PETRA III, Hamburg, Germany (6 GeV storage ring). These
sources are based on the insertion devices such as undulators and wigglers, and magnetic
lattice which are able to reduce electron beam emittance εe = σeθe, where σe is the beam
size and θe is its divergence. It directly influences the X-ray photon emittance, so the elec-
tron beam emittance is considered one of the main properties of the synchrotron sources.
Spectral brightness in Eq. (2.2) can be rewritten in terms of photon horizontal εx and vertical
emittance εy as

B(λ) =
F(λ)

(2π)2εxεy
, (2.3)

Below we will discuss the principles of producing of X-ray radiation in bending magnets,
wigglers, and undulators.

Bending magnets

Bending magnets’ radiation is based on relativistic electron acceleration. The electron is
traveling around a circle and has a radial acceleration, in this way it emits radiation through
a certain angle (see Fig. 2.4 (a)). Due to the relativistic effects and Lorenz transformation, the
angle in the direction of the motion of the electron is

tan(θ) =
sin(θ′)

γ(β + cos(θ′))
, (2.4)
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2. X-ray sources

where θ′ is the angle in the frame of a moving electron, θ is the angle in the laboratory frame,
β = v/c, v is the electron velocity, c is the speed of light, γ is the Lorenz factor defined as

γ =
1√

1 − v2/c2
. (2.5)

Considering relativistic electron, we have β ≈ 1 and γ ≫ 1. So for large θ′, the electron
emits radiation in a narrow cone tangent to the path of the movement of half-angle

θ ≃ 1
2γ

. (2.6)

The spectral distribution of the synchrotron radiation of the bending magnet is shown
in Fig. 2.4 (a). It is quite broad and can be characterized by the critical wavelength λc – at
wavelengths below this value, the intensity of the synchrotron radiation drops sharply. It is
defined by the machine parameters

λc[Å] =
5.59 · R[m]

E3[GeV]
, (2.7)

where R is the radius of curvature of the electron trajectory and E is the electron energy.
Corresponding critical energy εc can be expressed as

εc[keV] =
2.218 · E3[GeV]

R[m]
. (2.8)

Wigglers and undulators

As mentioned above, special insertion devices were developed for synchrotron sources
to obtain x-ray radiation efficiently. Wigglers and undulators (see Fig. 2.4 (b) and (c)) are the
periodic structures of the dipole magnets which can generate the brightest X-rays. Relativis-
tic electrons are going through such a magnet structure and are compelled to the sinusoidal
motion caused by alternating magnetic fields.

The wavelength λ of the radiation after the electron travels through the undulator is
much smaller than the magnet period λu [6]. As said before, an electron is experiencing si-
nusoidal motions and therefore emits radiation. In this way, we can consider the electron as
a radiating dipole in the frame moving with the average speed of the electron. Considering
the velocity of the electron close to the speed of light, the relativistic Doppler effect takes
place and the emission wavelength is reduced. Using small-angle approximation (θ ̸= 0)
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FFF

a) Bending magnet b) Wiggler c) Undulator

I ~ Ne

θ ~ 1/γ

I ~ NeNp

θ ~ 1/γ
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 θ ~ 1/(γ√Np)

Figure 2.4: The magnetic devices producing the X-rays: (a) bending magnet, (b) wiggler, and (c)
undulator. The electron path is shown with a black arrow and an X-ray beam with a green cone. For
each device, the intensity I of X-rays and opening angle θ are shown. Np is the number of dipole
magnets in the device and Ne is the number of electrons. The radiation spectrum for each device is
shown in the bottom row. Adapted from [6].

the fundamental X-ray (observed) wavelength λ is

λ =
λu

2γ2 (1 + γ2θ2 +
K2

2
) , (2.9)

where λu is the magnet period and K is the so-called undulator parameter

K =
eB0λu

2πmec
= 0.934B0[T]λu[cm] , (2.10)

where e is the elementary charge, Bo is the magnetic field of the undulator magnets, and me

is the electron rest mass. From Eq. (2.10) it is seen that K can be changed by changing the
magnetic period λu or by changing the magnetic field B0.

The undulator parameter K is used to distinguish between a wiggler and an undulator.
If the magnetic field B0 is strong, K ≫ 1, the wiggler radiation is considered. In this type of
device, the electron is moving with a high oscillation amplitude (see Fig. 2.4 (b)) and thus a
broader spectrum. The brightness of such radiation is proportional to the number of dipole
magnets in wiggler Np and the number of electrons Ne: I ∼ NpNe. And the emission is
produced into the opening angle θ ∼ 1/γ. But due to the broader spectrum, the brightness
of such radiation is not very high. In the case of wiggler, the spectral distribution looks
similar to the bending magnet’s distribution but is characterized by a much larger photon
flux and a shift to higher energies (or shorter wavelengths).
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2. X-ray sources

If we decrease the magnetic field B0, K ≤ 1, the undulator radiation is considered. In
this case, the electron oscillates with a smaller amplitude which leads to a much narrower
cone of radiation (see Fig. 2.4 (c)). In addition, the electromagnetic wave emitted from the
electron constructively interferes with the wave emitted from the previous turn of the par-
ticle. As a result, the undulator radiation intensity is proportional to the square number
of dipole magnets in undulator Np: I ∼ N2

p Ne. The resulting opening angle in the case of
undulator can be described as θ ∼ 1/(γ

√
Np). Consequently, undulators allow obtaining

well-separated and narrow spectral peaks of higher intensity.

In addition, the selection of the highly monochromatic X-rays or narrow spectral band-
width ∆λ/λ (see Fig. 2.4 (c)) can be obtained by using an undulator. This can be done
with the beam-defining slits after undulators. They allow the central part of the beam to
go through as the radiation closer to the axis is preferable. At the same time, higher har-
monic oscillations defined by the number n of harmonics occur. In this case, the harmonic
wavelength λn and the spectral bandwidth decrease

λn =
λ

n
, (2.11)

∆λ

λ
=

1
Npn

. (2.12)

So if one wants to achieve shorter wavelengths, one may consider using higher harmonics.

Table 2.1: Third generation sources parameters (for the photon energy Eph = 500 eV). Here Ee is
the electron energy, I is the electron bunch charge, εx,y are the horizontal and vertical emittance,
respectively, and B is the resulting brightness.

Source APS ESRF PETRA III
Ee, GeV 7 6 6
I, mA 100 200 100
εx, nm rad 2.5 1.5 1.2
εy, pm rad 40 5 10
B, ph/(s·mm2·mrad2·0.1%) 6 × 1018 1.2 × 1020 3.7 × 1019

Usage of the insertion devices such as wigglers and undulators made the 3rd generation
synchrotron sources useful tools to explore the benefits of more coherent and intense X-
rays. The brightness of such sources reached the values of 1021 ph/(s·mm2·mrad2·0.1%)
(see Fig. 2.2) and photon horizontal and vertical emittance reaches relatively small values
of nm rad and pm rad, respectively. Parameters of some of the 3rd generation synchrotron
sources are shown in Table 2.1.

Today’s 3rd generation synchrotron sources have a large amount of beamlines cover-
ing almost all areas of X-ray applications: Nuclear Resonant Scattering (NRS), Inelastic
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X-ray scattering (IXS), powder X-ray diffraction, diffraction experiments at extreme con-
ditions of high pressure and simultaneous high- or low-temperature, small- and wide-angle
X-ray scattering (SAXS/WAXS), micro- and nanotomography, X-ray fluorescence (XRF), X-
ray absorption spectroscopy (XAS), X-ray diffraction (XRD), X-ray Photon Correlation Spec-
troscopy (XPCS); coherent diffractive imaging of micro- and nanostructures (CDI); time-
resolved SAXS studies of complex liquids (Rheo-SAXS), biological small-angle scattering
(BioSAXS), macromolecular X-ray crystallography, hard X-ray photoelectron spectroscopy
(HAXPES), grazing incidence diffraction [7]. Chapter 4 will be dedicated to the specifics of
imaging X-ray techniques.

Despite the significant improvements of 3rd generation sources, there is still room for
enhancement. For example, about 1% of the synchrotron beam is sufficiently coherent which
could be not enough in experiments that require a high degree of coherence.

Nowadays the synchrotron sources which are brighter (see Fig. 2.5 for PETRA III and
PETRA IV comparison) and produce more coherent X-ray radiation (up to 90%) – the 4th
generation synchrotron sources – are constructed. As it is seen from Eq. (2.3), to achieve
brighter source one has to lower photon emittance εx,y. The 4th generation synchrotron
sources are designed to produce low emittance in both horizontal and vertical directions
for a wide range of X-ray wavelengths. It is done by using so-called multi-bend achromat
devices [8] for better electron beam focus and control. The concept of a multi-bend achromat
system is based on maximizing the number of magnets in the storage ring.

Figure 2.5: The brightness of PETRA III (3rd generation synchrotron) and PETRA IV (4th generation
synchrotron) for a ring current of 100 mA depending on the photon energy. Adapted from [9].

The diffraction-limited source is another term which describes the 4th generation syn-
chrotron sources. This principle is based on the photon beam emittance reaching the min-
imum value. The diffraction-limited beam size and divergence can be calculated from the
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2. X-ray sources

Heisenberg’s uncertainty principle for the photon ∆x∆px ≥ h̄/2 for its root mean square
(rms) values [10]. Considering small divergence angles and de Broglie’s relation for the
photon momentum p = h̄k, we have in the transverse direction: ∆xθx ≥ 1/(2k). Using rms
width σx, in two dimensions we have

σxθxσyθy ≥
(

λ

4π

)2

. (2.13)

The minimum value of the photon beam emittance is λ/4π [11]. A source is called diffraction-
limited if the emittance of the electron beam is smaller than the emittance of the photon
beam

εx
e < εx

p =
λ

4π
, (2.14)

This limitation in Eq. (2.14) is correct for the Gaussian beam. In the case when X-ray radi-
ation can not be approximated as Gaussian radiation, the lowest value of the photon emit-
tance is reaching λ/(2π) [12].

Table 2.2: 4th generation sources parameters, where Ee is the electron energy, I is the electron bunch
charge, εx,y are the horizontal and vertical electron beam emittance respectively, and B is the resulting
brightness. The parameters of the synchrotron sources were taken from [9, 13–16].

Source MAX IV ESRF-EBS APS-U PETRA IV
Ee, GeV 3 6 6 6
I, mA 500 200 200 200
εx, pm rad 200 – 330 120 – 30 42 – 32 10 – 30
εy, pm rad 2 – 8 5 – 30 4 – 32 4 – 10
B, ph/(s·mm2·mrad2·0.1%) 4 × 1021 1022 2 × 1022 1023

Nowadays the 4th generation synchrotron sources are operating and are using multi-
bend achromat systems, some of them are still under construction or planned. Basic param-
eters are shown in Table 2.2. The world’s lowest emittance storage ring – PETRA IV (Fig. 2.5)
– a future 3D X-ray microscope, will go into operation in 2027. It is planning to extend the X-
ray applications to all length scales and will allow research groups to study processes inside
a catalyst, batteries, microchips under realistic conditions, and materials made of nanos-
tructures with the highest spatial resolution by focusing the synchrotron radiation on the
smallest spot [17].

2.2 X-ray free-electron lasers

While most of the 4th generation synchrotron sources are still under construction, other
sources, X-ray free-electron lasers (XFELs), with high brightness (see Fig. 2.2) are being run
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for the last decades. The story of XFELs began in 1971 with Madey showing that the emis-
sion radiation could be effectively amplified using periodic magnetic structures [18]. Based
on this principle, in 1977 Deacon [19] reported about the first operation of a free-electron
laser oscillator which generated coherent radiation in infrared, visible, and ultraviolet re-
gions. In the 1980s the idea of XFEL, a source of highly coherent X-ray radiation, was for-
mulated in Ref. [20–22].

An undulator is the source of x-ray radiation at XFELs. The main constructional differ-
ence is that in XFEL, a linear electron accelerator with long undulator paths is used instead
of a circular storage ring (see Fig. 2.3 (b)). The typical length of the undulator track in XFEL
is 30 – 100 m. Interaction of the undulator radiation and the relativistic electrons results in
their ”bunching” on the scale of the size of the radiation wavelength. When this occurs, ran-
dom electron motion within the bunch becomes a well-correlated, electron wave is moving
in phase with the X-rays. This process is called self-amplified spontaneous emission (SASE)
and it causes an exponential growth of X-ray beam power and production of X-ray pulses
with duration down to approximate femtoseconds (in comparison to synchrotron source
electrons bunch which are of about 100 picoseconds).

The power gain resulting from electrons traveling in the straight long path of undulators
and their interaction with photons is shown in Fig. 2.6 and can be described in three major
phases. The first phase – spontaneous radiation – is the result of the chaotic movement of
electrons. Then electrons are traveling further in the undulator and start to interact with
the emitted radiation, both with almost the same axial velocities ve and c for electrons and
radiated wave respectively, where ve/c = 1 − (1 + K2/2)/2γ2. In one period of the magnet
system, electrons complete one period of its sinusoidal motion. Meanwhile, the radiated
wave moves one wavelength more in comparison to the electron, thus the electron is behind
one cycle of phase with respect to the wave. This is called ”slip condition” which indicates
where constructive interference is still possible. Under this condition, coherent summation
of the fields and electron wave modulation occurs which results in modified electron trajec-
tories and ”microbunching”. The separation between the microbunches is equal to the X-ray
wavelength. As the bunch propagates through a long undulator path, this modulation in-
creases and so constructively summed electric fields. This process results in the exponential
growth of the power of the radiated field. The latter is proportional to Ne, a number of elec-
trons participating in the X-ray radiation emission, and radiated power also grows with N2

e .
This regime of the operation is called a linear regime and the radiated field can be described
by Gaussian statistics.

At the saturation regime, when the microbunches are formed, the radiated power rises
up to terawatts with femtosecond X-ray pulses with a high degree of spatial coherence com-
pared to synchrotron sources. After a long path of the undulators, the X-ray beam reaches
the beamline experimental station. European XFEL [23], for example, contains three SASE
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Figure 2.6: Dependence of the radiated power on the distance along the undulators – three major
phases of XFEL X-rays generation. Adapted from [4].

undulators: SASE1, SASE2, and SASE3 (see Fig. 2.7). X-ray radiation ends up in six pos-
sible beamline stations: Materials Imaging and Dynamics (MID) and High Energy Density
Science (HED) at SASE2; Single Particles, Clusters, and Biomolecules and Serial Femtosec-
ond Crystallography (SPB/SFX) and Femtosecond X-ray Experiments (FXE) at SASE1; Small
Quantum Systems (SQS) and Spectroscopy & Coherent Scattering (SCS) at SASE3.

Figure 2.7: Undulators of the European XFEL. Typical wavelengths and photon energies are shown
for each SASE. Adapted from [24].

The varying spectral modes can be amplified during electrons passing through the un-
dulator. Spontaneous emission at the beginning of SASE (see Fig. 2.6) can lead to the ap-
pearance of different spectral modes, thus the overall spectrum of the final X-ray beam can
be quite broad. So methods to narrow the spectrum were developed. One way to do that is
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2.2. X-ray free-electron lasers

called ”seeding” by using an external high-power optical laser. This worked well for EUV
wavelengths. For X-ray wavelengths, another technique is used, called ”self-seeding” which
is a form of spectral filtering.

Seeding implies the external signal before the undulator. It should arrive simultaneously
with the electron bunch, they both have to be similar in pulse duration and repetition rate.
Besides, the electric field of the seed laser should prevail over spontaneous emission which
starts the SASE. The seeding process is usually based on the use of an intense harmonic of a
femtosecond atomic laser. As was mentioned before, it highly depends on the wavelength.
For the EUV range, it was successfully used in the 2000s [25], where a single EUV harmonic
was selected and focused with an electron bunch of FEL.

For soft X-rays, a similar technique is used, called a high gain high harmonic generation
(HGHG). In addition to the coherent seeding, further frequency multiplication is used by the
generation of high harmonics [26]. The success of this technique was demonstrated at the
FERMI (Triest, Italy) with EUV/soft X-ray FEL down to the 4.0 nm wavelength. The process
starts with the external coherent laser light (260 nm at FERMI [27]), which modulates the
electron beam in the first part of the undulator. The energy modulation grows into a current
modulation by a dispersion magnet. Then FEL pulse is tuned to one of the higher harmonics
in the radiator section and later the electron bunching occurs. The bunched beam radiates
at a harmonic wavelength. It is possible to use the HGHG cascade technique to extend the
harmonic process.

For hard X-rays, external lasers’ power is not enough, so self-seeding is used [28–31]. It
is based on the separation of the generated FEL radiation and the electron beam and using
the radiation itself as a seed (see Fig. 2.8). It begins with the SASE radiation generated by
the first part of the undulator. Then the radiation pulse and the electron beam are sepa-
rated: previous electron beam density modulation is destroyed, meanwhile, the radiation
is spectrally filtered with preserved properties of the incoming beam and is used as a seed.
Then they are rejoining and the SASE process continues. To narrow down the bandwidth
of the radiation pulse different techniques are used, in particular, the grating monochro-
mator (which is used for the soft X-rays), four-crystal monochromator, and single-crystal
monochromator (which is used for hard X-rays). However, it is hard to realize and align
later with the electron beam. Recently it was proposed to use the monochromator of a single
crystal in Bragg-transmission geometry [29] which is a simpler scheme. A radiation pulse
with a bandwidth much narrower than the initial FEL bandwidth is then used as a seed.
The delay between the radiation pulse going through the monochromator device and the
electron beam is compensated with the electron beam passing through a dispersive element,
such as a magnetic chicane where electron microbunching is destroyed. Then photon pulse
of the narrow spectrum rejoins with the electron bunch in the second part of the undulator,
and coherent amplification happens. Self-seeding was successfully demonstrated at LCLS
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with soft and hard X-rays [30, 32]. It was shown that the SASE signal had a broad spec-
tral bandwidth (around or less than 1%) for a single pulse, and the self-seeded signal had a
spectral bandwidth of less than 0.01%.

Figure 2.8: Self-seeding scheme done with the single crystal. Courtesy of G. Geloni.

The list of some operating XFELs and their parameters are presented in Table 2.3. Eu-
ropean XFEL can be highlighted among all other operating XFEL due to its high repetition
rate. It can produce X-ray pulse trains with a repetition rate of 10 Hz with 2700 X-ray pulses
in each of them. This gives the ultimate 4.5 MHz total repetition rate, it can be used in a
variety of applications which will be discussed further.

Table 2.3: XFEL parameters. Here Ee is the electron energy, Eph is the photon energy, ∆ω/ω is the
spectral bandwidth, ∆τ is the pulse length. Adapted from [6].

FLASH FERMI LCLS PAL XFEL EuXFEL
Mode SASE Seeded SASE SASE SASE
Ee, GeV 1.25 1.5 13.6 10 17.5
Eph, keV 0.03 – 0.3 0.02 – 0.3 0.25 – 10 2 – 12 1 – 25
∆ω/ω 10−2 10−3 10−2 10−2 10−3

∆τ, fs 50 85 10 – 70 5 – 60 10 – 100
Photons/pulse 3×1012 5×1012 2×1012 5×1011 1012

Light flashes/sec 10 10 120 60 27,000

The basic parameters which describe XFELs are: the peak radiated power P̂, FEL param-
eter ρFEL and gain length LG. The FEL parameter ρFEL [21] describes the energy transfer
efficiency between electrons and photons [6]. The estimation of the peak radiated power P̂
from an XFEL is given by an exponential function [6]

P̂ ∼ exp
(

z
LG

)
, (2.15)

where gain length LG is the distance the wave should travel to have an exponential power
gain

LG =
λu

4
√

3ρFEL
(2.16)
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in the idealized one-dimensional case. In these terms, the peak power at saturation can be
approximated as

P̂sat ≃ ρFELP̂e , (2.17)

where P̂e is the peak electron beam power. The spectral bandwidth at saturation is ∆ω/ω ≃
2.35ρFEL.

Such properties of the XFELs as spectral, spatial, and temporal coherence of the pulses,
their femtosecond characteristics, and the high radiated power, opened new possibilities in
X-ray science. The goal of studying femtosecond electron dynamics, biomolecular imag-
ing [33, 34], single particle imaging (SPI) [35–38], pump-probe experiments [39, 40] was
achieved with the usage of XFELs.
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Chapter 3

X-ray interaction with matter

X-rays are the form of electromagnetic waves of shorter wavelengths and higher energy
than normal light. They can be described as a form of electromagnetic waves propagating
at the speed of light. Here we will consider electric field E and magnetic field H. This wave
can be described with the wavelength λ and the wavenumber k = 2π/λ. We consider the
electric field as the linearly polarized electromagnetic plane wave. Here we will take into
account spatial and temporal propagation and polarization with the unit vector ε̂̂ε̂ε, the electric
field can be written in the following form

E(r, t) = ε̂̂ε̂εEoei(k·r−ωt) , (3.1)

where k is the wavevector along the propagation and ε̂̂ε̂ε · k = 0 and k · E = k · H = 0 which
is illustrated in Fig 3.1.

In terms of the particle nature of the wave, it can be quantized into photons with the
energy h̄ω and momentum h̄k. The photon energy E and the wavelength λ are related
according to the equation

λ[Å] =
hc
E

=
12.398
E[keV]

. (3.2)

E

H

k

Figure 3.1: An X-ray electromagnetic wave with the electric field E perpendicular to the magnetic
field H. Red arrow shows the polarization unit vector ε̂̂ε̂ε. The concept is adapted from [4].
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3.1 X-ray scattering on a single electron

We will start with the description of the elastic scattering of electromagnetic radiation
by charged particles. The electric and magnetic fields of the incident wave accelerate the
charged particle and the accelerated charged particle radiates electromagnetic waves. Thus,
the energy of the incident wave is converted into the energy of the scattered wave. We will
see that the scattering cross-section does not depend on the frequency of the electromagnetic
wave and is the same in forward and backward directions. The frequency of the scattered
radiation is the same as the frequency of the incident radiation. This type of scattering was
explained by the English physicist J. J. Thomson.

In this Section, we will consider the X-ray scattering on a free electron. With the assump-
tion that the dimensions of the system are smaller than the length of emitted wave or in the
other words, that the velocity of the electron is smaller than the speed of light v ≪ c, we can
describe radiation from the electron as dipole radiation. The electric field produced by the
oscillating dipole in a vacuum is [41]

E =
3n(n · d)− d

R3 +
3n(n · ḋ)− ḋ

cR2 +
n(n · d̈)− d̈

c2R
, (3.3)

where R is the distance to the observer, n is the unit vector in the direction of R, d is the
dipole moment of the charged particle, ḋ and d̈ are first and second time derivatives of the
dipole moment, respectively, c is the speed of light. With the assumptions mentioned above,
only the last term containing d̈ is present [41]

E =
n(n · d̈)− d̈

c2R
=

1
c2R

[[d̈ × n]× n] . (3.4)

The magnetic field H of the plane wave is connected to the electric field E via H = [n × E]
and is equal to

H =
1

c2R
[d̈ × n] . (3.5)

This radiation is called dipole radiation. Since the dipole moment d of the charged sys-
tem is d = ∑ eiri, then ḋ = ∑ eivi and d̈ = ∑ eiv̇i. Here ei is the charge of particle i in the
system, ri is the position of the individual charge, vi is its velocity, and v̇i is its acceleration.
So the charged particles can radiate only if they move with acceleration, uniformly moving
charges do not radiate. This results from the principles of relativity, as a uniformly moving
charge can be observed in an inertial system where the charge is at rest and the charge at
rest does not radiate.
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3.1. X-ray scattering on a single electron

θ
ψ

Ein E
ε

Figure 3.2: X-ray scattering on an electron depending on the angle θ between the axis of the electric
field polarization and the position of the observation point. Ein corresponds to the incident wave, E
corresponds to the scattered field. Grey surfaces show equipotential scattering on the electron.

The electromagnetic waves emitted by the system carry away a certain amount of energy.
The energy flux is given by the Poynting vector, equal to

S = c
H2

4π
n . (3.6)

Then the intensity dI of the radiation is defined as energy passing through a unit area
per second, the unit area is placed at a distance R and covers the solid angle dΩ. It can be
written as

dI = SR2dΩ = c
H2

4π
R2dΩ . (3.7)

We will later see that the energy radiated by the system per unit time per solid angle dΩ
does not depend on the R and thus, the low of conservation of energy is fulfilled.

Combining Eq. (3.5) and Eq. (3.7), we have the equation for the intensity dI

dI =
1

4πc3 d̈2 sin2 θdΩ , (3.8)

where θ is the angle between d̈ and n (see Fig. 3.2).

We also can obtain the whole radiation intensity, since dΩ = 2π sin θdθ and by integrat-
ing dθ from 0 to π

I =
2

3c3 d̈2 . (3.9)

The process of the X-ray scattering can be conveniently described by the ratio of the
amount of energy emitted by the system in a given direction per unit of time (which we
have obtained above) to the energy flux density of the radiation incident on the system.
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3. X-ray interaction with matter

This ratio is called differential scattering cross-section (dσ/dΩ) and dσ can be written as

dσ =
dI
S

, (3.10)

where dI is radiated energy in dΩ and S is the Poynting vector of the incident plane wave,
both are time averaged. For the single electron in such conditions, Newton’s law works

meẍ = F = eEin , (3.11)

where me is electron mass, e is electron charge, the electron is accelerated by the incident
electromagnetic field Ein and F = eEin is the Lorenz force on the electron. For the second
time derivative of the dipole moment d̈ we then have

d̈ =
e2

me
Ein . (3.12)

Using it in the Eq. (3.8), we can obtain dI

dI =
e4

4πc3m2
e

E2
in sin2 θdΩ . (3.13)

Poynting vector of incident plane wave is S = c/(4π)E2
in, so from Eq. (3.10) we now can

calculate differential scattering cross-section dσ/dΩ

dσ

dΩ
=

(
e2

mec2

)2

sin2 θ . (3.14)

The term re = e2/(mec2) = 2.82 × 10−13 cm is called the classical electron radius and it
describes the electron interaction with the electromagnetic wave. From Eq. (3.14) the total
cross section

σ =
8π

3
r2

e (3.15)

and is equal to σ = 6.65 × 10−25 cm2. It is known as the Thomson scattering cross-section.

The term sin2 θ in Eq. (3.14) can be referred to as the polarization factor for scattering P
and plays an important role in different types of X-ray experiments [4]. The experiments
aimed to study scattering are mostly performed in the vertical scattering plane when P = 1.
If we want to avoid scattering and study fluorescence (which will be described later), it is
better to work in a horizontal scattering plane where P = 0. In general, polarization factor
P can be defined with the angle ψ = 90◦ − θ as

P =

{
1 vertical scattering plane

cos2 ψ horizontal scattering plane
(3.16)
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3.2. X-ray scattering on an atom

Compton scattering Above we have discussed the elastic scattering of electromagnetic
radiation by the electron. However, the inelastic scattering process can happen, as well
meaning that the scattered photon has a lower frequency than the frequency of the incident
photon. This process is called the Compton effect and is happening when the energy of
the incident photon is quite big, for example, in the range of hard X-ray energies. Part of
the energy of the photon is transferred to the electron leading to the decrease in energy
which corresponds to an increase in the wavelength of the radiated photon. The effect was
discovered by American physicist Arthur Compton in 1923 [42] during his experiments with
X-rays: for this discovery, Compton won the 1927 Nobel Prize in physics.

θλ

λ'

Figure 3.3: Compton scattering. An incident photon with the wavelength λ incoming on the electron.
A new photon is scattered with the new wavelength λ′ with angle θ to the initial direction. As it is
an inelastic process, the electron recoils with the energy conservation of the system.

The Compton effect produces incoherent radiation and is usually described by the shift
in wavelength of the scattered photon (see Fig. 3.3)

λ′ − λ =
h

mec
(1 − cos θ) , (3.17)

where λ′ is the wavelength after scattering, λ is the initial wavelength, θ is the scattering
angle. The constant h/mec = 2.43 × 10−11 cm is called the Compton wavelength of the
electron. The Klein–Nishina equation [43] gives the general definition of the differential
cross-section of scattering on a single free electron. For the low energy photons λ/λ′ can
be negligible and differential scattering cross-section is expressed with Eq. (3.14). In the
Compton scattering λ/λ′ can not be neglected and the total cross section decreases with
increasing the photon energy.

3.2 X-ray scattering on an atom

Now we will consider X-ray scattering on the atom. Such a process is mainly determined
by the bound electrons of the atom since the other charged particles besides the electrons
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3. X-ray interaction with matter

are protons which are 1836 times heavier. If we consider protons, the differential scattering
cross-section will, according to Eq. (3.14), be much smaller, specifically ∼ 1/(m2). That is
why we consider X-ray scattering only on the electrons of the atom. To describe the atom
we will use electron distribution ρ(r), and its integration over volume

∫
ρ(r)dr = Z, where

Z is the number of the electrons in the atom [4]. Another assumption that we make is that
electrons only scatter once. It is called the kinematical theory of X-ray diffraction and is also
known as the first Born approximation. Multiple scattering events are described by the dy-
namical theory and equations for scattering amplitudes, in this case, are more complicated.

The total scattering from an atom will be a superposition of the scattering from volume
elements containing electrons. As the incident wave interacts with the one volume element
and interacts with the other on the position r, this causes the phase difference

∆ϕ(r) = (kin − k f ) · r = q · r , (3.18)

where kin and kf are the wavevectors of the incident and scattered fields respectively, and q
is known as wavevector transfer or scattering vector (see Fig. 3.4). The elastic nature of scat-
tering gives us |kin| = |kf|, so wavevector transfer q describes the direction of scattering.
From the triangle we have |q| = 2|k| sin θ = (4π/λ) sin θ.

The volume element then contributes to the resulting scattering amplitude as −reρ(r)dr
with a phase factor described in Eq. (3.18): eiqr. The resulting scattering amplitude from
electrons in the whole volume r

A(q) = −re f0(q) = −re

∫
ρ(r)eiq·rdr , (3.19)

where re is the classical electron radius (or Thomson scattering length) and f0(q) is called
atomic form factor. Eq. (3.19) is known as the total scattering length of the atom or its ability
to scatter an X-ray. As we consider the atom as the nucleus with the charge cloud of the
electrons, after integration we have

f0(q) =
∫

ρ(r)eiq·rdr =

{
Z for q → 0

0 for q → ∞
(3.20)

Here for the large scattering vectors q → ∞, the electrons of the atom are scattering with
random phases which gives f0(q) → 0.

It can be noted that the right part of the Eq. (3.19) is a Fourier transform of the electron
density distribution. The intensity of the scattering is then

I(q) = |A(q)|2 . (3.21)
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3.2. X-ray scattering on an atom

Figure 3.4: X-ray scattering on the atom. The incident wave is shown with kin, and the scattered
wave in forward direction is shown with kf. The phase difference is shown with kin · r and kf · r.

Scattering from the molecule can be considered as the scattering from the group of atoms
each denoted by j

Fmol(q) = ∑
j

f j(q)eiq·rj , (3.22)

All above was discussed with the assumption that electrons are free, however, in reality,
electrons are bound to the atoms. The energy of highly bound electrons (of K and L shells)
is much bigger than the one of the electrons in less bound shells (M shell). When the inci-
dent energy of X-rays is higher than all binding energies of the atom, all electrons can be
considered free which gives the total scattering length shown in Eq. (3.19). At lower X-ray
energies, the corrections to the atomic form factor in Eq. (3.20) have to be introduced

f (q, ω) = f0(q) + f ′(ω) + i f ′′(ω) , (3.23)

where f ′(ω) and f ′′(ω) are the real and imaginary parts of the so-called dispersion correc-
tion. When X-ray energy is close to the energy of the absorption edge (when the frequency of
the X-rays is close to the frequencies of the bound electrons), the resonant effect can lead to
the stronger scattering displayed by f ′. That’s why f0(q) is called non-resonant scattering
term and f ′(ω) and f ′′(ω) are resonant terms. Previously it was called ”anomalous dis-
persion”. Besides the real part of the dispersion correction, we expect the phase difference
between the electron and the incident field. It is shown with the term f ′′(ω) and it is related
to the absorption and is proportional to the absorption cross-section (see Chapter 3.5). Both
the real and imaginary parts of the dispersion correction are specific for different chemical
elements and highly depend on ω.
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3. X-ray interaction with matter

3.3 X-ray scattering on an isolated particle

Here we will consider scattering from an isolated particle with the assumption that it
is uniformly charged. Also, we will be looking at small scattering angles. This approach
is called small angle X-ray scattering (SAXS) and allows revealing information on the size
and morphology of the isolated particles, polymers, and crystals. In this case, scattering
intensity can be written as

I(q) = (ρsl)
2
∣∣∣∣∫V

eiq·rdV
∣∣∣∣2 , (3.24)

where ρsl = ρat f (q) is the scattering length density (the term −re is implied), f (q) is the
atomic form factor, ρat is the atom density of the particle, V is volume of the particle. By
introducing a single particle form factor

F(q) =
1
V

∫
V

eiq·rdV , (3.25)

we can rewrite Eq. (3.24) as
I(q) = (ρsl)

2V2 |F(q)|2 . (3.26)

The form factor of different shapes and sizes usually has to be calculated according to
Eq. (3.25). For simple shapes, it is well known and, for example, for the sphere with the
radius R it is calculated as

F(q) =
1
V

∫ R

0

∫ 2π

0

∫ π

0
eiqr cos θr2 sin θdϕdθdr =

4π

V

∫ R

0

sin(qr)
qr

r2dr = 3
sin(qR)− qR cos(qR)

(qR)3 =
3J1(qR)

qR
, (3.27)

where J1(qR) is the Bessel function of the first kind. For q → 0 we have |F(q)|2 = 1 and
I(0) = (ρsl)

2V2. So as expected, the scattered intensity is proportional to the number of
electrons in the particle squared. Examples of the scattered intensity from the spherical
particles of the different radii are shown in Fig. 3.5.

If we want to take into account that the scattering length density is not uniform, the
electron density of the particle ρp(r) can be written as

ρp(r) = ρ(r)⊗ [ρat(r) · sp(r)] , (3.28)

where ρ(r) is the electron density of the atom, sp(r) is the shape function (which is ’1’ inside
the particle and ’0’ outside), and ⊗ denotes convolution which is by the definition f (t) ⊗
g(t) =

∫
f (τ)g(t − τ)dτ. The Convolutional theorem [44] states that the Fourier transform

of a convolution of two functions is the product of their Fourier transforms and another way
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3.3. X-ray scattering on an isolated particle
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Figure 3.5: Scattering from a spherical particle of different radii. The blue line shows the intensity
recorded by the detector from the scattering of the spherical particle with the radius R, orange line -
from the spherical particle with the radius 2R.

around
F [ f (t)⊗ g(t)] = F [ f (t)] F [g(t)] . (3.29)

The general form of the scattering intensity can be expressed as

I(q) =
∣∣∣∣∫V

ρsleiq·r
∣∣∣∣2 . (3.30)

Taking the total electron density given by Eq. (3.28) and introducing particle form factor as
integral over the volume of the shape function s(r)

Fp(q) =
1

Vp

∫
V

sp(r)eiq·rdV , (3.31)

we have the scattering intensity

I(q) = V2| f (q)|2
∣∣∣∣∫V

ρat(r)eiq·rdV ⊗ F(q)
∣∣∣∣2 . (3.32)

The described method is widely used in X-ray science applications [45]. The structural
determination of nanoparticles, macromolecules, and viruses can be performed in the so-
called single particle imaging (SPI) experiments which will be discussed in Chapter 5.
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3. X-ray interaction with matter

3.4 X-ray scattering on a crystal

X-ray scattering is a powerful non-destructive experimental technique where the sample
is illuminated by an x-ray beam. In this way, diffraction patterns can be recorded which
contain information about the intensities and angles of scattering. X-ray diffraction on a
crystal was studied by Max von Laue [2, 46] and by William Bragg [3] at the beginning of
the 20th century. Since then it has become one of the most fascinating areas of science to
study crystalline structures.

A crystal is a solid material containing the elements (such as atoms, molecules, ions etc.)
formed into an ordered microscopic structure. It can be described with the translational
vector Rn (see Fig. 3.6)

Rn = n1a1 + n2a2 + n3a3 , (3.33)

where a1, a2 and a3 are vectors forming a unit cell which is a basic structural element of
the crystal lattice and the lattice is formed by the translational symmetry of the unit cell.
In Eq. (3.33), n1, n2 and n3 are integer numbers. While speaking of the crystal and its unit
cell, usually the primitive unit cell is discussed. It means that the unit cell is described by
primitive lattice vectors, and it forms the smallest possible volume.

Figure 3.6: Crystal representation with the translational vector Rn, a1, a2 are forming the unit cell of
the rectangular lattice. Red dashed lines show (01) planes, blue dashed lines show (10) planes, and
green dashed lines show (42) planes, where d is the spacing between the planes.

The scattering amplitude of the crystal can be written as

F(q) = −re

All atoms

∑
l

fl(q)eiq·rl , (3.34)

where fl(q) is the atomic form factor of the atom l in the position rl = Rn + rj, rj is the
position of the atom in the unit cell. In this case, the Eq. (3.34) for the infinite crystal can be
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3.4. X-ray scattering on a crystal

rewritten with the two terms

F(q) = −re ∑
n

eiq·Rn ∑
j

f j(q)eiq·rj , (3.35)

where the first term is responsible for the lattice scattering and the second term for the unit
cell scattering. The latter is called the unit cell structure factor

Fuc(q) = −re ∑
j

f j(q)eiq·rj . (3.36)

The scattering from the crystal can also be described via the convolution theorem. If
we consider the crystal as the convolution of the lattice and basis (unit cell) part, then the
scattering amplitude will be the Fourier transform of the whole crystal structure. Which
according to the convolution theorem is the product of Fourier transforms of the lattice and
basis parts. In calculations, Discrete Fourier Transform (DFT) is used.

Miller indices When we talk about X-ray diffraction on the crystal, another useful term is
Miller indices. The Miller indices describe the X-ray diffraction from certain plains of the
crystal. They are denoted as (h, k, l) are characterized as the plane with the intersections
a1/h, a2/k, a3/l on the (a1, a2, a3) respectively (see Fig. 3.6). For the one plane family, all
plains are equally spaced and, for example, for the cubic lattice the lattice spacing is

dhkl =
a√

h2 + k2 + l2
. (3.37)

where a is the lattice parameter.

Laue condition Laue determined the conditions when we can observe interference max-
ima as a result of the X-ray diffraction on the crystal. They are seen when the waves scattered
by the crystal atoms coincide in phase or differ by an integer number of periods n which al-
lows constructive interference. This is shown by the first sum in Eq. (3.35)

q · Rn = 2π · n . (3.38)

As Rn is described by Eq. (3.33), the condition in Eq. (3.38) can be satisfied, when

q = ha∗1 + ka∗2 + la∗3 , (3.39)

where h, k, l are Miller indices, and (a∗1 , a∗2 , a∗3) are the basis vectors in so-called reciprocal
space. In this terms, right part of the Eq. (3.39) is describing reciprocal lattice with the vector
G, so that G ·Rn = 2π(hn1 + kn2 + ln3). The right part gives us an integer number of 2π and
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3. X-ray interaction with matter

so we have the Laue condition for the constructive interference of scattering on the crystal

q = G . (3.40)

This is also known as the Laue condition of X-ray diffraction: we can observe intensity from
the elements of the crystal if the momentum transfer vector q is equal to the reciprocal lattice
vector G. These intensity spots are called Bragg peaks. The intensity of the Bragg peaks is
described by the absolute square of the unit cell structure factor.

The reciprocal lattice vectors (a∗1 , a∗2 , a∗3) are constructed so ai · a∗j = 2πδij, where δij is the
Kronecker symbol. In three dimensions

a∗1 = 2π
a1 × a3

a1 · (a2 × a3)
; a∗2 = 2π

a3 × a1

a1 · (a2 × a3)
; a∗3 = 2π

a1 × a2

a1 · (a2 × a3)
. (3.41)

Bragg’s Law The Laue condition of X-ray diffraction on the crystal is equivalent to Bragg’s
Law which states

mλ = 2d sin θ , (3.42)

where m is an integer number, λ is the X-ray wavelength, d is the lattice plane spacing, θ

is the incident angle (or Bragg angle). Bragg diffraction happens when the X-rays with the
wavelength λ are hitting the crystal surface at a certain angle and experiencing constructive
interference.

2θ
kin

kf
q = Ghkl

O
kin

kf
q = Ghkl

k'f

k'in

q' = Gh'k'l'

a) b)

Figure 3.7: (a) The Ewald sphere for 2D crystal and the scattering triangle. The reciprocal lattice
structure is shown with the dots. The incident radiation is kin and the scattered wavevector is k f . If
another point of the reciprocal lattice lies on the Ewald sphere (red circle), then multiple scattering
happens. (b) For the polychromatic X-ray beam with different X-ray wavelengths, Ewald spheres
cross different reciprocal lattice points. Their difference represents the monochromaticity of the inci-
dent beam.

To prove that the Laue condition of X-ray diffraction on the crystal is equivalent to
Bragg’s Law, it is useful to look at the Ewald’s sphere shown in Fig. 3.7. Since we consider
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3.5. X-ray absorption

elastic scattering and |k f | = |kin| = |k|, we can represent X-ray diffraction on the crystal
with the sphere (which is called Ewald sphere) with the radius of |k| = 2π/λ and fulfilling
the Laue condition. In other words, if we want to observe another point of the reciprocal
lattice, we should either rotate it or adjust the energy of the incident beam.

By the definition, the momentum transfer vector is |q| = kin − k f . Since the Ewald
sphere intersects another element of the reciprocal lattice, the Laue condition is valid and

q = |Ghkl| = 2|k| sin θ . (3.43)

Reciprocal vector Ghkl can be also described in the terms of the Miller indices and the
distance between certain plains which contributes to the diffraction. The more general way
of Eq. (3.37) is

|Ghkl| =
2π

dhkl
= |ha∗1 + ka∗2 + la∗3 | . (3.44)

which in combination with the previous equation gives us Bragg’s law in Eq. (3.42).

The thickness of the Ewald sphere ∆kin is determined by the monochromaticity of the
incident beam. It should be taken into account, because under certain conditions it can make
a significant contribution, for example, while calculating q values on the detector.

3.5 X-ray absorption

Above the scattering process was considered as a result of X-ray interaction with an atom
or a molecule. Another process that can happen is photoelectric absorption – X-ray photon
can be absorbed by the atom and according to the law of conservation of energy, the atom
is releasing the electron. It is also described with the X-ray intensity I(z) depending on the
penetration position z of the sample

−dI(z) = I(z)µdz , (3.45)

where µ is the linear absorption coefficient. The solution of this differential equation is
known

I(z) = I0e−µz , (3.46)

where I0 is the X-ray intensity of the incident beam at the position z = 0.

As the X-ray scattering, X-ray absorption is also characterized by the absorption cross-
section. It depends on the atomic number Z4 which helps to distinguish different materials.
It is also proportional to the photon energy 1/E3, tuning this parameter helps to get the
desired penetration depth into the material. The linear absorption coefficient µ is related to
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3. X-ray interaction with matter

the absorption cross-section σa via

µ = ρaσa =
ρmNa

M
σa , (3.47)

where ρa is the atomic density, ρm is the mass density, Na is the Avogadro’s number, M is the
molar mass.

For the composite material, the linear absorption coefficient µ becomes the sum of differ-
ent kinds of atoms i

µ = ∑
i

ρat,iσa,i . (3.48)

As was said above, photoelectric absorption is the process when an X-ray photon is ab-
sorbed by the atom, the energy is passed to the electron of the inner shell and the atom is
releasing the electron. The appeared hole can be filled in two different ways. The first is
called fluorescent X-ray emission. In this case, the hole is filled with the electron from the
outer shell, emitting a photon with the energy corresponding to the binding energy between
the shells. Another case is the so-called Auger electron emission. In this case, the inner shell
vacancy is filled with another electron of the atom. This is happening with the emission of
the electron from the same atom. The second emitted electron is called an Auger electron.
Both processes are schematically shown in Fig 3.8. The Auger emission process was first
discovered in 1922 by Lise Meitner [47]. Independently, french scientist Pierre Victor Auger
discovered it in 1923 [48].

Figure 3.8: (a) The photoelectric absorption process – the atom is releasing the ionized electron. Then
two following options can happen: (b) Fluorescent X-ray emission, accompanied by emitting the
photon and (c) Auger electron emission, accompanied by emission of the second electron.

The X-ray absorption is studied in different kinds of experiments, and a lot of methods
were developed based on the X-ray absorption features. As the absorption cross-section is
following the 1/E3 dependence, at characteristic energy (K-edge energy) there is a signifi-
cant rise in the cross-section value due to the ionization of the K-electron. Then the value is
following the mentioned energy dependence. This is studied in Extended X-ray Absorption
Fine Structure (EXAFS) and X-ray Absorption Near Edge Structure (XANES) experiments.
As the absorption cross-section is following the Z4 dependence, this allows observing good
quality contrast between different types of matter.
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3.6 Coherence

Coherence is an important parameter of X-rays used in many applications which are de-
scribed in detail in Chapter 4 and Chapter 5. Coherence is an idealization concept which
determines the possibility to observe temporal and spatial interference which is, for exam-
ple, very crucial for x-ray imaging experiments. In general, coherence characterizes the
correlation between wave fields, so it is usually described with the first order correlation
function [10]

Γ(r1, r2, t1, t2) = ⟨E∗(r1, t1)E(r2, t2)⟩ , (3.49)

where we are considering two complex valued fields E(r1, t1) and E(r2, t2) in two different
points r1 and r2 and at different times t1 and t2. The brackets stand for the ensemble average
and are defined as

⟨ f (r, t)⟩ = lim
N→∞

1
N

N

∑
τ=1

f (τ)(r, t) , (3.50)

where the statistical function f (r, t) has N different realizations and f (τ)(r, t) is one realiza-
tion τ from the whole ensemble. If we are considering stationary fields where all ensemble
averages are independent of the origin of time, then

Γ(r1, r2, t, t + τ) = Γ(r1, r2, τ) . (3.51)

Plus, the fields are considered to be ergodic which means that the sum (statistical aver-
age) in Eq. (3.50) can be replaced by the time average

⟨ f (r, t)⟩t = lim
T→∞

1
2T

∫ T

−T
f (r, t)dt . (3.52)

At the same point r, Γ(r, r, τ = 0) denotes the time average of instantaneous intensity
I(r, t)

⟨I(r, t)⟩t = Γ(r, r, τ = 0) = ⟨|E(r, t)|2⟩t . (3.53)

The cross-correlation function Γ(r1, r2, τ) is known as the mutual coherence function, and it
can be normalized

γ(r1, r2, τ) =
Γ(r1, r2, τ)√

⟨I(r1, t)⟩
√
⟨I(r2, t)⟩

, (3.54)

which is called the complex degree of coherence and can have values from 0 to 1.

If γ(r1, r2, τ) = 0, the waves are fully incoherent and γ(r1, r2, τ) = 1 corresponds to the
fully coherent case. The modulus of the degree of coherence corresponds to the contrast of
the interference fringes.
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The volume where the waves of the electromagnetic field are highly correlated is called
the coherence volume (see Fig. 3.9 (a)). The characteristic dimensions of this volume in the
spatial and temporal domains are called the transverse and longitudinal coherence lengths.

The longitudinal coherence length is responsible for the monochromaticity of the beam
and shows the distance in the propagation direction when two waves are out of phase.
Considering we have two waves with the wavelengths λ and λ + ∆λ, they will be out of
phase at the distance equal to longitudinal coherence length Ll. Then at the distance 2Ll,
they will be in the phase again (see Fig. 3.9 (b)), so

2Ll = Nλ = (N + 1)(λ + ∆λ) , (3.55)

where N is the number of wavelengths in the distance 2Ll. Considering N ≈ λ/∆λ, we
have for the longitudinal coherence length 2Ll

Ll =
1
2

λ2

∆λ
. (3.56)

As one can see from Eq. (3.56), the more narrow the spectral bandwidth of the beam is, the
better the longitudinal coherence is. It can be estimated for the 3rd generation synchrotrons.
There the longitudinal coherence is defined by the energy resolution of the monochromator
used, usually, it is a crystal. At PETRA III P10 beamline, Si(111) double crystal monochro-
mator is used. Considering the photon energy λ = 8 keV and energy resolution of ∆λ/λ ≈
10−4, the longitudinal coherence length Ll is approximately 1 µm. So we can assume that
we obtain high contrast diffraction pattern from the desired object if its size does not exceed
the longitudinal coherence length of 1 µm.

Figure 3.9: (a) The coherence volume. The red arrow shows the direction of propagation. The di-
mensions of the coherence volume are defined by the longitudinal coherence length Ll and trans-
verse coherence length Lt. (b) Schematic representation of the longitudinal coherence length Ll . Two
waves (green and red) with the wavelengths λ and λ′ = λ + ∆λ. (c) Schematic representation of the
transverse coherence length Lt. The difference between two waves is ∆θ and the distance between
two sources is D. The concept of (b) and (c) was adapted from [4].
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The transverse coherence length is responsible for the difference in the propagation di-
rections of the waves. For example, we have two waves which are propagating with a differ-
ence of angle ∆θ (see Fig. 3.9 (c)). In this case, the transverse coherence length shows where
the two waves will be out of phase. Solving the problem where two waves will be in phase
again, we have 2Lt∆θ = λ and Lt = λ/(2∆θ). If two waves are produced from two sources
at the distance D and the distance to the observation point is R, then ∆θ = D/R and the
final transverse coherence length Lt is

Lt =
1
2

λ

(D/R)
=

λ

2
R
D

. (3.57)

As one can see from Eq. (3.57), the fully incoherent source of radiation is allowed to have
non-zero transverse coherence length at large distances R. Eq. (3.57) is derived geomet-
rically, the transverse coherence is accurately determined by the Van Citter-Zernike theo-
rem [49] and had additional π in the denominator. It can also be estimated for the PETRA
III synchrotron: taking the photon energy λ = 8 keV, R = 90 m for the P10 beamline sta-
tion, the size of the photon beam is 6 µm and 36 µm in vertical and horizontal directions
respectively. It gives 360 µm and 60 µm of transverse coherence length in both directions.

Coherent properties of the X-ray sources are considered to be of great interest in order
to make them applicable for different studies and X-ray experiments. In Chapter 2 we have
already mentioned that 4th generation synchrotron sources and XFELs were built to fully
exploit coherent X-ray radiation.
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Chapter 4

X-ray imaging techniques

4.1 Overview

Microscopic studies of living organisms and their basic smallest units – cells – are of
great interest to biology, chemistry, and physics. Biological cells vary in size from 1 µm to
100 µm, while the proteins are from 1 to 100 nm in size. For almost four centuries, visible
light microscopy, based on lenses, has been the main technology for studying such systems.
It is possible to obtain images of living cells with a resolution defined by the Abbe diffraction
limit for a microscope (Eq. (1.1)) of hundreds of nm but it is not enough to determine the
atomic structure of the object.

Scientific interest in the structure and evolution of the smallest living objects motivated
for development of advanced microscopic techniques. To probe the sample structure with
higher resolution, radiation of a much smaller wavelength than visible light has to be used.
In the 20th century after the discovery of X-ray radiation, X-ray microscopy started develop-
ing. X-rays with the wavelengths of Ånströms, make it possible to determine the positions
of individual atoms. The energy of X-ray photons ranges from several hundred eV to tens
of keV. This range covers the values of binding energy in atoms for all chemical elements.
X-ray microscopy is widely used to characterize the structure of various systems; one of
the main directions is the imaging of biological objects and materials. Another advantage
is the weak interaction with the matter which enables non-destructive probing of the bulk
samples. However, radiation damage to the sample can become an issue when X-ray mi-
croscopy techniques are used.

Tomographic Imaging It is well known that the first x-ray radiographic image was taken
by Wilhelm Röntgen in 1895. The technique evolved through time and is now widely used
in medical imaging and non-destructive imaging in many industries. In modern medicine,
Computer Tomography (CT) [50] is routinely used to obtain x-ray images of the 3D data
by its slicing. The physicist Allan M. Cormack and engineer Godfrey N. Hounsfield were

45



4. X-ray imaging techniques

awarded the Nobel Prize in Physiology or Medicine in 1979 [51] for the development of CT.
The observed parameter is the X-ray absorption coefficient µ (see Chapter 3.5) determined
from X-ray attenuation by the body tissues. The technique is based on collecting 2D X-ray
images taken from different angles. Each image is then Fourier transformed to reciprocal
space where it is treated as the slice of the 3D Fourier transform of the whole object. To
obtain its real space volume, the Fourier slice theorem is applied. In the 2D case, it states the
following

F1P1 = S1F2 , (4.1)

where F is the Fourier transform operator, P is the projection operator, and S is the cen-
tral slice operator, 1 and 2 denote the dimensions. In other words, the Fourier transform of
the projected 2D function is equal to the central slice of the Fourier transform of the same
2D function. During CT, 2D x-ray images are collected and then their Fourier transform
is interpolated into the one 3D Fourier transform of the sample. For that purpose, com-
puter tomographic reconstruction algorithms are used, such as the filtered back projection
method. It allows to enhance each slice and then modify them into the real space by inverse
Fourier transform. Real space slices are then combined into real space 3D image of the stud-
ied object. From the reconstructed 3D density of the object, 2D slices of interest could be
obtained.

Scanning transmission X-ray microscopy Scanning transmission X-ray microscopy [52]
(STXM) is based on measuring absorption by using the zone plate lenses (see Fig. 4.1 (a)).
The Fresnel zone plates (FZP) [53] allow producing images of high spatial resolution. They
can be thought of as diffraction gratings of the circular form with the concentric grating
lines called zones. The zone width is decreasing with the position from the center. Due
to constructive interference, the zone plates can focus x-rays into a small confined spot to
probe material in STXM. The resolution achieved with such a method is in the order of
10 nm [54]. In such experiments, x-ray radiation is focused on the sample, transmitted
through it, and recorded with the detector as a function of the position where the sample
was scanned. STXM is often used with other modalities. In combination with X-ray absorp-
tion spectroscopy, transmission images are measured at a series of wavelengths near one
of the absorption edges thus providing information about the elemental composition and
electronic structure [55]. In addition, fluorescent and photoelectric photons can be recorded
as a function of the scanned position.

Full-field transmission X-ray microscopy Full-field transmission X-ray microscopy [56]
(TXM) is also based on using the zone plates and they give the full 2D image on the detector
(see Fig. 4.1 (b)). It is often used to illuminate the nanoscale structure of different biological
samples. In full-field TXM, objective zone plates are used, they are collecting the transmitted
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Figure 4.1: (a) Scanning transmission X-ray microscopy. The 2D images are obtained by scanning the
sample. (b) Full-field transmission X-ray microscopy. The whole 2D image of the spatial absorption
distribution is recorded by the detector. (c) Scanning transmission electron microscopy and (d) trans-
mission electron microscopy are using electrons for structural determination of biological objects and
allow to achieve angstrom resolution.

and diffracted radiation and construct the image on the detector. This technique can also be
updated to the soft X-ray tomography (SXT) [57] which involves many projection images.
This implies high total exposure, therefore it is important to use dose-efficient measurement
strategies when radiation-sensitive objects are studied.

Transmission electron microscopy A widely used complementary alternative to X-ray mi-
croscopy in the study of structures with high resolution is electron microscopy (see Fig. 4.1
(d)). The method uses accelerated electrons and allows to study materials with better res-
olution and of smaller sizes. With appropriate sample preparation, the transmission elec-
tron microscope (TEM) allows determining the structure of non-crystalline biological ob-
jects with a resolution of up to several nanometers [58] and even smaller [59]. For crystalline
objects, the limit of the obtained resolution is several Å, which allows imaging individual
atoms [60, 61]. Electron microscopes are using electron optical lens systems to focus the
electron beam. TEM has become the standard and well-known tool for structural studies in
biology. It is based on electron diffraction and benefits over, for example, X-ray crystallog-
raphy because there is no need to solve phase problem (missing phase information while
intensity is recorded by the detector).

The main limitation of electron microscopy is related to a strong interaction of electrons
and matter. The mean free path of electrons in a substance is less than 500 nm which limits
the maximum thickness of the sample. When studying the structure by electron microscopy,
the sample is frozen and cut into layers with a thickness of no more than a micron, and
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damage occurs in the sample structure. Compared to electrons, the X-ray beam has a higher
penetration depth and allows non-destructive studies of material.

Scanning transmission electron microscopy Scanning transmission electron microscopy
(STEM) is based on scanning the sample with the focused electron beam and recording
transmitted intensities (see Fig. 4.1 (c)). The position of the sample where the signal was
generated and the recorded signal on the camera are then matched. Typically, the STEM
technique has lower resolution compared to TEM thus allowing to study thicker objects [62].
While TEM and STEM techniques provide a resolution of about 1 Å, electron ptychography
imaging recently achieved a resolution of 0.2 Å [63].

Cryogenic electron microscopy Another powerful technique to study biological materi-
als with high resolution is cryogenic electron microscopy (cryo-EM) [64–66] which currently
outperforms other methods of analysis of single particles, including viruses. Cryo-EM en-
ables the imaging of biological particles with a resolution up to interatomic distances and is
actively used in structural biology and material science. In this method, studied samples are
frozen to cryogenic temperatures. Preparing the sample for cryo-EM is a difficult process,
however, it has some benefits over, for example, X-ray crystallography. Samples do not have
to be crystallized and the resulting resolution does not depend on the crystal quality. Typi-
cal resolution achieved in cryo-EM is less than 4 Å and the improvement of the technique is
still ongoing [67]. The Nobel Prize in Chemistry was awarded to J. Dubochet, J. Frank, and
R. Henderson ”for developing cryo-electron microscopy for the high-resolution structure
determination of biomolecules in solution” in 2017.

4.2 Coherent X-ray Diffractive Imaging

Coherent X-ray Diffractive Imaging (CXDI) [68–73] is a lens-less x-ray imaging technique
which uses constructive interference to recover structural information of the sample in a
dose-efficient way. This method allows achieving a resolution of up to several nm when
determining the structure of the samples. In the study of biological samples, the CXDI tech-
nique complements electron microscopy in terms of spatial resolution, contrast in the struc-
ture of objects, and general possibilities. At the same time, the CXDI has several advantages.
This method is highly sensitive to changes in the density of biological objects which allows
reconstruction of the sample with the internal volume.

Optical elements (such as Fresnel Zone Plates (FZP), Kirkpatrick-Baez (KB) [74] mirrors
or compound refractive lenses (CRL) [75]) are used for the focusing of the X-ray beam. At
the same time, there are no optical elements between the sample and the detector in CXDI
experiments which simplifies the measurement at the cost of data analysis complexity. The
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intensity of the diffraction patterns measured in CXDI experiments decreases as I(|q|) ∝
|q|−k, where k ranges from 3 to 4 depending on the geometry [76, 77]. The resolution in
CXDI method is theoretically limited by the highest momentum transfer |q| at which the
measured intensity exceeds the noise level.

The calculation of the wave field propagation in CXDI can be simplified within certain
approximations. The near-field (Fresnel) and far-field (Fraunhofer) approximations are de-
scribed with the Fresnel number

N f =
D2

λz
, (4.2)

where D is the size of the aperture, λ is the wavelength of the incident wave, and z is the
distance from the aperture. If N f ∼ 1, Fresnel diffraction or the near-field is applied. If
N f ≪ 1, implying that the size of the aperture is much smaller than the wavelength and the
propagation distance, Fraunhofer diffraction or the far-field is applied. In CXDI, far-field
diffraction of a coherently illuminated object is recorded.

There are two main ways to perform CXDI experiments. The first one is based on the
recording forward scattering signal in the transmission geometry (Fig. 4.2). It is typically
used for imaging non-crystalline objects. The second one is based on recording diffracted
x-rays from the sample oriented to fulfill the Bragg condition (see Fig. 4.3). Therefore this
method is called Bragg Coherent X-ray Diffractive Imaging (BCDI). It is used for imaging
crystalline objects. Later in this Section, we will discuss this method in more detail.

Coherent X-ray Diffractive Imaging in forward direction The typical scheme of the CXDI
experiment in the forward scattering geometry is shown in Fig. 4.2. In this case, the electron
density of the object is reconstructed. The assumptions which are made here are that the
scattering is weak (single scattering events) and it is neglecting diffraction within the scat-
tering volume (projection approximation [69]). With these assumptions, the transmitted and
scattered waves coexist and can be comparable in terms of intensities.

After exiting the object, the further propagation of the wave field can be described as

A(q) = |A(q)| eiφ(q) ∝ F{P(r)O(r)} , (4.3)

where φ(q) is the phase, P(r) is the probe function, T(r) is the object transmission ampli-
tude, and O(r) is the object function so that O(r) = T(r) eiφ(r).

Eq. (4.3) uses a simple Fourier transform as we consider that detector is located in the far-
field region. The wave propagated through the object in Eq. (4.3) is called the exit surface
wave. If one can reconstruct the exit surface wave and the incident wave (or it is known), the
projected electron density of the object can be obtained. This is used in ptychography [78]
which is a scanning CXDI method using divergent waves for studying extended objects.
Different set-ups are used in ptychography, such as classical pinhole set-up where a chosen
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Figure 4.2: (a) Experimental set-up for CXDI experiment in forward direction. X-rays with the wave-
length λ are illuminating the sample, the scattered intensity is recorded by the detector in the far-field.
(b) Example of the structures which could be analyzed in CXDI. This is SEM of the gold mesocrystal
consisting of the 60 nm particles. (c) An example of the diffraction pattern from the CXDI experiment
with this mesocrystal at PETRA III synchrotron.

pinhole sets the size and the shape of the incident X-ray beam. In the framework of this
Thesis, a plane incident wave is used on an isolated particle, so the term of P(r) will be
omitted.

The detector in CXDI records 2D diffraction patterns in the far-field, each of them cor-
responding to the cross-section in reciprocal space and is described by the Ewald sphere.
Each diffraction measurement recorded by the detector contains information only about the
amplitude of the generally complex-valued wave field

I(q) = |A(q)|2 , (4.4)

where I(q) is the measured intensity and A(q) is the scattering amplitude of the object. It is
important to note that the phase information is missing. In CXDI the sample is rotated and
by collecting diffraction patterns at different angles, the whole reciprocal space of the object
can be constructed

A(q) ∝
∫

ρ(r)eiq·rdr . (4.5)
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The procedure to transform the reciprocal space volume to the real space electron density of
the object will be described in Sec. 4.3.

Bragg Coherent X-ray Diffractive Imaging As mentioned at the beginning of Section 4.2,
BCDI is the experiment when the Bragg condition (see Eq. (3.42)) is satisfied. It is used
for imaging crystalline objects and the measurements of the diffracted signal are performed
in the vicinity of the selected Bragg peak. It allows studying material properties of the
semiconducting nanowires [79], strain fields in nanocrystals [73, 80–82]. For example, a
recent BCDI experiment [83] showed structural changes in a platinum nanoparticle of 160
nm diameter under different reaction conditions.

The typical scheme of the BCDI experiment is shown in Fig. 4.3. The X-ray diffraction
patterns are the result of the constructive interference on the crystallographic planes of the
sample and are recorded by an area detector. Bragg geometry allows seeing defects in the
crystal lattice with the broadening of the corresponding Bragg peak. In the BCDI experi-
ments, not only strain fields and atomic structure can be studied, but it is also possible to
obtain the shape of the crystal as the facets of the crystal bring additional scattering contri-
bution to the diffraction pattern. The real-space reconstruction in the BCDI method is com-
putationally obtained from the measured diffraction intensities using the phase retrieval
techniques. (see Sec. 4.3).

The scattering amplitude of an infinite crystal was expressed by Eq. (3.35). Here we will
consider the crystalline object to be finite [84] and to have a shape denoted with the shape
function s(r) that is ’1’ inside the volume of the crystal and ’0’ outside the volume. The total
electron density ρ(r) is now combined not only of unit cell factor ρuc(r) and lattice factor
ρ∞(r) but also the shape function s(r)

ρ(r) = ρuc(r)⊗ [ρ∞(r) · s(r)] . (4.6)

Applying the convolution theorem (Eq. (3.29)), we have for the scattering amplitude A(q)

A(q) = Fuc(q) · ρ̂∞(q)⊗ ŝ(q) , (4.7)

where Fuc(q) is the unit cell structure factor from Eq. (3.36) and ρ̂∞(q) is the lattice factor
and can be written as

ρ̂∞(q) =
(2π)3

Vuc
∑
hkl

δ(q − Ghkl) . (4.8)

Here Vuc is the volume of the unit cell, Ghkl is the reciprocal lattice vector, and δ(q − Ghkl)

denotes the Dirac delta function.

With the presence of the defect in the crystal, the structure is deformed which can be
described with the displacement u(r). In this case, the electron density of the crystal has an
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Figure 4.3: (a) Experimental set-up for BCDI experiment. X-rays with the wavelength λ are illuminat-
ing the sample, the scattered intensity is recorded by the detector in the Bragg geometry. (b) Example
of the structures which could be analyzed in BCDI. This is an SEM of the platinum nanoparticle with
a size of 117.6 nm. (c) One example of the diffraction patterns from the BCDI experiment with this
nanoparticle at PETRA III synchrotron.

additional displacement term in the sum of all atoms

ρ(r) =
N

∑
n=1

M

∑
j=1

ρnj(r − Rnj − u(Rnj)) , (4.9)

where Rnj = Rn + rj is the position of the atom j in the unit cell n.

The scattering amplitude A(q) then also has this additional displacement term

A(q) =
N

∑
n=1

Fn
uc(q)e

−iq·u(Rn) e−iq·Rn , (4.10)

where Fn
uc(q) is a structure factor of the unit cell n. Having finite crystal with the shape

function s(r), the scattering amplitude around the Bragg peak is then

A(Q) =
∫

s(r)e−iGhkl ·u(r) e−iQ·rd(r) , (4.11)

where Q = q − Ghkl.
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From Eq. (4.11), it is seen that in the case of the perfect crystal, we observe symmetric
intensity distribution of the Bragg peak. However, the strain in the crystalline object leads
to asymmetry of the Bragg peak, the higher the strain, the more asymmetric the Bragg peak
is because of the displacement contribution to the phase of the object function. BCDI ex-
periments are performed by rotation around the Bragg peak position so that one can collect
several cross-sections through reciprocal space. Then the recorded diffraction patterns are
merged into the single 3D distribution of intensities in reciprocal space. This 3D distribu-
tion is used for computing the missing phase distribution and reconstruction of the object
function in real space by means of phase retrieval algorithms. From Eq. (4.11), we see that
the amplitude of the reconstruction result denotes the shape of the sample and the phase
corresponds to the projection of the displacement field on the reciprocal lattice vector. It
plays an important part in the operando studies, for example, BCDI is actively used [85] for
high-resolution structural characterization of the nanoparticles in coin cell batteries.

Phase problem In CXDI experiments only the amplitude of the complex-valued wave field
is measured √

I(q) = |A(q)| . (4.12)

Without the phase information, the inverse Fourier transform will not give the correct real
space image of the sample which is referred to as the phase problem in optics [86]. Through-
out the years, different techniques have been developed using additional constraints for
recovering the phases from the measured intensities. Various iterative phase retrieval tech-
niques [87, 88] have been developed to solve this complex problem efficiently. The following
Section is dedicated to different iterative phase retrieval algorithms used in this Thesis.

Sampling In X-ray imaging techniques, the scattering signal is recorded by 2D detector
with the finite number of pixels that sample the continuous diffraction pattern. The fre-
quency of such a discrete representation of a continuous function is generally known as the
sampling rate. The minimum sampling rate for the highest measured frequency is defined
by the Nyquist-Shannon theorem [89, 90] (or Kotelnikov theorem [91]). Shannon’s inter-
pretation is the following: if spectrum of the signal contains frequencies less or equal to
n Hz, the signal can be completely resolved by a set of values spaced 1/(2n) seconds be-
tween them. Kotelnikov theorem states basically the same: any function which contains
frequencies from 0 to fc, can be transferred continuously with any precision using numbers
following one after another with the spacing of 1/(2 fc) seconds.

In X-ray imaging, the concept above is also applied. As in Eq (4.12), if we take the Inverse
Fourier transform of the measured intensity, we obtain the auto-correlation of the wave field

F−1{I(q)} = A∗(−r)⊗ A(r) , (4.13)
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while
I(q) = |F{ρ(r)}|2 , (4.14)

where ρ(r) is the electron density of the object. If we implement Kotelnikov or Nyquist-
Shannon theorem to the measured diffraction intensity (Eq. (4.14)), the feature of the size
∆l is recovered when the corresponding fringes in reciprocal space have at least two pix-
els per fringe. In other words, since we measure the auto-correlation function of the object
(Eq. (4.13)), it extends twice the object size. Consequently, recovering the feature ∆l in recip-
rocal space requires the frequency 2π/∆l to fulfill the condition

2π

∆l
≥ 2 p , (4.15)

where p is the pixel size of the detector.

The real and reciprocal space samplings (∆x and ∆q, respectively) are related by the
Discrete Fourier transform (DFT)

∆x∆q =
2π

N
, (4.16)

where N is the number of sampling points. If we neglect the curvature of the Ewald sphere,
the sampling in reciprocal space is

∆q =
2π

λ

p
L

. (4.17)

From Eq. (4.16) and Eq. (4.17) we obtain a formula for the sampling in real space

∆x =
λ L
N p

. (4.18)

Eq (4.18) means that the resolution in real space is limited to (λL)/(Np). In most real cases,
the resolution is, in fact, worse than that and is rather determined by the biggest scattering
angle where the measured signal is still meaningful. This highly depends on how much
the sample scatters and how much of x-ray radiation it can withstand. The scattering inten-
sity quickly drops with the scattering angle, therefore high-resolution measurements require
higher radiation dose. The radiation dose and its effect on biological samples will be dis-
cussed in more detail in Section 5.2.

4.3 Iterative phase retrieval techniques

Throughout the years, different techniques have been developed to solve the phase prob-
lem from measured intensities. The invention of the iterative algorithms was demonstrated
by Gerchberg and Saxton [92]. An essential contribution to the development of the iterative
phase retrieval algorithms was made by James R. Fienup [93] and Stefano Marchesini [88].
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In this Section, we will give a description of the number of algorithms, their principles, and
convergence conditions.

The basis of all iterative phase retrieval algorithms is iterative applying Direct and In-
verse Fourier transformations, so that at each iteration, the output amplitudes are replaced
by the measured ones while the phases are left to evolve. The questions about the unique-
ness of the solution were actively studied [94–96]. It was shown that the solutions to the
phase problem in more than one dimension are almost always unique for the localized
objects. For the two-dimensional real positive sample it was proven [97] that its form is
uniquely related to the intensity of its Fourier transform and with the appropriate sampling
(see Section 4.2), the auto-correlation of the image can be reconstructed.

The iterative phase retrieval algorithms rely on fulfilling the constraints. From the mea-
surements, we have the first constraint – we know the diffraction intensity which gives the
amplitude of the complex values wave field (Eq. (4.12)). This is the modulus constraint and
it is operating in reciprocal space. The second constraint is based on a priori information
about the object. The sample is isolated and has a finite size which can be shown with the
binary mask

S(r) =

{
1 if r ∈ S

0 else
, (4.19)

where S(r) is the volume in real space and is commonly referred to as support. In some
cases, additional real space constraints, such as non-negative amplitudes, can be applied.

Solving the phase problem is equivalent to finding the intersection of the set of all ob-
jects with the measured amplitudes in the experiment and the set of all objects within the
predefined support volume (see Fig. 4.4 (a)).

Set A

Set B
objects with 
known support

solution

objects with 
measured amplitudes

a) b)

solution

Set A

Set B

start ψ(r)

πMπS{ψ(r)}

Figure 4.4: (a) Schematic interpretation of the phase problem. The task of the iterative phase retrieval
is to solve the phase problem with the measured diffraction intensities and a priori information about
the sample – usually, it is the finite dimensions of the object. (b) Convergence of the phase retrieval
algorithm aiming to minimize the error metric.πS and πM denotes support and modulus projectors
from Eq. (4.21) and Eq. (4.25).
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As was stated, the phase retrieval process consists of the iterations between real and re-
ciprocal space. Each iteration starts with the known information about the amplitude in
reciprocal space (modulus constraint). For the phases, random values are taken as an initial
approximation. The obtained values of the complex amplitude are converted into real space
by the Inverse Fourier transform and the initial approximation of the object is calculated.
Based on the a priori information about the structure of the object, support constraint is im-
posed on the obtained structure. The resulting electron density distribution is translated
into reciprocal space by the Fourier transform. The output phases are preserved while am-
plitudes are replaced by those measured in the experiment and the next iteration starts (see
Fig. 4.4 (b)).

In the following Sections, an overview of the most commonly used algorithms is given.

4.3.1 Gerchberg-Saxton algorithm

The first iterative phase retrieval algorithm was developed in 1972 by Gerchberg and
Saxton [92]. It utilized diffraction data to reconstruct the phase of the object in the case
of two intensity measurements. Originally, the first measurements were considered as the
amplitude of the object in real space and the amplitude of its diffraction pattern. The aim
was to recover phases

A(q) = |A(q)|eiϕ(q) , (4.20)

using the measured intensity I(q) = |A(q)|2 and the amplitudes of the image in real space.
The first iteration starts by combining the amplitudes of the image and the first random es-
timation of the phases. Its Fourier transform is calculated and the resulting obtained phases
are then combined with the respective amplitudes of the diffraction pattern of the image.
The new field is then again Fourier transformed and the phases of the sample are again
combined with the amplitudes of the image. Thus, a new estimation of the complex wave
field A(q) is created and the process is starting all over again until both constraints in real
and reciprocal space are satisfied. The schematic representation of the algorithm is shown
in Fig 4.5.

In general, iterative algorithms could be expressed mathematically with the projector
operator π on the constraint set of the Fourier amplitudes M which were measured in the
experiment

√
I(q)

A′(r) = πM{A(r)} = F−1
{

F{A(r)}
|F{A(r)}|

√
I(q)

}
, (4.21)

where A′(r) is an updated image in real space.

The important attribute of all iterative phase retrieval algorithms is the performance met-
ric. If the algorithm works ideally, the calculated phases in combination with the measured
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Figure 4.5: Schematic representation of the Gerchberg-Saxton algorithm. It starts with the estimation
of the phase of the image, at the first estimation, it is a random phase. During the iteration of the
algorithm two constraints are applied: we know the image amplitude from the measurements and
we know diffraction pattern amplitude from the measurements as well. Known parameters of the
iteration are marked with red.

amplitudes correspond to the object of a certain form (match the support constraint) and the
intensities of its diffraction pattern corresponding to the measured data (match the modulus
constraint). In practice, however, the data are not ideal, we have detector gaps where data
is missing, and experimental data are not noise-free. Because of all these data issues, algo-
rithms often are not able to find the ideal solution. That is why as a measure of convergence,
the normalized error metric in reciprocal space is used

εM =
∑q

∣∣∣|A′(q)| −
√

I(q)
∣∣∣2

∑q |
√

I(q)|2
. (4.22)

The iteration process is repeated until the error value εM at each iteration is less than a
predetermined threshold value.

4.3.2 Error-Reduction

The Error-Reduction (ER) algorithm is the improved version of the Gerchberg-Saxton
algorithm proposed by J. Fienup [98]. The difference between these two algorithms is that
the real space constraint in ER is based on using the localized support region of the object
(Eq. (4.19)). It is not an exact image of the sample as it was in the Gerchberg-Saxton algorithm
but the area where the electron density function of the object is non-zero. The schematic
representation of ER is shown in Fig 4.6.
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Figure 4.6: Schematic representation of the Error-Reduction algorithm. The support constraint dur-
ing the algorithm is a binary mask as we consider the object to be isolated. The modulus constraint is
available from the experimental measurements. The final result of the iteration is marked with green.

The first iteration (which will be denoted with the subscript ’1’) starts with the combining
of the measured amplitudes

√
I(q) and randomly assigned phases A1(q)

A1(q) =
√

I(q)eiϕ1(q) . (4.23)

Inverse Fourier transform of obtained A1(q) will give us the image in real space

A1(r) = F−1{A1(q)} . (4.24)

The output is then combined with the support constraint as our object is isolated and has a
certain shape which gives us an updated estimate of the wave field (denoted with ’) at this
step

A′
1(r) = A1(r) · S(r) , (4.25)

which can be also called as support projection πS{A(r)}. The updated field of the object
A′

1(r) after applied Fourier transform will give new reciprocal space amplitudes A′
1(q) from

the measured ones and phases A′
1(q). Here modulus constraint is applied which yields the
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use of measured amplitudes
√

I(q) instead of the new ones

A′
1(q) =

√
I(q)eiϕ′

1(q) , (4.26)

which is the application of the modulus projection in Eq. (4.21). Then the second iteration
starts from the previously computed wave field

A2(q) = A′
1(q) (4.27)

and this process is repeated through iterations.

Usually, the first guess of the support S(r) is estimated as the auto-correlation function.
This function according to the Eq. (4.13) is an Inverse Fourier transform of the measured
intensity

fac(r) = |F−1{I(q)}| , (4.28)

which denotes the first assumption of the support. The support can be also updated during
the iterative phase retrieval and certain algorithm exist to target the support. It is called
Shrink-Wrap (SH) algorithm and it will be discussed further.

As it was mentioned before, the ultimate goal is obtaining the ratio between measured
data and predicted wave amplitudes equal to one√

I(q)
|An(q)|

= 1 , (4.29)

where An(q) is the result of the n-th iteration of the algorithm. The error metric (Eq. (4.22))
in the case of ER always decays monotonically [93, 98] which is displayed in the title. The
iterative process of ER is shown in Fig. 4.4 (b). The disadvantage of the approach is that this
algorithm could stuck in the local minima and could not get out of it because it is aimed
to keep the error small (stagnation problem). The possibility to escape from the local min-
ima requires a rise in the error value. These issues were overcome in other phase retrieval
algorithms.

4.3.3 Hybrid-Input-Output

Hybrid-Input-Output (HIO) algorithm is one which helps to avoid the stagnation prob-
lem of ER algorithms. As it follows from the title, HIO is based on the combination of the
input and output results of the iteration. The output of the previous iteration is modified ac-
cording to the constraints and then fed as the input to the next iteration. HIO uses modified
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Eq. (4.25) according to the rule

A′
1(r) =

{
A1(r) if r ∈ S

A(r)− βψ1(r) if r /∈ S
, (4.30)

where A(r) and A′
1(r) are the input and the output of the iteration respectively, β is so-called

feedback parameter and β ∈ (0, 1). Typical values of the feedback parameter β = 0.8. The
idea is not to put strict zeros outside of the support S(r) but to go there smoothly by using
the input and output. It brings non-linearity to the HIO algorithm and allows to avoid local
minima. Of course, the error metric from Eq. (4.22) does not display real error since the
A′

1(r) is not the direct estimate of the object. Error, in this case, in comparison with the error
in ER algorithm is not necessarily declining.

The combination of HIO and ER algorithms were proved to give good results with the
phase problem in CXDI. HIO iterations are helpful in searching for the global solution and
ER iterations are added as a refinement of HIO result.

4.3.4 Continuous Hybrid-Input-Output

HIO was further developed into the Continuous Hybrid-Input-Output (CHIO) algo-
rithm. It was described in Ref. [99] and was designed to solve the disadvantage of the HIO
which is a big difference between the input and output results. This discontinuity between
the next input and current output was addressed in CHIO modification where Eq. (4.30) was
updated to the following form

A′
1(r) =


A1(r) if r ∈ S, αA(r) ≤ A1(r)

A(r)− 1−α
α A1(r) if 0 ≤ A1(r) ≤ αA(r)

A(r)− βA1(r) otherwise

, (4.31)

where another parameter α appears and typically α = 0.4. Experiments show the efficiency
of CHIO and in the framework of this Thesis, it will be used in combination with other phase
retrieval algorithms.

4.3.5 Shrink-Wrap

Shrink-Wrap (SW) [100] algorithm is an additional tool in phase retrieval which allows
updating the support region S(r) used in Eq. (4.25). As it is clear from the title, SW is re-
sponsible for shrinking S(r). Practically, good results are obtained when the support S(r) is
known or as accurate as possible. That is why tightening the support can lead to the global
solution during iterative phase retrieval.
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As it was mentioned before initial guess of the support S(r) is estimated from the auto-
correlation function (Eq. (4.28)). Additionally, it can be smeared by the convolution with
the Gaussian function. Then the updated support S(r) is thresholded by the normalized
amplitude of the object which gives the general way of support – the binary mask

S1(r) =

 1 if |A1(r)|
|max{A1(r)}|

≥ t

0 if |A1(r)|
|max{A1(r)}|

< t
, (4.32)

where t is the threshold value. Typically, it is 10 – 20% of the maximum value of the image
amplitude. Usually, the SW algorithm is applied every 10/20/30 iterations during phase
retrieval.

The correct support is an important part of the reconstruction process. Of course, exact
support can be measured before X-ray experiments with the sample but usually, it is not
possible or the object is too small. Iterative updating of the support (as in the SW algorithm)
allows the support to shrink eventually to the real boundaries of the object.

4.3.6 Solvent Flipping

Solvent Flipping (SF) is an improved modification of ER phase retrieval algorithm and
allows to achieve faster convergence. In contrast to the ER method which computes the
wave field (Eq. (4.25) by multiplication by the support mask (support projection πS{A(r)}),
in SF the support reflection is used

A′
1(r) = 2S(r) · A1(r)− A(r) , (4.33)

where A(r) is the initial complex-valued field of the iteration. Such an approach helps to
converge faster than ER but it still has the same disadvantage of falling into local minima.

There are other phase retrieval algorithms, such as difference map (DM) or relaxed aver-
aged alternating reflections (RAAR) that are also actively used.
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Chapter 5

Single Particle Imaging with XFELs

CXDI provides the possibility of imaging cells, cell organelles, viruses, and biological
materials. CXDI in forward direction is aimed at studying non-crystalline objects and BCDI
is analyzing the crystalline objects. However, these methods require a series of exposures
and certain classes of samples could not survive such X-ray radiation. The focus of this
Chapter will be on studying of radiation-sensitive objects – such as single biological parti-
cles, viruses, and macromolecules.

To avoid sample destruction and still perform multiple illuminations, cooling to cryo-
genic (cryo) temperature has been introduced in, for example, Cryo-EM technique [64–66].
It permits the reduction of radiation damage to a specimen. In most cases, this method
works well and the structure of the capsid of viruses can be determined, however, it is dif-
ficult to get the internal structure. In addition, when using Cryo-EM, the samples must be
cooled to cryo-temperatures which makes it difficult to understand the functioning of bio-
logical samples in the natural environment.

A different approach should be used in this case. Significant success was reached with
the use of intense femtosecond pulses from XFELs. They are able to outrun the structural
radiation damage (breaking of the chemical bonds), found at the intensities of XFELs [101,
102], and therefore allow, in principle, atomic-resolution structure determination of isolated
macromolecules in their native environment [33]. It resulted in the development of the Serial
Femtosecond Crystallography (SFX) technique used with biological objects.

SFX [34, 103, 104] is based on combining proteins and macromolecules into large crystals.
This approach allows to resist X-ray damaging radiation and to enhance the scattering signal
at high resolution. To do so, intense X-ray pulses from an XFEL are used as they can provide
several exposures on the sample and, thus, the high-resolution structure of the crystal can
be obtained.

The experimental set-up used in SFX is shown in Fig. 5.1. Intense ultra-short X-ray pulses
(with femtosecond duration) are hitting the crystals coming from the liquid microjet where
they are randomly oriented. Individual diffraction patterns are collected on the detector. Af-
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Figure 5.1: Experimental set-up for SFX experiment. Crystals of macromolecules or proteins are
injected and are hit by the XFEL pulse. The diffraction pattern is recorded on the detector. Adapted
from [104].

ter they are properly oriented and merged into one 3D intensity volume, the list of intensities
depending on the hkl-indices (see Sec. 3.4) is retrieved. Different software was developed
and is available in order to deal with the big amount of data, the most commonly used is
CrystFEL [105].

Crystallization of biological particles is not always possible so SFX could not always be
used. A method of reconstruction of non-crystalline single biological particles based on
diffraction images obtained by the CXDI method is called Single Particle Imaging (SPI) [106,
107]. The key ingredient to studying small biological samples, viruses, and proteins in
SPI is modern XFEL sources with their spatially coherent properties. They can produce
∼ 1013 − 1015 photons/µm2 per pulse [108]. This amount is more than enough to damage the
biological sample and record the diffraction signal beforehand. Contrary to the SFX method,
SPI uses reproducible copies of the studied particle without crystal formation or freezing to
cryo-temperatures. It allows studying single particles in a more natural environment and
opens new possibilities. The recent worldwide outbreak of the COVID-19 pandemic [109]
has indicated an urgency for the development of complementary imaging techniques for the
study of virus structures at high resolution, and SPI provides such an opportunity.

Working with the data, its analysis from the SPI experiments in practice, and performing
SPI simulations will be the main focus of this Thesis and will be described in detail in further
sections.

5.1 SPI experiment

The typical experimental set-up in SPI experiments is shown in Fig. 5.2. The idea is rather
simple – many specimens of the investigated particle are injected into the x-ray beam in ran-

64



5.1. SPI experiment

dom orientations. Particles are destroyed during the scattering process, however, diffraction
patterns are collected before the atoms have time to noticeably change their position and
correspond to the structure before radiation damage takes place – the so-called ”diffraction-
before-destruction” approach [33, 110].

Detector

Particle
injector

XFEL
pulse

Figure 5.2: Experimental set-up for SPI experiment. An XFEL pulse hit a single particle coming out
of the particle injector. After the interaction, the particle is destroyed but the diffraction pattern is
recorded by the detector.

The SPI experiment requires a source of coherent radiation – XFEL, an injector that injects
samples, and a detector that measures the intensity of the diffraction pattern. The intensity
of the incident radiation is much higher than the intensity of the scattered radiation, so
the detector has a hole in the center for the direct beam. In experiments on XFELs, it is
impossible to use a direct beam stub in front of the detector as it will produce parasitic
scattering illumination and noise on the detector. So the direct beam passes through the
hole in the center of the detector. The radiation is focused as much as possible to increase
the scattered intensity from the sample on the detector. Samples are injected into the laser
beam in random orientations.

The SPI experiment is performed on XFEL, and its repetition rate plays an important role,
as the detector used in the SPI experiment should be consistent with the number of pulses
produced by the source in order to use the whole capabilities of the facility. Various detec-
tors are used: for example, CSPAD [111], pnCCD [112], AGIPD [113]. Detectors must satisfy
certain conditions in order to be used in X-ray experiments. They have to have high sensi-
tivity and low noise level for individual photons detection. As it was said before in Sec. 4.2,
obtained resolution highly depends on the recorded scattering angles. That is why detectors
must have physical dimensions sufficient to detect a signal at large angles. In addition, the
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intensity of the signal near the center of the detector is many orders of magnitude higher
than the intensity at the boundaries. So the detectors must have a high dynamic range.

The detectors consist of smaller parts – panels. The panels can be configured according
to the needs of the experiments. The presence of gaps between detector panels should be
also considered in data analysis. Another thing that should be taken into account is that the
XFEL pulse in the focusing plane has long tails with low intensity. The most likely process
is that the sample will be hit by the tail of the beam with lower intensity than hitting the
central part of the pulse with high intensity. This introduces a big divergence of diffraction
patterns in terms of the measured intensity. It is a big task at the data analysis stage – which
diffraction patterns can be used to reconstruct the electron density of the sample.

To join forces in handling big SPI experiments and to push the methodology further,
a dedicated SPI consortium was formed at the Linac Coherent Light Source (LCLS) [114].
Several results were reported from the SPI consortium, covering both hard and soft X-ray
experiments and focused primarily on well-characterized viruses with sizes of a few tens
of nanometers. Different analysis methods have been applied to virus structure determina-
tion [35, 36, 38, 115–119].

5.2 Radiation damage

One of the key questions of the SPI experiments – which radiation dose the biological
particle can survive before it is destroyed. Computer simulations [108] were made to study
the radiation dose which allows performing SPI experiments with samples without crystal-
lization.

Besides the ability to penetrate the studied samples, X-rays are also able to ionize ele-
ments of the sample and such effects as producing photoelectrons and Auger electrons can
result in the deformation of the protein structure. Plus, the Coulomb explosion can break
the chemical bonds and destroy the object. The timescale of such processes is femtoseconds.
Fig. 5.3 is showing T4 lysozyme explosion [33]. The calculations indicated that after the
sample was radiated by the X-ray pulse (12 keV photon energy) with the full width half
maximum (FWHM) of 2 fs, it disintegrated later in time but the diffraction pattern corre-
sponded to the undamaged structure was already recorded.

The correlation between the possible resolution and radiation dose was shown in Ref. [120].
The two main aspects were considered: the required dose for imaging and the maximum tol-
erable dose that the sample can survive. The experiment can be successful if the final dose
is between the required dose for imaging and the maximum tolerable dose.

The required dose for imaging was estimated under the consideration of the one-voxel
experiment. The X-ray scattering cross-section of this voxel with the size d into a detector is
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Figure 5.3: Simulations of radiation damage of T4 lysozyme. X-ray radiation was set to 3 × 1012

photons per 100 nm diameter spot. Adapted from [33].

then
σs = r2

e λ2|ρ|2d4 , (5.1)

where re is the classical electron radius, λ is the X-ray wavelength, ρ is the electron density.

The dose absorbed by the object can be expressed as the energy deposited per unit mass
of the surface

D =
µh̄ω

ε
N , (5.2)

where µ is the linear absorption coefficient from Eq. (3.47), h̄ω is the X-ray energy, ε is the
object mass density and N is the incident number of photons per unit volume at the surface.

To calculate the required dose for imaging from the voxel element, the incident photon
flux N from Eq. (5.2) can be written as the ratio of the scattered X-rays into the detector P
and the cross-section σs

N =
P
σs

, (5.3)

then the required dose is finally

Dreq =
µh̄ω

ε

P
σs

=
µh̄ω

ε

P
r2

e λ2|ρ|2d4 , (5.4)

so the required dose Dreq ∝ d−4 can be considered as resolution. Another question is how
many detected photons P are needed to overcome the noise. The Rose criterion [121] states
that the signal should be five times stronger than the rms noise of the background, the so-
called signal-to-noise ratio (SNR). It is set that P = SNR2 = 25 photons is necessary to
satisfy Rose criterion.

Another dependence that can be observed is Nreq ∝ λ−2. The longer the wavelength of
X-ray, the less the required fluence is needed.
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The tolerable dose cannot be simply estimated and is highly dependent on the sample.
It can be calculated experimentally and the following relationship was observed [120]

Dtol = 1017
[

J
kg · m

]
· r , (5.5)

where r is the obtained resolution. The calculated examples led to the conclusion that for
the frozen-hydrated biological sample the resolution cannot be better than r = 10 nm with
the required dose Dreq = 108 Gy per nm. However, a 10 nm limit can be overcome, by using,
for example, many copies of the same biological particles as it is realized in SPI.

5.3 Challenges and limitations

Nevertheless SPI is considered to be one of the flagship experiments using XFEL pulses
to image single particles, progress toward high-resolution 3D electron density images of
non-crystalline biological samples has been slow compared to SFX [37, 122–125].

There are several reasons for the lower resolution achieved in SPI experiments in com-
parison to the SFX technique. The most important include: a lack of crystalline periodicity
to amplify the signal, weak single particle signal from non-periodic nanoscale objects com-
pared to the instrumental background, a limited number of usable data frames collected, and
heterogeneity of the samples. Radiation damage processes initiated by X-ray photoioniza-
tion also play an important role at high resolution. One may expect that in order to further
enhance resolution, one could increase the power of XFEL pulses to boost the SNR for bio-
particles such as single proteins or virus particles that scatter very weakly. Unfortunately,
increased XFEL fluence strips electrons from atoms more efficiently and the scattered power
from the bound electrons (that contain structural information) does not increase in propor-
tion to the X-ray fluence [108, 126]. Decreasing the pulse length below one femtosecond may
help to outrun Auger decay, but a further decrease of the pulse duration may not lead to the
desired suppression of all ionization channels [108].

Besides these fundamental limitations, there are other limiting factors. The background
scattering originating from the beamline obscures the weak scattering signals from biologi-
cal samples, and fluctuations in the beam position and intensity can cause additional chal-
lenges that need to be accounted for in reconstruction algorithms. Moreover, single particle
sample delivery remains a challenging topic. In addition, despite the strong development
of detector technology [127], the dynamic range of the present detectors is still not sufficient
to capture the full diffraction pattern in a strong single shot.

Hit rate and sample delivery One of the most difficult sides of the SPI experiment is sam-
ple delivery and interaction with the X-ray beam. Only diffraction patterns that correspond
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to single particle – X-ray pulse interaction, can be used in the SPI data analysis. These diffrac-
tion patterns are called single hits and the percentage of single hits over the total number of
diffraction patterns taken during the experiment is called the hit rate.

The hit rate in a typical SPI experiment is usually no more than 1% as the sample de-
livery and proper interaction with an X-ray beam is a very sensitive process and has to be
thoughtfully controlled. Most of the diffraction patterns can correspond to different scenar-
ios: particle flow and X-ray beam are not aligned – empty diffraction patterns, the cluster
of single particles hit the X-ray beam – multiple hit, other particles (from the solvent, for
example) but not the particle of interest hit the X-ray beam (Fig. 5.4).

a) b)

Figure 5.4: Examples of diffraction patterns recorded in SPI experiments by half of the detector. (a)
Diffraction patterns from icosahedral particle – single hit. (b) Diffraction pattern from the agglomer-
ation of the particles – non-single hit.

The first technique used for sample delivery in SPI was nano-electrosprays [122] (Fig. 5.5
(a)). The idea behind it is to drive samples through the pumping devices of the aerody-
namic lens stack into the solution-free droplets containing a single particle. The method is
called electrospray ionization [128] and implies solution pumped through the capillary and
high voltage applied so the Taylor cone of charged liquid appears at the end of the capil-
lary. Then the droplets are emitted. Typical sizes of the droplets are hundreds of nm from
nano-electrospray nozzles of 1 -– 10 µm in diameter [129]. The important advantage of the
aerodynamic lens interface is the absence of clogs which is crucial for the effective utilization
of an expensive XFEL beamtime.

Another device that can be used in sample delivery is a Gas dynamic virtual nozzle
(GDVN) [130]. A sheath gas (see Fig. 5.5 (b)) is focusing the liquid into the microjet. Such
GDVN allows using channels of 50 µm diameter preventing clogging for several hours and
has proven to be a stable method of sample delivery.

Detector gaps and background Detectors used in SPI experiments usually consist of pan-
els. In Fig. 5.4, the empty areas with no signal are seen, as the result, the final diffraction pat-
tern does not contain photon signal everywhere and that is a complication for further data
analysis. The consequence of the detector consisting of panels is that the position of the pan-
els should be precisely calculated. The properly aligned panels give the correct diffraction
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us (not to scale). The FEL pulses (i) are incident from the right, pass through an
to a 20 µm spot that defines the interaction region (iii) Electrospray generated

a) b)

Figure 5.5: Examples of sample delivery systems in SPI experiments. (a) Electrospray-generated
aerosol. Adapted from [122]. (b) Gas dynamic virtual nozzle in operation. Adapted from [130].

pattern. This could be done at the beginning of the SPI experiment using specific samples
with the known features present on diffraction patterns.

Another important feature of the detector is its dynamic range. It is seen from Fig. 5.4
that the difference in very bright and very weak signals is huge. The detector must be able
to detect both thousands of photons and one photon. Each pixel of the detector accumulates
an electronic charge by the capacitor. The full well capacity of the detector is primarily de-
fined by the size of the pixel and electronic elements connected. Another challenge is single
photon detection. It is shown that even a weak scattered signal recorded by the detector in
SPI experiments can be used in data analysis [131], that is why detectors should be able to
distinguish one-photon signal over the noise. Ability to switch between ”one photon” detec-
tion mode and ”one thousand photons” detection mode is realized with the adaptive gain
of the readout amplifier in AGIPD [113]. Detection of thousands of photons requires the
gain of the readout amplifier to be small. On the contrary, detection of one photon requires
a high readout amplifier. The switching between gains is implemented in the AGIPD.

Detectors are recording not only signals from the sample but also from the set-up, solu-
tions, and other experimental elements. Several ways to detect background exist and it can
be subtracted at different stages of SPI data analysis. Primarily, it is defined after 2D diffrac-
tion patterns are assembled into one 3D volume. It is possible to compare obtained volume
with the diffraction from the known particle (for example, spherical one [35]). Another way
is to estimate the background from the angular average diffraction profile [132]. It is also
possible to use background-aware algorithms at the stage of phase retrieval, such as Differ-
ence Map [133] or Richardson-Lucy deconvolution algorithm [134]. The latter is used in the
framework of this Thesis.

The data analysis pipeline in SPI experiments will be discussed in detail in the following
Section.

70



5.4. Data analysis pipeline

5.4 Data analysis pipeline

The data analysis pipeline of SPI experiments is aimed at obtaining the 3D structure of
the object on the basis of diffraction patterns collected in the experiment. The first pipeline
was proposed in Ref. [107] and is demonstrated in Fig. 5.6. The structure of the object is de-
termined by the electron density distribution and measured 2D diffraction patterns contain
information about the reciprocal space which is a 3D Fourier transform image of the electron
density. By determining the orientation of the series of 2D diffraction patterns, they can be
formed into one 3D volume in reciprocal space. Then the scattering phase values need to
be recovered which allows obtaining the electron density distribution through the Inverse
Fourier transform.

Figure 5.6: First proposed SPI data analysis pipeline demonstrated in Ref. [107].

To account for the specifics of the experiment, additional steps were included in the data
analysis procedure [35, 38, 135]. First, due to the fact that only a small fraction of the im-
ages contains diffraction patterns, empty patterns are filtered out from the analysis. Second,
before starting the analysis of the diffraction patterns, the position of the center of the diffrac-
tion pattern relative to the detector position should be precisely determined. Then, among
all diffraction patterns, the ones which contain scattering signal from a single virus are se-
lected. For this purpose, the size of the samples is estimated from the diffraction patterns
and those with a reasonable size distribution are selected. Then, the selected patterns are
classified according to the features of the diffraction patterns which are related to the fea-
tures of the sample structure in real space. Thus, the single hits are distinguished. From
the experience, a significant part of the diffraction patterns refers to impurities or water
droplets, and a part of patterns contains diffraction from several objects combined. The
quality of diffraction patterns classification directly influences the obtained structure res-
olution – if the quality of single hits classification is insufficient, structure reconstruction
becomes impossible.

Selected diffraction patterns of the studied object are combined in reciprocal 3D space.
For this purpose, the orientations of the diffraction patterns relative to each other are de-
termined. They are respectively related to the orientations of the object inserted into the
X-ray pulse during the experiment. The orientation determination and the reconstruction
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of the reciprocal space volume are based on the maximum-likelihood method [136] imple-
mented into Expand-Maximize-Compress (EMC) algorithm [137]. After the reconstruction
of the reciprocal space volume, the background signal is corrected. It is usually caused by
parasitic scattering on the elements of the experimental setup. The background signal does
not depend on the orientation of the sample, so the background correction is performed at
3D intensity volume in reciprocal space. At this stage, the influence of the background is
averaged, and it is easier to correct it.

Next, the phases of the diffraction patterns are reconstructed in reciprocal space and the
structure is reconstructed in real space. For this purpose, iterative phase retrieval algorithms
are used [93, 100]. Finally, the resolution of the resulting electron density distribution is
evaluated.

Thus, the structure reconstruction pipeline includes the following steps (Fig. 5.7):

• filtering of empty diffraction patterns;

• position of the center of the diffraction patterns determination;

• evaluating the size of the object according to the diffraction patterns;

• filtering of diffraction patterns by size;

• clustering and classification of diffraction patterns by object type;

• merging diffraction patterns into a diffraction 3D volume in reciprocal space;

• correction of the background signal of the diffraction 3D volume;

• reconstruction of the scattering phases and reconstruction of the object structure;

• resolution estimation.

The mentioned steps can be realized with different methods and approaches. The general
pipeline should consist of the most important steps: single hit classification, orientation
determination and phase retrieval. Within other steps of the pipeline, a certain degree of
freedom is possible. In further Chapters, we will focus on different ways of the realization
of the data analysis procedure.

Figure 5.7: Schematic interpretation of key steps in SPI data analysis pipeline proposed in Ref. [38].

The presented in Fig. 5.7 pipeline was tested with the data of several SPI experiments
on XFELs: LCLS (Stanford, USA) and European XFEL [138]. Processing the experimental
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SPI data according to the presented scenario allowed obtaining a significant improvement
in the structure recovery in SPI [35, 38]. The software was developed to implement all the
stages of the pipeline, and a platform for automated data processing of SPI XFEL experi-
ments was created [135]. The platform includes containerized software that is integrated
into a software pipeline which provides automatic processing from the experimental data
collection to structure reconstruction. The platform can be quickly run on any computing
architecture with container support (e.g., Docker [139]), as well as in computing clusters
running by Kubernetes. Information about the developed software [135]) and the automatic
data processing platform is publicly available [140].

5.5 Data classification in SPI

The task of single hit diffraction patterns classification is one of the most important parts
of the SPI data analysis pipeline. We will focus on this task in the following Section. It will be
based mainly on the following Ref. [141–143]. Nowadays, several methods for classifying
in SPI experiments are known and widely used. The basic principle of most of them is
classifying according to the type of structure observed on diffraction patterns.

Existing methods in SPI data classification

Proteins in different states were studied in Ref. [144]. The approach to classify diffraction
patterns according to two different conformations and also transition states was the Diffu-
sion Map (DM) method which was based on the manifold concept. As the result, proteins
in two different states can be distinguished with high accuracy. However, the patterns of
the protein in the transition state were often mistaken for the patterns of the other states.
According to the classification results, only about 20% of images in the transition state do
not intersect with groups of patterns in one of the basic states. The idea is to project the ob-
ject as a point in the N-dimensional space where relativity is described with a distance. DM
method implies that data points are mapped by the eigenvalues and eigenvectors of a nor-
malized transition matrix which is connected to the matrix describing connectivity between
the points on the manifold. Authors of Ref. [144] used simulated data for their studies.

The article [145] presents classification based on the method of spectral clustering. The
authors performed their testing on the experimental XFEL data from LCLS. Spectral cluster-
ing is an unsupervised method, as a Principle Component Analysis (PCA), which catches
the non-linear correlations in the data set in contrast to standard PCA. The authors com-
pared spectral clustering, standard PCA and manual classification results, the main result
shows around 90% agreement between the classification based on the spectral clustering
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method and the result of the manual classification. Comparison to the PCA shows better
results, it is more suitable for the nonlinear structure of XFEL data sets.

The step of single hit classification may be significantly improved by the application
of machine learning approaches. In recent work [146], supervised machine learning was
used to map patterns into a low dimensional manifold representation in which the authors
were able to separate single from non-single hits through transformation into a bimodal
distribution. In general, a variety of methods to classify data in SPI exists. The next Sections
will be focusing on the machine learning methods in diffraction patterns classification.

Machine learning methods in SPI data classification

Machine learning methods are often effective in data analysis in SPI. The task can be
formulated as follows:

1. Cluster analysis or the determining of groups within data where elements are more
similar to each other than to elements of the other groups, without using additional
information about the data elements;

2. Supervised classification algorithms or classification of a complete set based on a train-
ing data set that contains manual assignments of the data type.

5.5.1 Principal Component Analysis

As the diffraction patterns contain thousand of pixels, there is hardly a simple way to
describe one pattern with a value or a function. If one can reduce the dimensionality of the
data set without losing important feature information, it is possible to perform analysis and
even visualize the data.

One of the dimensionality reduction methods is Principal Component Analysis (PCA)
which is based on the feature extraction from the data. In contrast, feature selection meth-
ods are based on determining the components that carry the basic information about the
structure of the sample and the rest components are not used. When features are extracted,
a new basis is determined on the full space of features. Features in the new basis are a
combination of features in the old basis.

In general, principal components are the set of unit vectors which form the orthonormal
basis where the data dimensions are not linearly correlated. Each unit vector is a direc-
tion which fits the data the best. The best fit is defined by the minimization of the average
squared distance from the points to the line of the direction.

PCA is based on the idea to project a multidimensional feature space into a new basis
which is why it is also called a projection method. At the same time, principle components
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can be shown as eigenvectors of the data covariance matrix. So the task of PCA can be
formulated as a calculation of the eigenvectors of the data covariance matrix.

For example, we have the original space X of n× p dimensions, where p is the number of
features, n is the number of experiments. We want to get the projection of each row vector
x(i) on the space with lower dimensionality l to a new vector t(i) through a coefficients or
weights of transformation w(k)

tk(i) = x(i) · w(k) , (5.6)

where i = 1, ..., n, and k = 1, ..., l, and l < p.

New features of lower dimensions can be extracted directly. Then the algorithm starts
with an empty set and features are added. In the next step, the features are determined, the
addition of which minimizes the error value as much as possible. The algorithm stops when
adding the remaining features reduces the error to less than the threshold value. It can be
done the other way around. In the inverse extraction, the algorithm starts with a complete
set of features, at each step the feature are excluded. They are the features that reduce the
error as much as possible or increase it weaker than the threshold value. The algorithm
stops when feature exclusion increases the error significantly.

PCA automatically determines the basis for feature extraction without any additional
information. The components of the basis (principal components) are selected according to
the maximum variance criterion. The main or first component is defined in such a way that
the projection of the full set onto it has the maximum variance. To obtain a unique solution,
the condition for the weight vector ||w|| = 1 is imposed. Then the main weight vector w(1)

is determined by the formula

w(1) = arg max

{
∑

i
(t1)

2
(i)

}
= arg max

{
∑

i
(x(i) · w)2

}
, (5.7)

which can be rewritten in the matrix form

w(1) = arg max
{
||Xw||2

}
= arg max

{
wTXTXw

}
, (5.8)

where T is the transpose operation. When the main principal component could be found
from Eq. (5.6):

t1(i) = x(i) · w(1) . (5.9)

Principal components are the eigenvectors of the input covariance matrix XTX, arranged
in descending order of eigenvalues. The first principal component corresponds to the direc-
tion with the maximum variance, the second corresponds to the maximum variance of the
directions orthogonal to the first principal component, and so on. If a significant part of the
data variance belongs to the first two principal components, the projection of the data onto
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the plane of the first two principal components allows one to visualize the data, analyze it,
divide the data into groups, find outliers, and so on. The example of PCA application to the
real diffraction data was published in the papers [35, 147] and illustrated in Fig. 5.8.

The set of feature vectors was projected onto the plane of the first two principal compo-
nents, where each vector corresponds to a point. According to the distribution of points on
the plane, the possibility of dividing the feature vectors into groups was visually evaluated.
The set that was defined as a single hit diffraction pattern Set14k appeared as a packed re-
gion and was used further in the data analysis pipeline. The final reconstruction of the virus
studied in Ref. [35] was in a good agreement with the expectation and showed resolution
below 10 nm.

Figure 5.8: Diffraction patterns representation on the plane of principle components. Each diffrac-
tion pattern is shown by the feature vector, different sets are shown with different colors. Adapted
from [35].

Data clustering

Cluster analysis methods allow distribution of the input data into a certain number of
groups, the cluster parameters are determined automatically from the input without any
supervision. In the task of SPI classification, we almost always need the binary classification:
single and non-single hit diffraction patterns. So we are going to describe a data set by
determining the characteristics of each element of the data set.

The ultimate goal of clustering diffraction images is to divide the complete set into
groups according to the type of objects under study. In addition, cluster analysis can be
used to detect outliers or to compress data sets by excluding similar items.
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5.5.2 K-means clustering

The most commonly used clustering method designed to automatically divide elements
into a given number of groups is the method of k-means. In this approach, the total square
deviation of the elements of each group from the center of this group is minimized. The orig-
inal idea was proposed by H. Steinhaus in 1957 [148] and was formalized by J. MacQueen
in 1967 [143].

Let’s consider the set of vectors X = xt=1
N and the set of basis vectors (or the set of clusters

we want to distribute the data in) mj, where j = 1, ..., k. From the definition of the k-means,
for each vector xt there is a basis vector mi, so that

||xt − mi|| = min
j

||xt − mj|| . (5.10)

Thus, each basis vector mi can describe o group of respective x. The goal is to find values
of mi from the condition of minimizing variance

E({mi}k
i=1|X) = ∑

t
∑

i
bt

i ||xt − mi||2 , (5.11)

where

bt
i =

 1 if ||xt − mi|| = min
j

||xt − mj||

0 else
. (5.12)

So the minimization of variance corresponds to the optimal set of basis vectors mi. The
obtain this set, iterative refinement techniques are used. The iteration starts with a random
assignment of mi. Then coefficients bt

i are calculated according to Eq. (5.12). It is seen, that
if bt

i = 1, then vector xt contains in the cluster mi. Then the minimization of variance is
applied (Eq. (5.11)), taking the derivative over mi we will the condition for the minimum of
the variance

mi =
∑
t

bt
i x

t

∑
t

bt
i

. (5.13)

The basis vector is then updated as the mean of the vectors xt assigned to the respective
cluster. The iteration continues till the values of mi converge.

The initialization process plays role in k-means clustering. There are two major ways
to do it [149]: the Forgy partition implies choosing of k random elements of data as initial
mi; the Random partition implies random distribution of elements in X to the clusters and
then mean values inside each cluster are assigned to mi. Applying k-means to the diffraction
patterns (without any dimensionality reduction) does not show a satisfying result. Classifi-
cation methods for structure types based on the method of k-means noticeably lose to other
methods used in SPI.
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5.5.3 Expectation-Maximization algorithm

The Expectation-Maximization (EM) algorithm is based on the finding maximum likeli-
hood of the parameters of the data set [136, 150]. This algorithm allows for unsupervised
clustering of data when neither initial data assignments to clusters nor cluster parameters
are known. The data set is distributed into a pre-defined number of clusters and cluster
parameters are retrieved automatically at the same time. Later, manual input is used to
classify each of the cluster models. In SPI it can be based on symmetry considerations or
expected fringe diffraction patterns, in order to perform data selection. This algorithm is
commonly used in Cryo-EM for unsupervised single-particle clustering (see, for example,
software RELION [151]).

Unsupervised EM-clustering is an iterative process; the algorithm starts from a random
model for each class. At each iteration, the probability for each diffraction pattern to be-
long to a certain class is calculated. To accommodate for random particle orientations in
the SPI experiment, the cluster model is compared with the 2D diffraction pattern rotated
in-plane. After probabilities are evaluated, a new cluster model is calculated by weighted
averaging of patterns that belong to each cluster in each orientation. The weights are defined
by computed probabilities. Poisson noise model is used to form clusters. In fact, the algo-
rithm imitates the Expand–Maximize–Compress (EMC) algorithm [136, 137] which will be
discussed in the next Section, but, instead of rotation in 3D space, an in-plane rotation and
cluster distribution are used [152]. When the EM-algorithm converges, the supervised class
selection takes place. The cluster models that correspond to single hits of an investigated
particle are selected manually by an expert.

This particular method is used in the framework of this Thesis, and the result of its ap-
plication will be shown in Chapter 6.

Neural Networks

The task of single hit diffraction patterns classification can be formulated as an image
classification problem and solved by using Neural Networks (NN).

Artificial Neural Networks

One of the areas of machine learning is Artificial Neural Networks (ANNs). ANN was
motivated by the biological networks of neurons in the brain. Such networks consist of
many nodes – neurons which are connected, and each connection transmits a signal to other
neurons. Such a connection is called edge. This neuron receives a signal, processes it and
transmits it further, to the neurons connected to it. ANNs are used to solve problems of
pattern recognition, clustering and classification methods, and others.
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The signal received by the neuron is a real number, and the output of the neuron is cal-
culated by some non-linear function of the sum of received signals. The edges and neurons
of ANN have weights, and during the learning process, these weights are adjusted. The
weight can increase or decrease the influence of the signal at the edge. The sum of signals
received by the neuron can be denoted as

S ≡ ∑
i

wixi + b, (5.14)

where wi – weight coefficient of i-neuron, xi – its signal, b – some constant.

Neurons are usually connected into layers: input, hidden, and output (see Fig. 5.9). The
dimension of the input layer is the same as the dimension of the input data. If the task
for ANN is classifying the data, the number of neurons in the output layer is equal to the
number of the desired classes. The classification result is determined by the number of the
output neuron on which the largest signal was received.

Input

Hidden

Output

Figure 5.9: A simple example of ANN architecture. It consists of neurons and connections – edges.
Neurons are connected into layers: input, hidden, and output.

5.5.4 Convolutional Neural Networks

In the computer vision domain, Convolutional Neural Networks (CNNs) have become
the de-facto state-of-the-art in image classification [153], object detection [154], and image
segmentation [155]. Thus, it is unsurprising that CNN-based solutions have been recently
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successfully applied in our domain, specifically in the classification of diffraction patterns in
tomography experiments at synchrotron sources [156], coherent diffraction imaging experi-
ments at synchrotron facilities [157, 158], and at XFELs [117, 159].

CNNs consist of layers, the core building blocks being convolutional layers and with
other layers, such as pooling layers, they form a network [160]. The layers are characterized
by a set of filters or kernels, containing weights. In a convolutional layer, the convolutions
of the input with different filters are computed.

The idea is to extract different futures of the input image in order to classify it. These
invariant features are then passed to the next layer. The features in the next layer are con-
voluted with different filters to extract more abstract features (see YOLO architecture in
Fig. 5.10 – example of CNN). In this way, the convolutional layers are sensitive to features
without position reference. Important parameters of CNN are weights. They are adjusted
during the training of the CNN. Choosing the specific set of weights for CNN at a cer-
tain training stage creates a model which is used for testing CNN. There are also so-called
hyper-parameters. They are part of CNN and are adjusted beyond the training process. For
example, the number and size of the filters in the layers and the learning rate are hyper-
parameters.

The CNN algorithm is a supervised deep learning algorithm. As with any neural net-
work, it has to learn first. Training data usually represents the set of training examples with
annotations. They represent the desired output which is referred to as a ground truth. These
annotations are class labels in the case of classification. For object detection, they are sup-
plemented by the position of the object [161, 162], typically represented by a bounding box
surrounding the object.

The NN is trained using a gradient descent optimization algorithm [163]. The opti-
mization algorithm minimizes the so-called loss function by updating the parameters of
the model. The loss function is a specially designed function that serves as a metric of an
error between predictions of the model and ground truth, it goes to a minimum when the
NN correctly classifies the elements of the training set. The gradient descent [163] is based
on the idea that training starts with random values of the coefficients of the loss function,
at each step, the gradient of the loss function is determined, and the coefficients are ad-
justed so the loss function decreases. The process continues until the loss function reaches
its minimum. The learning rate is the hyper-parameter that controls how much the param-
eters of the model are changed in response to the model error. In the framework of this
Thesis, for optimizing the loss function during training, stochastic gradient descent (SGD)
algorithm [164] will be used. The weights are updated based on random subsets (batches) of
the training data rather than the complete training set. The period during training when the
network has seen one batch is called iteration. As a result of working, the CNN algorithm
produces a function that maps input and output.
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Figure 5.10: Architecture of CNN realized in fast object detector YOLOv2 (a) and YOLOv3 (b). The
data undergo five down-sampling stages to limit the number of parameters. The dimensions of the
input for every stage are indicated. In the case of YOLOv2 the data flow consequently from one
layer to another. In the case of YOLOv3 five down-sampling stages are followed by two up-sampling
stages. Adapted from [118].

Creating a representative and balanced data set to train the model is a crucial step. Many
examples show that CNN output always mimics the training input, that is why it has such
an important role. The training set should represent the data that the model attempts to
describe as well as possible. The total number of training examples should be sufficiently
large to train the CNN for the full depth.

It is possible to use so-called transfer learning with a limited amount of training data. In
this case, CNN is pre-trained on some other data set which is fuller (ImageNet was used in
Ref. [118]) and these pre-trained weights are used as a starting point for the specific training
set with a limited amount of data. As a result of CNN training, the weights in the last layers
are most affected and adjusted to the selected small training data set.
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The ratio of the number of examples for each class should be close to what is expected in
the experimental data set. However, in the case of SPI classification task, it could be prob-
lematic. The ratio of single hit diffraction patterns in a typical SPI experiment is less than 1%
of the whole number of patterns. It is one of the bottlenecks of using supervised methods
in SPI. A validation set is used to evaluate a given model, and the same requirements as for
the training set apply to it as well.

5.6 Orientation determination of diffraction patterns

The result of the SPI data classification is the set of diffraction patterns corresponding
to single hits – when the single specimen of the investigated particle hit the X-ray beam.
The next step in the data analysis pipeline (see Fig. 5.7) is the orientation of 2D diffraction
patterns into one 3D volume in reciprocal space.

The experimental set-up in SPI (Fig. 5.2) does not imply control over the particles after
they leave the particle injector into the X-ray pulse. They hit the beam in random orientation
and in order to reach the goal of SPI – to recover the electron density of the single particle –
the orientation of each 2D diffraction pattern should be reconstructed. In order to solve this
orientation problem, the Expand-Maximize-Compress (EMC) algorithm is used. It is based
on the maximization of the likelihood [136] as it proves to work with incomplete, sparse,
and noisy data. The concept of orientation determination is visualized in Fig 5.11.

a) b)

Figure 5.11: The EMC orientation determination example. (a) The first 10 diffraction patterns assem-
bled into a 3D intensity volume. (b) 198 patterns in one 3D intensity volume. Adapted from [37].

The EMC algorithm is based on the same idea as EM classification (see Section 5.5.3). It
starts with the random orientations for each 2D diffraction pattern. These angles are used
to build 3D intensity volume, meanwhile, the probability for the diffraction pattern to be in
this orientation is calculated. Poisson noise model is used to build the 3D intensity model.

The process starts with the Expand-step. The grid intensities are expanded into the to-
mographic representation. The next Maximize-step consists of the probabilistic classification
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of the data and then building of a tomographic model. It is the most time-consuming step
as the algorithm has to go through the whole number of detector pixels t, rotation group
samples r, and diffraction patterns d. Poisson model is used to obtain the probability that
the pattern is generated by a given tomogram. The maximization is done by calculating the
total log-likelihood of the data that was generated by a new model W ′

rt:

Wrt → W ′
rt =

∑d PdrKdt

∑d Pdr
, (5.15)

where Wrt is the predicted intensity in the pixel t in orientation r, W ′
rt is the updated model,

Pdr is the probability of the frame d to have an orientation r, Kdt is the number of photons
at the same pixel t in the same diffraction pattern d. As a result of the M-step, a new model
of orientations is calculated. Then the 3D model is compressed back to the 2D with the new
orientation angle probabilities. This is the Compress-step. The process is iterative and at the
end, for each diffraction pattern, there is an orientation distribution.

The EMC algorithm is implemented in the Dragonfly software [137]. It can not only ori-
ent SPI data sets but also simulate diffraction patterns with different parameters for different
particles. In the framework of this Thesis, we used Dragonfly only to orient 2D diffraction
data from SPI experiments.

5.7 Resolution estimation in CXDI and SPI

The estimation of the resolution is the last step of the data analysis pipeline in SPI. It
is done after phase retrieval when the electron density of the object is obtained. There are
standard ways to estimate the resolution of the real space reconstructed object. The need
for resolution calculations lies in the fact that the diffraction patterns obtained from the
experiments are not perfect. There are missing areas, the presence of the experimental back-
ground, artifacts from the orientation determination – all of these reasons lead to the set
of different reconstruction results satisfying modulus and support constraints of the phase
retrieval. Thus, the general approach requires calculating several electron density recon-
structions starting with random phases and then their averaging.

5.7.1 Phase Retrieval Transfer Function

The way to measure the resolution of the obtained averaged electron density of the sam-
ple ⟨ρi(r)⟩ is to compare the final result with the measured diffraction intensities I(q). It
was proposed in Ref. [165] and is called Phase Retrieval Transfer Function (PRTF). The set of
independent reconstructions of electron density is made and then averaged. The modulus
of the Fourier amplitudes of the result is calculated and compared with the measured in
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the experiment intensities. PRTF lies in the range of (0, 1). If all reconstructions in the set
converge to similar phases, the modulus of the average will be the same as the measured
data, and PRTF will be equal to unity. If all reconstructions in the set converge to different
solutions and there are no correlations, PRTF will reach zero value. So the PRTF ratio

PRTF(q) =
|F{⟨ρi(r)⟩}|√

I(q)
(5.16)

shows transfer function for the phase retrieval. The general tendency of the PRTF is to
decrease with the increase of momentum transfer vector q.

In practice, PRTF is calculated from the 3D volumes of the result reconstruction and
measured data. It is represented in the angular averaged way depending on the momentum
transfer vector q expressed by the spatial frequency (Eq. (4.17)) or by the real space sampling
(Eq. (4.18)). The angular averaged intensity is processed by the two angles ϕ and θ and PRTF
can be written as

PRTF(q) =
⟨⟨|Aav(q)|⟩ϕ⟩θ√

⟨⟨I(q)⟩ϕ⟩θ

, (5.17)

where Aav(q) is the Fourier transform of the averaged diffraction amplitude.
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Figure 5.12: (a) An example of PRTF (blue line). Thresholds 0.5 (orange line) and 1/e (green line)
give different resolution values. (b) An example of FSC (blue line): 1-bit threshold (orange line) and
1/2-bit threshold (green line).

Typically, PRTF intersection with the threshold of 0.5 is used as the resolution estima-
tion in CXDI. Sometimes, threshold 1/e is used which gives a higher resolution value in
comparison with the 0.5 threshold which is shown in Fig. 5.12 (a).

5.7.2 Fourier Shell Correlation

As PRTF is comparing the Fourier transform of the averaged electron density of the ob-
ject with the measured intensities, another approach was suggested. This metric used in the
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resolution estimation task is called Fourier Shell Correlation (FSC) [166]. It is based on the
comparison of two reconstruction results from two halves of the data set and is represent-
ing the consistency of the obtained reconstructions. FSC measures the normalized cross-
correlation coefficient between both reconstructions over corresponding shells in Fourier
space. Considering we have two reconstruction results from two halves of data, ρ1(r) and
ρ2(r). Their representation in reciprocal space is the Fourier transform F1(q) = F{ρ1(r)}
and F2(q) = F{ρ2(r)}. FSC, as PRTF, is the function of momentum transfer and is calculated
in each i-shell of 3D reciprocal space of the angular averages

FSC(q) =
∑qi

F1(qi) · F∗
2 (qi)√

|∑qi
F1(qi)|2 · |∑qi

F2(qi)|2
. (5.18)

The threshold criteria was proposed in Ref. [167]. The signal is represented with the
”real” signal from the sample which is ideally the same for both reconstructions and ran-
dom noise signal components which can be described with the signal-to-noise ratio. The
resolution is estimated where FSC curve is intersecting with the so-called ”1/2-bit” thresh-
old curve. The 1/2-bit threshold corresponds to the voxel containing 1/2-bit information
and SNR of each of the two reconstructions reaches a value of 0.2071. Thus, it can be calcu-
lated as

T1/2−bit(q) =
0.2071 + 1.9102 · 1/

√
n(qi)

1.2071 + 0.9102 · 1/
√

n(qi)
, (5.19)

where n(qi) is the number of voxels in the shell qi.
Besides the 1/2-bit threshold curve, it is also possible to use the 1-bit threshold curve

which is shown in Fig. 5.12 (b). When it intersects the FSC curve, the SNR in the each of
two final reconstructions at the intersection point will be 0.5. The 1-bit threshold is con-
sidered to be more stringent and in this case, the voxel of reciprocal space will contain 1
bit of information. Generally, the 1/2-bit threshold is used as a more standard one and in
the framework of this Thesis, we will be using FSC resolution estimation approach with the
1/2-bit threshold intersection.
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Chapter 6

An advanced workflow for SPI experiment
with the limited data at an X-ray
free-electron laser

Several results in SPI were published in the framework of the SPI consortium [35, 36,
115–117]. The following Chapter is based on the results presented in Ref. [38]. The SPI
experiment was performed with the bacteriophage PR772 at the Atomic, Molecular and Op-
tical Science (AMO) instrument at the Linac Coherent Light Source (LCLS) as part of the
SPI initiative. We advanced the previous studies performed on PR772 [35] by extending the
general analysis pipeline of the SPI data (Fig. 5.7) as first proposed in [107]. Main upgraded
features include: a classification method based on the Expectation-Maximization (EM) al-
gorithm which was described in Section 5.5.3 and mode decomposition for the final virus
structure determination [15, 72, 168].

Modifications of the existing methods and application of the new ones allowed to cope
with the shortcomings of the experimental data: inaccessibility of information from the half
of the detector and small fraction of single hits. Below we present a detailed description
of all steps which allowed obtaining the electron density of PR772 virus with an improved
resolution of 6.9 nm as compared to the previous SPI studies on the same virus [35]. The
obtained resolution was limited by the scattering intensity during the experiment and the
relatively small number of single hits.

6.1 Experiment

The experiment was performed at the AMO instrument [169–171] at the LCLS at SLAC
National Accelerator Laboratory using the LAMP end station (experimental details are avail-
able in Ref. [172]). PR772 bacteriophage growth and purification is described in Ref. [116].
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Virus has icosohedral shape and size distribution according to the cryo-EM studies of the
PR772 virus [173] used in the experiment is shown in Fig. 6.1.

Figure 6.1: Cryo-EM structural studies of PR772 used in the experiment. (a) Virus size distribution
profile. (b) PR772 visualization with screening transmission electron microscopy (TEM).

Viruses in ammonium acetate volatile buffer were aerosolized in a helium environment
using a gas dynamic virtual nozzles (GDVN) that were 3D printed via two-photon poly-
merization photo-lithography with a Nanoscribe Professional GT printer [130]. Laboratory
measurements showed reproducible jet diameters in the range of 0.5 – 2.0 µm [174, 175].
The particles then passed through a differentially pumped skimmer for pressure reduction
and were then injected/focused into the sample chamber using an aerodynamic lens injec-
tor [124, 176] . The focused particle stream intersected the focused and pulsed XFEL beam.

The experimental set-up is typical for SPI (see Fig. 5.2). The LCLS had a repetition rate
of 120 Hz, for this experiment the average pulse energy was 4 mJ, with a focal diameter of
1.5 µm, and a photon energy of 1.7 keV (wavelength 0.729 nm). Diffraction patterns were
recorded by a pnCCD detector [177] mounted at a 0.130 m distance from the interaction
region. In the experiment, a silver behenate salt was used as a calibration agent to determine
sample detector distance and panel position.

The scattering signal was recorded only by one of the two detector panels (one panel was
not operational during the experiment due to an electronic fault). The size of the working
panel was 512 × 1024 pixels with a pixel size of 75 × 75 µm2, with the long edge closest to
the interaction point. In the middle of the experiment (at run 205) the detector panel was
moved one millimeter up vertically relative to the incoming X-ray beam to reduce back-
ground scattering. This research is based on the data obtained from this panel covering part
of reciprocal space as shown in Fig. 6.2. The experimental data sets used here are publicly
available at [178].
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Figure 6.2: Examples of diffraction patterns from the SPI experiment. (a), (b) Diffraction patterns
corresponding to a single PR772 virus hit by an XFEL beam. (c) Diffraction pattern corresponding to
a non-single hit which was sorted out from the analysis at the classification step. (d) Sum of 1.9× 105

diffraction patterns identified as hits. White regions in the center of diffraction patterns as well as
white stripes correspond to a mask introduced to reduce artifacts due to the signal exceeding the
detector capabilities. The mask was the same before and after the move of the detector panel.

6.2 Initial classification steps

SPI data analysis involves many subsequent steps visualized in Fig. 5.7, leading to the 3D
reconstructed particle structure from a large set of 2D diffraction patterns [107]. Improve-
ments in the data analysis pipeline at early stages can result in significant enhancement in
reconstruction quality. Therefore, several pre-processing methods were developed to avoid
experimental artifacts on the collected diffraction patterns. Pre-processing stages include:
hit finding, background correction, beam position refinement, and particle size filtering.

6.2.1 Hit finding

The initial experimental dataset, as collected at the AMO instrument, consists of about
1.2 × 107 diffraction patterns (9 × 106 patterns before and 3 × 106 patterns after moving the
detector panel) (see Ref. [172]). The hit finding was performed using the software ”psocake”
in the ”psana” framework [179]. As a result, 1.9 × 105 diffraction patterns were identified as
hits from the initial set of diffraction patterns, and the signal from these hits was converted
to photon counts (see Table 6.1). Examples of diffraction patterns are shown in Fig. 6.2. The
Power Spectral Density (PSD) function, i.e. angular averaged intensity, for the diffraction
patterns identified as hits at this analysis step in shown in Fig. 6.3.
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Figure 6.3: The PSD function of the scattered intensity for the sum of all diffraction patterns identified
as hits collected in the experiment. The signal until the corner and edge of the detector is indicated
by the green and black vertical dashed lines, respectively. For the orientation determination the data
until momentum-transfer values 1 nm−1 (shown in red dashed line) were used.

6.2.2 Analysis of additional instrumental scattering

Visual inspection of the selected patterns revealed the presence of additional instrumen-
tal scattering near the center of the diffraction patterns (see Fig. 6.4). This signal remains
stable from pulse to pulse which indicates that it originates from beamline scattering. Most
probably, it was caused by the interaction of the tails of the XFEL beam with the upstream
apertures or from the sample injector.

This additional instrumental scattering can be well seen on the averaged diffraction pat-
tern in one of the experimental runs displayed in Fig. 6.4 (a). We analyzed histograms of
intensity for individual pixels and noticed that pixels with additional instrumental scatter-
ing most often recorded a signal of several photons. Contrary to that, pixels without this
additional scattering most frequently recorded a signal of zero photons. We assumed that
beamline scattering follows a Gaussian distribution and it was incoherently added to parti-
cle scattering.

To correct this additional signal, we fit the first peak on histogram of intensity for each
pixel by a Gaussian function (see Fig. 6.5). Then we subtract the value of the Gaussian center
from the total signal of this pixel for all diffraction patterns. This instrumental scattering
subtraction was crucial for further beam center position finding and particle size filtering.
We did not mask this region because we would lose important information about the first
diffraction minimum.

6.2.3 Beam center position finding

The beam center position was retrieved from the diffraction patterns. Detector consists
of two identical panels with the gap between them for direct beam propagation. Due to the
fact that the signal from only one panel was available, the beam center position could not be
determined by centrosymmetric property of diffraction patterns. Furthermore, the detector
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Figure 6.4: (a) An averaged diffraction pattern of one of the runs. White regions in the diffraction
patterns correspond to a mask introduced to hide misbehaving pixels. Additional instrumental scat-
tering originating from the beamline is well visible in the central part of the averaged diffraction
pattern. (b) Identified additional scattering for this run. Diffraction pattern before (c) and after (d)
subtraction of additional scattering.

panel was moved during the experiment, and we estimated the beam position twice – before
and after the detector panel was moved.

The beam center position was determined in the following way. First, the sum of all
diffraction patterns was calculated. The resulting average diffraction pattern was rotation-
ally symmetric and allowed a rough estimate of the beam position center. For the success of
this step, it was crucial to subtract parasitic scattering from the beamline as described in the
previous section.

To define the beam position center more carefully on the next step, diffraction patterns
with a narrow distribution of particle sizes were selected and the averaged diffraction pat-
tern was obtained. This diffraction pattern has pronounced diffraction fringes and it was
correlated with the 2D form factor of a spherical particle (see Fig. 6.6). Inspection of this
method on simulated data with similar parameters showed that mean deviation of the re-
fined center from the true center of diffraction patterns is less than half of a pixel.

6.2.4 Particle size filtering

Next, the particle size filtering was performed in two steps. It was based on the fitting of
the PSD function of each diffraction pattern with the form factor of a sphere. A set of form
factors corresponding to the spheres with the diameter in the range from 30 to 300 nm was
generated first. On the next step the PSD function of each diffraction pattern was fitted with
a spherical form factor function from the generated set (see Fig. 6.7 (a)). As the fit quality
measure for the certain size (diameter) of the spherical particle, the mean difference was
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Figure 6.5: Histogram of intensity values for a selected pixel from one of the runs with strong ad-
ditional instrumental scattering. The pixel shows the most frequently recorded value is 13 photons.
This histogram was fitted with a Gaussian function and the mean value of this Gaussian function
was subtracted from all intensity values for different pulses corresponding to that pixel. The peak on
the right side of the histogram is due to limitations of the detector: if the detector pixel collects more
than 75 photons, its response is always in the range of 76 – 79 photons.
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Figure 6.6: Center position on a selected diffraction pattern. Minima of the optimal spherical form
factor are shown by red circles.

used

DS =
1

qmax − qmin

qmax

∑
qmin

|Iexp(q)− IS(q)| , (6.1)

where Iexp(q) is the PSD value of the experimental intensity for selected q, IS(q) is the form
factor of a sphere with the size (diameter) S.

In Eq. (6.1) the q-values were ranging from qmin = 0.12/0.15 nm−1 before and after the
detector panel was moved, up to qmax = 0.66 nm−1. An example of the mean difference
function of Eq. (6.1) obtained for one of the diffraction patterns is shown in the Fig. 6.7 (b).
This function has several minima, where the first minimum corresponds to a sphere with
the best size. The second minimum corresponds to a sphere with the second-best size, etc.
To measure fidelity of the particle size estimation we used fidelity score (FS) defined as

FS =
DS2

DS1

, (6.2)
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Figure 6.7: PSD fitting analysis of the diffraction pattern. (a) PSD function (blue line) was fitted with
the form factors of spherical particles of different size. Red and yellow lines correspond to the form
factors of the spherical particles with the best and second best size, that were used for calculation of
fidelity score. (b) Mean difference function as defined in Eq. (6.1). Fidelity score value is 1.6 for this
diffraction pattern.

where DS1 and DS2 are the values of the mean difference function DS corresponding to the
first and second minima in Fig. 6.7 (b).
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Figure 6.8: (a) Fidelity score histogram for all diffraction patterns identified as hits in the experiment.
Fidelity score threshold of the value 1.05 is shown as the vertical dashed red line. 1.8 × 105 selected
diffraction patterns with fidelity score above threshold were used. (b) A particle-size histogram after
the PSD-function filtering. The blue area corresponds to 1.8 × 105 diffraction patterns fidelity score
filtering. The orange area corresponds to manually selected single-hit diffraction patterns. A range
of particle sizes from 55 to 84 nm (1.8 × 104 diffraction patterns) were selected further (green dashed
area).

The fidelity score histogram for all diffraction patterns identified as hits (1.9× 105 diffrac-
tion patterns) is shown in Fig. 6.8 (a). According to its definition in Eq. (6.2), if the fidelity
score is equal to unity FS = 1, it means that DS values equal for two different minima,
therefore fitting cannot find an appropriate size for a particle that will correspond to a given
diffraction pattern. We introduced a threshold value of FS = 1.05 and considered all diffrac-
tion patterns with the fidelity score higher than this value (see Fig. 6.8 (a)). By that we
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determined 1.8 × 105 diffraction patterns that were selected for the further particle size fil-
tering.

A histogram for different particle sizes in the selected size range is shown in Fig. 6.8 (b).
An extended range of sizes observed in this figure corresponds to clusters of particles stuck
together and a varying thickness of a hydration layer. One can also identify in this histogram
a peak in the range from 55 nm to 84 nm. This size range agrees well with the expected virus
particle size of about 70 nm [35, 173]. The considered range contains 1.8 × 104 diffraction
patterns which were selected for further single hit classification (see Table 6.1).

Table 6.1: Datasets selected at different stages of the analysis: hit finding selection, PSD-fitting score
filtering, particle-size filtering and single-hit diffraction pattern selection. The percentage of the cho-
sen dataset to the initial one S0 is given in parentheses.

Analysis step Dataset name Number of diffraction patterns
Initial dataset S0 1.2 × 107

Hit-finding classification Shit 191,183 (1.6%)
PSD-fitting score filtering S f it 179,886 (1.5%)
Particle-size filtering SD 18,213 (0.1%)
First EM-based classification SEM

1 1,609
Second EM-based classification SEM

2 1,402
Third EM-based classification SEM

3 1,366
Fourth EM-based classification SEM

4 1,401
Fifth EM-based classification SEM

5 2,119
Final EM-based classification SEM 1,085 (0.009%)
Manual selection Sman 1,393 (0.01%)

6.3 Single hit diffraction patterns classification

The key step of data selection in this work was single-hit classification. The angular X-
ray cross-correlation analysis (AXCCA) classification that was used in the previous work [35,
147] was not as effective with the present experimental data due to the absence of the scat-
tering signal on one half of the detector and the low single-hit rate.

To overcome this challenges of experimental data, we used Expectation-Maximization
(EM) algorithm to solve single hit classification task. It was described in details in Sec-
tion 5.5.3. As soon as, low contrast and low signal to noise level are common problems for
Cryo-EM and SPI, we implemented in this work the original EM algorithm developed in
Cryo-EM for clustering of SPI data.

Diffraction patterns remaining from the previous step of particle size filtering (1.8 × 104)
were distributed into 20 classes. As an example, in one of the EM-clustering we selected
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classes 1 and 2 as classes containing high contrast six fringes that we attribute to scattering
from a PR772 virus particle (see Fig. 6.9).

Figure 6.9: Classification of diffraction patterns by EM clustering. Diffraction patterns are distributed
into 20 classes according to their features. Classes 1 and 2 were selected as they clearly contain
structural features of the investigated virus and its icosahedral shape. These two classes contain
1,609 diffraction patterns.

To make classification more accurate we performed five independent EM-clusterings
starting from random cluster models. Each EM-clustering produced slightly different re-
sults which are summarized in Table 6.1. The intersection of all results was considered as a
stable single hit selection (see Fig. 6.10 (a)). Finally, we ended with the data set containing
1,085 single particle patterns (see Table 6.1). The PSD function of an average of all selected
diffraction patterns is shown in Fig. 6.10 (b). The scattering signal from the virus particle
extends up to the momentum transfer value qmax = 1 nm−1 in reciprocal space which corre-
sponds to a resolution (2π/qmax) of 6.3 nm in real space.

A manual search and selection of single hits from the data set of 1.9× 105 diffraction pat-
terns produced a new data set containing 1,393 diffraction patterns [172]. From this selection
574 diffraction patterns are also present in our EM-based selection. The PSD function for the
manual selection shown in Fig. 6.10 (b) has lower contrast with less visible fringes. We at-
tribute this mostly to the absence of the size filtering step in manual selection. The virus size
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Figure 6.10: Classification of diffraction patterns by EM clustering. (a) EM-clustering was repeated
five times, and intersecting selection with 1085 patterns was considered for further analysis. (c)
Averaged PSD functions for EM-based single-hit selection containing 1,085 patterns (blue line) and
for manual selection containing 1,393 patterns (orange line).

fluctuations could be caused by a slight change in hydration layer thickness, variation of the
position where the particles interact with X-ray beam, slightly upstream or downstream of
the focus or a real sample size distribution of the PR772.

We note that in previous study of PR772 [35] the number of single hit diffraction pat-
terns was about 7.3 × 103 which is about one order of magnitude higher than in this SPI
experiment. The reason for the smaller number of patterns was a combination of down-
time due to detector troubleshooting and time needed for sample-injection optimizations.
The GDVN flow and pressures were needed to be optimized because of the relatively large
initial droplet diameters of approximately one to two micrometers.
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Figure 6.11: Histogram of the number of images per experimental run from the data set containing
1,085 patterns.

After the size filtering and running EM algorithm, we ended with the data set containing
1,085 patterns (see Table 6.1). In order to identify performance of single particle collection
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as well as efficiency of the 3D printed nozzles we plot a histogram of selected patterns as
a function of experimental run (see Fig. 6.11). This histogram shows that collection was
significantly improved towards the end of the experiment.

6.4 Orientation determination and background subtraction

For orientation determination we used the EMC algorithm implemented in the Dragon-
fly software package described in [137] and mentioned in Section 5.6 of this Thesis. This
iterative algorithm successfully combines 2D diffraction patterns into 3D intensity distribu-
tion of the PR772 virus.

Results presented in Fig. 6.12 (a)-(c) clearly show that the recovered 3D diffraction inten-
sity contains a substantial high momentum background that may be caused by scattering
on helium from the carrier gas. To reduce the influence of this background contribution, a
background subtraction was applied. Several approaches for the background correction in
SPI experiment analysis were developed earlier and were already mentioned in Section 5.3
and it was understood that the background correction method may affect the reconstructed
structure.

Here we used a combined approach for the background determination, first a constant
background was subtracted and then, on the reconstruction step, the contrast of diffraction
patterns was additionally enhanced by applying deconvolution algorithms which will be
described further. In the first step, the background level was defined as the mean signal
value in the high momentum region of the 3D intensity distribution free of particle scattering
contribution (see red boxes in Fig. 6.12 (a)-(c)). The histogram of intensity in this area is
shown in Fig. 6.12 (d). The background level was defined as the mean signal value and was
subtracted from the 3D intensity map in reciprocal space. Negative values of intensity in the
final representation were set to zero.

The PSD function after background subtraction (red line in Fig. 6.12 (e)) reveals artifacts
in the regions of low (q < 0.12 nm−1) and high (q > 0.93 nm−1) momentum transfer values.
Since the data in these regions did not follow the expected spherical form factor behavior,
we did not consider this part of the data. Data used for further analysis are shown with red
dots in Fig. 6.12 (e).

Reciprocal space data with and without background subtraction are shown in Fig. 6.13.
As it is seen in Fig. 6.12 (e), the power law dependence of data after the background subtrac-
tion is the same up to high q-range of about one inverse nm. That is in contrast to the data
after EMC orientation determination (blue curve) which is clearly saturated at high q-range.

Due to the background subtraction, more features and higher contrast were revealed
in the high momentum transfer region. The fringe visibility or averaged contrast ⟨γ⟩ was
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Figure 6.12: Results of the EMC orientation determination algorithm. (a)-(c) Orthogonal 2D cuts
through the center of the 3D volume of reciprocal space after application of the EMC algorithm. For
the background estimate the intensity values in the region of high q-values shown with red squares
were analyzed. (d) Histogram of the signal from the area shown in (a)-(c). The mean value of the
signal is shown with the vertical dashed red line. (e) PSD functions before (blue line) and after (red
line) background subtraction. To avoid artifacts at low and high q-values a part of the curve indicated
with red dots was considered for further analysis.

defined as

⟨γ⟩ = 1
N

N

∑
i=1

γi , (6.3)

where

γi =
Ii
max − Ii

min

Ii
max + Ii

min
. (6.4)

Here γi is the local contrast and Ii
max and Ii

min are the PSD-function values in the local max-
ima and following minima, respectively, and N is a number of pairs of maxima and minima
considered in this analysis.

In our case the average contrast values γi were calculated for the first N = 6 pairs. For
the experimental data before the background subtraction we obtained the value ⟨γ⟩ = 0.41.
The fringe contrast after the background subtraction showed significant improvement with
⟨γ⟩ = 0.58.
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Figure 6.13: Background subtraction results. (a) A 2D qy–qz cut of the 3D intensity distribution in
reciprocal space and (b) the same intensity distribution after the background subtraction. (c) The 3D
intensity distribution in reciprocal space after the background subtraction, shown at 0.5% level of the
maximum value.

6.5 PR772 virus structure

6.5.1 Phase retrieval

To determine the electron density distribution of the PR772 virus the phase retrieval
was performed using the 3D intensity distribution of the virus in reciprocal space described
above (Fig. 6.13 (c)). Iterative phase retrieval algorithms are based on the Fourier transform
between real and reciprocal space using two constraints: in reciprocal space the amplitude of
the signal is equal to the experimentally measured values and in real space a finite support
of the particle is used [87, 93]. They described in details in Section 4.3.

The electron density distribution of the PR772 virus was obtained with the following
steps. First, the central gap, originating from the initial data masking of the diffraction pat-
terns, was filled (Fig. 6.13). This was accomplished by running multiple 3D reconstructions
of the virus with an assumption of free-evolving intensity in this part of reciprocal space.
The following algorithms were considered at this stage: 90 iterations of Continuous Hybrid
Input–Output (CHIO) with the feedback value 0.8 [180], 200 iterations of the Error Reduction
(ER) algorithm [93] with alternation of the Shrink-Wrap (SW) algorithm each 10 iterations
with the threshold value of 0.2 and Gaussian filtering with 3 to 2 sigma [100]. This combina-
tion of algorithms was repeated three times for one reconstruction with the total number of
870 iterations.

All obtained reconstructions showed identical central part and we used one of them in
further analysis. In Fig. 6.14 (a) the PSD functions of the initial and one of the reconstructed
data are shown. One can see from that figure that the reconstructed curve follows very well
the experimental data points. For the low q-values below 0.14 nm−1 the experimental data
were substituted with the data obtained in phase retrieval. Difference between experimental
data and reconstruction in the central fringe is contributed to incorrectly reduced detector
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signal for intensity above 75 photons (Fig. 6.5). This modified 3D intensity map was used
for the final phase retrieval and virus structure determination (Fig. 6.14 (b)).
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Figure 6.14: PSD functions for experimental data (blue empty dots) and one of the reconstructions
(red line). The central part below q = 0.14 nm−1 (black stars) was taken from this reconstruction
for further analysis (b) Modified data with the filled central part. White area around the diffraction
pattern is the part of reciprocal space where the data were set to zero initially but were allowed to
freely evolve during the iterative phase retrieval.

On the next step 50 individual reconstructions were performed. In these reconstructions
intensities at high q-values (in the regions where they were initially set to zero – white area in
Fig. 6.14 (b)) were allowed to freely evolve. The initial support was taken as a Fourier trans-
form of the 3D data used for reconstructions and had spherical shape with diameter about
90 nm. The same sequence of algorithms was used for these reconstructions as mentioned
above plus it was performed 100 iterations of the Richardson-Lucy (RL) algorithm [134] with
the total number of 970 iterations.
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Figure 6.15: (a) PSD functions for data before phase retrieval (black empty dots) and one of the recon-
structions without RL iterations (blue line) and with them (red line). This additional deconvolution
allowed us to improve contrast of diffraction patterns. (b) PSF for individual reconstruction as a re-
sult of RL deconvolution algorithm. Intensity is normalized to the maximum value.

This algorithm based on deconvolution technique allowed to additionally enhance the
contrast of the reconstructed diffraction patterns to the value of ⟨γ⟩ = 0.87 (see Fig. 6.15 (a)),
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and by that remove the remaining background from the 3D diffraction patterns which is
defined as Point Spread Function (PSF) shown in Fig. 6.15 (b). As a result, we obtained
complex valued real space images for each 50 reconstructions from which the absolute value
was considered as an electron densities of the virus.

6.5.2 Mode decomposition

On the final step, to identify electron density of the virus we used mode decomposi-
tion. As an outcome of this procedure an orthogonal set of modes was found. The whole
procedure consists of the following steps (Fig. 6.16 and [15]):

• Initial 4D matrix consists of 3D amplitudes of the reconstructions (203 × 203 × 203
pixels), where the fourth dimension is given by the number of reconstructions (50 in
the present case, see Fig. 6.16 (a)).

• This 4D matrix of amplitudes is rearranged into a 2D matrix (Fig. 6.16 (b)) with 50
columns, where each 3D amplitude matrix was rearranged to a 1D column.

• Next, the mode decomposition is performed for the density matrix that is obtained
by multiplication of the previously defined 2D matrix transposed complex conjugated
and 2D matrix itself (Fig. 6.16 (c))

ρ(r1, r2) = ⟨ρ∗(r1) ρ(r2)⟩ , (6.5)

where ρ(r) relates to complex-valued real-space images and the brackets ⟨...⟩ indicate
ensemble averaging over different reconstructions.

By diagonalization of this matrix using Principal Component Analysis (PCA), eigenfunc-
tions and eigenvalues of the reconstructed object are obtained

ρ(r1, r2) =
N

∑
n=0

βnρ∗n(r1)ρn(r2) , (6.6)

where βn are eigenvalues of this decomposition.
This approach is advantageous in comparison to averaging that would make important

object features blurry and, finally, may affect the final resolution. By considering the zero
mode only, unique features present in all other reconstructions will be represented. In prac-
tice, we used all 50 reconstruction results and performed mode decomposition.

The fundamental mode (with the weight factor β0 of 99%) was considered as the final
result of reconstruction. Such a high weight factor value indicates that all reconstructions
converged essentially to the same result with the uncertainty level of only 1%. To determine

101



6. An advanced workflow for SPI experiment with the limited data at an X-ray free-electron
laser

the electron density, we took an absolute value of this fundamental mode complex valued
image.

Figure 6.16: Mode decomposition procedure for the set of the reconstructions obtained by phase
retrieval. (a) Initial 4D matrix consisting of 3D amplitudes of the reconstructions (203 × 203 × 203
pixels), where the fourth dimension is the number of reconstructions. (b) 4D matrix rearranged to
2D matrix, where each 3D amplitude matrix was rearranged to 1D column, the number of columns
corresponds to the number of reconstructions. (c) Density matrix obtained by the multiplication of
2D matrices (b): its transposed complex conjugated and matrix itself.

6.5.3 PR772 structure analysis

The real space electron density was three-times upsampled and the comparison between
the initial and up-sampled structures is shown in Fig. 6.17. The electron density of the re-
constructed PR772 virus was normalized to the maximum value.

Different visualizations of the retrieved virus article are shown in Fig. 6.18. As is seen,
the obtained electron density of PR772 shows the expected icosahedral structure. A 2D cut
of the virus structure is shown in Fig. 6.17 (d)-(f), where a higher electron density in a thin
outer shell is well resolved and is attributed to the capsid proteins arrangement. As one can
see, the electron density in the center of the reconstructed virus particle was reduced. The
reason for this may be heterogeneity of virus particles present in solution and injected in
X-ray beam.

Bacteriophage PR772, like other members of the Tectiviridae family, contains an inner
proteolipid membrane that facilitates delivery of the viral genomic DNA during infection [181].
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Figure 6.17: Final electron density of the virus obtained as a result of mode decomposition. Black
line denotes 30 nm. (a)-(c) Results of the initial reconstruction. (d)-(f) Three times up-sampled results
from (a)-(c). Electron density less than 0.2 was set to gray color scale.

When the virus binds to a bacterial host cell the inner membrane is extruded from one of
the viral vertices to form a nanotube that facilitates genome delivery. Spontaneous release
of the viral genome has been reported [182, 183]. Bacteriophage PR772 preparations were
also analyzed by Cryo-EM (Fig. 6.1). Under the conditions used for plunge freezing, we
observed particles that were more rounded than icosahedral. Preliminary volume analysis
suggests that some particles had released their DNA. These particles appeared to be ”trig-
gered” during the freezing process since TEM imaging did not reveal this.

It may be possible from minor differences in virus preparation or upon XFEL sample
delivery that some of the virus particles were similarly ”triggered” to release their genomes
during cryo-freezing, thus resulting in decrease in inner electron density. Previous analyses
of XFEL snapshots on the same virus also suggested that some particles exhibit decreased
inner density [117, 184].

To identify the particle size the electron density profiles in different directions were in-
vestigated. In this work, we used the same approach as developed earlier [35] and analyzed
the electron density profiles in the directions from facet to facet and from vertex to vertex
of the reconstructed virus particle (Fig. 6.19). For the particle size estimate we selected the
electron density threshold value of 0.2 as it was considered in the SW algorithm during the
phase retrieval. From this criterion we determined the particle size in different directions
(see Table 6.2). Thus, the obtained mean particle size between facets was 61 ± 2 nm and
between vertices 63 ± 2 nm, respectively. These sizes correspond well to the initial range
of particle sizes (from 55 nm to 84 nm) considered at the initial classification step (see Sec-
tion 6.2.4) and other XFEL data performed on the same virus [35, 36].

103



6. An advanced workflow for SPI experiment with the limited data at an X-ray free-electron
laser

ba c

Figure 6.18: Electron density of the reconstructed PR772 virus normalized to the maximum value.
(a) The outer structure of the PR772 virus at the isosurface value of 20% of the maximum electron
density. (b) The inner 3D structure of the PR772 virus at the isosurface values of 85% (brown area),
75% (green area) and 20% (gray area). (c) A 3D section of the virus.

a b

Figure 6.19: Electron-density profiles of the reconstructed virus PR772 normalized to the maximum
value for the cut between vertices (a) and facets (b). The horizontal black dashed lines denote a
particle-size threshold of 0.2. The mean virus size is 63 and 61 nm for the distance between vertices
and between facets, respectively.

Similar to previous studies on PR772 [35, 36] we observed also a certain elongation of the
particle shape which might be inherently present in the viruses in solution or appear due
to the aerosol injection conditions. We defined elongation of the particle by the following
measure

α =
Dmax − Dmin

Dmean
, (6.7)

where Dmax, Dmin, and Dmean are maximum, minimum, and mean particle sizes, respectively.
The virus structure obtained in the current work showed elongation value α = 11% for sizes
taken between vertices which is similar to the result of the previous SPI experiments [35]
with α = 9%.

The mean capsid thickness was obtained from the Gaussian fitting of the electron density
profiles with well pronounced features. The area of fitting was considered according to

104



6.5. PR772 virus structure

Table 6.2: The virus sizes in the directions from facet to facet and from vertex to vertex shown in nm.
The mean sizes in each direction are shown in the last row.

Facet-to-Facet Vertex-to-Vertex

Sizes

62 ± 2 63 ± 2
60 ± 2 64 ± 2
64 ± 2 67 ± 2
62 ± 2 61 ± 2
60 ± 2 60 ± 2
60 ± 2 61 ± 2
60 ± 2
59 ± 2
64 ± 2
63 ± 2

Mean size 61 ± 2 63 ± 2

the electron density threshold 0.2, again similar to the SW value during the reconstruction.
Fitting the result for the electron density profile is shown in Fig. 6.20. Left and right Gaussian
functions correspond to the capsid part of the virus structure. Taking the full width half
maximum (FWHM) values of these curves we determined the capsid size to be 7.6± 0.3 nm.
The thickness of the capsid in recent Cryo-EM studies [173] was identified to be below 10
nm which is in good agreement with the thickness determined in this experiment.

Figure 6.20: Analysis of the electron density profile. For the capsid size estimate fitting of the electron
density line profile with four Gaussian functions was performed. Left and right (orange and purple)
Gaussian functions correspond to the capsid. The mean size of the capsid was determined as FWHM
of these Gaussian functions and is equal to 7.6 ± 0.3 nm.
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6.5.4 Resolution estimation

Finally, we determined resolution of the reconstructed electron density of the PR772
virus. We used the Fourier Shell Correlation (FSC) approach [166] to determine resolution
of the reconstructed virus. For this method two independent sets of reconstruction are re-
quired, usually each is based on half of the available data set. This resolution estimation
method was described in details in Section 5.7.2. Results of the FSC analysis are shown
in Fig. 6.21. To estimate the achieved resolution we used ½-bit threshold criteria [167]. Its
intersection with the FSC-curve gave a resolution value of 6.9 nm.

The obtained result is better than previously reported value of ∼8 nm for the same
virus [35], though the number of diffraction patterns used for the final analysis was much
lower (15% of the previous data set). In this case the resolution is limited by the number of
diffraction patterns and moderate scattered intensity where previous reconstructions were
limited by the extent of the detector.

Figure 6.21: FSC of the final reconstruction (blue line) that shows a 6.9 nm resolution (red dot) with a
1/2-bit threshold (red dashed line).

6.6 Summary

The implementation of the SPI data analysis workflow from diffraction patterns mea-
sured at the AMO instrument at LCLS to reconstruct the electron density of bacteriophage
PR772 was presented. We implemented several methods into the workflow including EM-
based classification and mode decomposition that were crucial for the high-resolution final
reconstruction. Although only half of the detector was operational, implementation of all
these steps allowed to determine the PR772 virus structure with a higher resolution as com-
pared to previous SPI studies.
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From the initial set of 1.2 × 107 experimentally measured diffraction patterns, the final
single hit selection set contained 1,085 diffraction patterns. About 53% of this final set was
also present in the single hit selection made manually. The number of diffraction patterns
classified for further analysis was substantially lower than in the previous experiment [35],
improvements in sample delivery to increase the number of diffraction patterns are crucial
for advancements in reconstruction resolution.

The combination of all methods implemented in the workflow allowed to obtain the 3D
electron density of the virus with the resolution of 6.9 nm based on the FSC analysis, that
is better than obtained in the previous studies [35]. The obtained mean PR772 virus size
in this experiment was 61 nm (between facets) and 63 nm (between vertices) like in the
previous SPI experiments performed on the same PR772 virus [35, 36]. We also observed a
similar elongation of about 11% of the virus structure as it was determined in the previous
experiments.

This research is another step forward in the SPI data analysis. Implemented methods
may become especially important when SPI experiments are performed at high repetition
rate XFELs such as the European XFEL [185, 186] and LCLS-II [187] facilities. The first ex-
periments performed at the European XFEL demonstrated the possibility of collecting the
SPI data at megahertz rate [131, 138] that might be crucial for the future progress in single
particle imaging experiments performed at XFELs.
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Chapter 7

Classification of diffraction patterns using
a Convolutional Neural Network in SPI
experiments

Artificial intelligence (AI) and machine learning methods are rapidly becoming an im-
portant tool in physics research. We have witnessed an increased interest in these ap-
proaches, especially during recent years. This is also related to the large amount of data
collected nowadays in experiments not only in particle physics but also in astronomy and
X-ray physics. For example, petabytes of data can easily be collected within just a few days
at a single beamline of the megahertz European XFEL [185]. Machine learning approaches
can help to use this enormous quantity of data effectively.

Typical SPI data analysis pipeline can highly benefit from applying machine learning
techniques as it was described in Sections 5.5.1, 5.5.2, 5.5.3, 5.5.4, in particular, the step of
single-hit classification. Fig. 7.1 shows the possible implementation of Convolutional Neu-
ral Networks (CNNs) in the general scheme. Single hit classification proposed in [38] was
based on Expectation-Maximization (EM) method (black arrows in Fig. 7.1). CNN also suc-
cessfully solve the problem of binary classification ”single hit – non-single hit” as it was
shown in [118] with the data from the same experiment (blue arrows in Fig. 7.1).

This Chapter is based on Ref. [119]. We develop CNN implementation in the pipeline
(red arrows in Fig. 7.1). By classifying single hits first, computationally intensive steps, such
as size filtering and EM-based selection, need to be performed on a fraction of the initially
collected patterns, saving substantial computational resources. In addition, the proposed
scheme allows the classification of newly collected patterns independently, without the need
to recompute from the beginning (as would be required by pure EM-based selection). This is
particularly useful as experimentalists have the possibility to plan the experiment as it goes
and stop it whenever a sufficient number of single hits have been collected, thereby saving
time at the XFEL facility.
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Figure 7.1: Different approaches in SPI analysis workflow. In [38], the steps in black arrows were
used. In [118], the steps in blue arrows were used. In [119], the steps in red arrows were used.

We used the data from the same SPI experiment as in Chapter 6. Data description is
given in Section 6.1. The total number of diffraction patterns collected during the experi-
ment was 1.2× 107 (data set D0 in Table 7.1 [172]). Out of those images, only a small fraction
contained any scattering patterns. To isolate such patterns, hit finding was performed using
the software ”psocake” in the ”psana” framework [179]. (see Section 6.2 for pre-processing
steps). As a result, 191,183 diffraction patterns (data set D in Table 7.1) were selected as
hits from the initial set of experimental data [172]. Manual selection of single-hit diffrac-
tion patterns was performed on the data set D (data set DM in Table 7.1) which resulted
in 1,393 single-hit diffraction patterns [172]. This selection was used as a ground truth for
training and evaluating the CNN in this study. In the previous research [38], we used the
EM-classification step to select single-hit diffraction patterns which gave us the 1,085 diffrac-
tion patterns (DEM selection in Table 7.1). We will be comparing CNN single hit selection
with EM-based approach.

Table 7.1: Number of diffraction patterns obtained at different SPI analysis steps. This Table mimics
the numbers of diffraction patterns in Table 6.1.

Analysis step Data set name Number of diffraction patterns
Initial data set D0 1.2 × 107

Hit-finding classification D 191,183
Manual selection DM 1,393
EM-based classification DEM 1,085
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7.1 CNN description and architecture

A CNN consists of a succession of convolutional layers, interlaced with nonlinearities.
Like most supervised machine learning models, CNNs need to be trained using a set of an-
notated data stemming from the task that they are intended to solve. As part of the training
process, the parameters of the CNN will be tuned to enable it to learn the requested task.
Here, the vast majority of parameters are represented by the weights of the convolutional
kernels. Training takes place via stochastic gradient descent (SGD) described in Section 5.5.4,
where images from the training set are given to the network (forward pass) and the output
of the network is compared with the reference annotation through a loss function. Then, the
gradients of that loss function with respect to each of the model’s parameters are computed
(backwards pass) and used to update the weights. This process is repeated many times until
the model converges, i.e. the training loss no longer decreases.

The advantage of CNNs over traditional image analysis methods is that the experimenter
no longer needs to manually define and compute informative feature representations of the
input. This is handled intrinsically by the convolutional layers and learned automatically as
part of the training process. As a consequence, CNNs have far greater capabilities in terms
of the complexity of tasks they can solve but often require a larger number of annotated
example images.

The network architecture used in this work is shown in Fig. 7.2. It is inspired by the
pre-activation ResNet-18 [188] and was selected on the basis of initial experiments on the
training data set. The network processes patches of size 192 × 96 and is initialized with
16 convolutional filters. The number of filters is doubled with each downsampling up to
a maximum of 256. Downsampling is implemented as strided convolution. We use leaky
ReLU activation functions [189] and standard batch normalization [190]. The final feature
map has a size of 6 × 6 which is aggregated through global average pooling into a vector
that is then processed by a linear layer to distinguish single and nonsingle hits.

As evaluation metrics we used precision, recall and the F1 score. These values are de-
fined through true positive (TP), false positive (FP) and false negative (FN) predictions. The
definition of the evaluation metrics is as follows

P =
TP

TP + FP
, (7.1)

R =
TP

TP + FN
, (7.2)

where P is the precision and R is the recall metrics. The F1 score is the harmonic mean of the
precision and recall:

F1 = 2
PR

P + R
=

2TP
2TP + FP + FN

, (7.3)
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Figure 7.2: Network architecture. We use a pre-activation ResNet-inspired architecture. It takes
patches of size 192 × 96 as input and processes them in a sequence of eight pre-activation residual
blocks. Downsampling is implemented via strided convolution. The architecture is initialized with
16 filters and doubles the number of filters with each downsampling operation up to a maximum of
256. Global average pooling reduces the final feature representation (shape 6 × 6) to a vector that is
then used by the classification layer to distinguish single from non-single hits. The size of the feature
representations is indicated above each residual block. 16 × 192 × 96 here denotes 16 convolutional
filters with a feature representation of size 192 × 96.

Owing to the pronounced class imbalance in our data set (a small number of single hits in
comparison with a large number of non-single hits), we mainly use the F1 score for evaluat-
ing our models. In addition, we report the number of single hits.

7.2 Training, validation and test procedure in CNN classifi-

cation

We use a training data set that is representative of the modified workflow introduced
in previous Section, where the experimentalist identifies a limited number of single hits at
the beginning of the experiment. Taking into account the annotation effort that would be
required, we chose to use 100 single hits and a number of non-single hits that corresponds
to the number of images the experimentalist would have seen until the required number of
single hits was collected (see Table 7.2). In accordance with the class ratio of the data set used
here (approximately 1:200), our training set Dtr consists of 100 single and 19,900 non-single
hits. All hits were sampled randomly without replacement. We used the manual selection
DM as a ground truth.
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Table 7.2: Number of diffraction patterns for training and test of CNN.

Data set name Single hits Non-single hits
Training and validation data set Dtr 100 19,900
Test data set Dtest 1293 169,890

To prepare our data for the CNN, all diffraction patterns were cropped to the region of
interest of size 192 × 96 pixels (Fig. 7.3). All images were normalized by subtraction of the
training-data-set (20,000 data) mean value µ = 0.342 and divided by the standard deviation
of the same data set σ = 2.336.

(a) (b)

(c) (d)

Figure 7.3: (a), (c) Illustration of data cropping before sending to the input of a CNN: single hit
example (a), non-single hit example (c). The center of diffraction pattern is located around the center
of the bottom part of the only operational detector plane with dimensions in pixels 1024 × 512. The
area surrounding the center of each diffraction pattern with dimensions in pixels 192× 96 is cropped
(white dotted rectangle). (b), (d) The cropped part is used as an input of a CNN: single hit example
(b), non-single hit example (d). The diffraction patterns are shown in logarithmic scale.

We trained the network with stochastic gradient descent using the Adam optimizer [191],
a minibatch size of 64 and an initial learning rate of 10−4. The standard cross-entropy loss
function was used. Samples within minibatches were sampled randomly with replacement.
We modified the sampling probabilities such that on average 2% of the presented samples
are single hits. We defined an epoch as 50 training iterations and trained for a total of
1,000 epochs (50,000 iterations). The learning rate was reduced each epoch according to
the polynomial-learning rate schedule presented in [192].

7.2.1 Polynomial learning rate (polyLR) policy

Learning rate is one of the most important hyper-parameters in any neural network opti-
mization process. It controls the speed of network convergence in the training process. Min-
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imization of loss function was done with SGD which first computes the gradients of the loss
function with respect to all model parameters using an algorithm called back-propagation
and then updates the model weights w as follows

wi+1 = wi − η · ∂L
∂w

, (7.4)

where L is the loss function, i is iteration number, η is learning rate. A conventional approach
to control convergence of a model is to set an initial value of learning rate and let it decrease
over time. Here we use a learning rate scheduler called polynomial learning rate policy
(polyLR) [192]. The learning rate is changed during training according to the equation

η = η0 ·
(

1 − i
ti

)power
, (7.5)

where ti is the total number of iterations during training.

7.2.2 Data augmentation

Owing to the limited number of training cases, extensive data augmentation is per-
formed on the fly during training using the ”batchgenerators” framework [193] . Data
augmentation is a powerful tool to improve the robustness of models trained on a limited
number of training cases. By running transformations on the training cases, new images are
generated that direct the models to learn better generalizing features and thus ultimately
improve their generalization capabilities on the test set. Specifically, we used random ro-
tations, scaling, elastic deformation, gamma augmentation, Gaussian noise, Gaussian blur,
mirroring, random shift, and cutout [194].

Random rotation is a common augmentation technique when a source image is rotated
clockwise or counterclockwise by some number of degrees. This changes the position of the
object in the image. In random rotation of the image its corners are cut off, after rotation the
new corners are filled with padding.

Scaling can be done outward or inward. When scaling inward, the resultant image size
is larger than the original image size. A section is cut out from the resultant image to make
the size equal to the original image. When scaling outward, the size of the image is reduced,
the missing part is filled with padding.

Obtaining an augmented image using elastic deformations is done in two parts. First, a
random stress field is generated for horizontal and vertical directions with randomly sam-
pled values

∆x = G(σ) · (α · Rand(n, m)) , (7.6)

∆y = G(σ) · (α · Rand(n, m)) , (7.7)

114



7.2. Training, validation and test procedure in CNN classification

where G(σ) is the strength of the smoothing operation given by the standard deviation of
the Gaussian filter σ, σ is a parameter defining the maximum value for the random initial
displacement, n and m are the image dimensions. After that, the stress field is applied to
the image by moving each pixel to a new position using spline interpolation of order one to
obtain pixel values at integer coordinates

Ide f ormed(j + ∆x(j, k), k + ∆y(j, k)) = I(j, k) , (7.8)

where I and Ide f ormed are the initial and deformed images, j and k are pixel coordinates.

Gamma augmentation is a nonlinear operation used to encode and decode luminance in
images, it is defined by power-law expression

V = AUγ , (7.9)

where V is resultant pixel value, U is initial pixel value, A is a constant, γ is a parameter.

Gaussian noise is an additive noise type, where the intensity value in a pixel with the
coordinates (x, y) for the noisy image is given by the expression

N(x, y) = A(x, y) + B(x, y) , (7.10)

N(x, y) = A(x, y) + B(x, y) , (7.11)

where the A(x, y) in the pixel value of the original image, B(x, y) is the added noise. The
added value of noise is defined by probability density function of Gaussian random value
is indicated in equation

p(z) =
1√
2πσ

· exp
[
−(z − µ)2

2σ2

]
, (7.12)

where σ and µ are standard deviation and mean values, z is pixel value.

Gaussian blur is a type of image-blurring filter that uses a Gaussian function for calcu-
lating the transformation to apply to each pixel in the image. The response of the Gaussian
filter in two dimensions is described by

g(x, y) =
1√
2πσ

· exp
[

x2 + y2

2σ2

]
, (7.13)

where x and y are the distances from the filter origin in the horizontal and vertical directions,
respectively, σ is the standard deviation of the Gaussian distribution.

Mirroring implies flipping images along vertical and horizontal axes.

Random shift is a transformation when the image as a whole is shifted horizontally and
vertically by a random number of pixels. The missing parts at the edges appeared due to
these shifts being filled with padding.
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Cutout is a data augmentation technique that randomly masks out square regions in
images. These regions are of random size, appear in random positions in the image and
filled with padding.

7.2.3 K-fold cross-validation

During method development, our models were trained and validated through stratified
fivefold cross-validation on the set of 20,000 training examples.

Cross-validation is a procedure used to evaluate machine learning models on a limited
data set size, i. e. the amount of data is too small to draw robust conclusions using a conven-
tional training and validation split. The procedure of k-fold cross-validation is the following.
The entire data set available for training and validation is shuffled and split into k groups.
For each unique group, the data from this group becomes the validation data set; the respec-
tive training data set consists of the other k − 1 groups. As a result, there are k individual
trained models. The performance metrics are then defined by average performance of these
models.

We chose k = 5 for developing our models. Final performance on the test set is obtained
by using the resulting five models as an ensemble, as described in the following section.

7.2.4 Ensembling via softmax averaging

Ensembling refers to combining predictions from multiple machine learning models. It is
a commonly used strategy to reduce the variance of the models and increase the overall qual-
ity of the predictions. In the case of image classification, ensembling can be implemented
via softmax averaging.

Here, this is implemented in the following way: each CNN model issues a prediction for
each diffraction pattern of the test data set providing single hit probability (ranging from 0
to 1). The average of five predictions, one for each model, is then the single hit probability
for the ensemble. We put a threshold for the average single hit probability to obtain the final
prediction. Diffraction patterns with final probability above 0.5 are classified as single hits.

7.2.5 Inference

For model development we used stratified fivefold cross-validation on the training set.
The resulting five models are used as an ensemble for test set predictions. We report fi-
nal results on the test set Dtest consisting of the 171,183 remaining patterns (1,293 single
and 169,890 non-single hits). We further use test-time data augmentation. Ensembling was
implemented via softmax averaging, followed by thresholding at 0.5 to obtain the final pre-
dictions.
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7.3 CNN variant: identifying more single hits

The CNN model described above is optimized for maximizing the F1 score on our train-
ing cross-validation. We subsequently refer to it as ”MaxF1”. In addition, we trained a
second CNN model that predicts a larger number of single hits (”moreSH”) and leans more
towards higher recall values. To achieve that, we made modifications to the sampling strat-
egy as well as the loss function. Specifically, we increased the probability of selecting single
hits when constructing the minibatches from 2 to 5% and made use of a weighted cross-
entropy loss which weights samples of ground-truth single hits higher during loss compu-
tation (weights 0.1 and 0.9 for non-single hits and single hits, respectively). For both models
(MaxF1 and moreSH), we used the same augmentation and inference scheme.

7.4 Particle size determination

Particle size filtering is also an important part of the SPI data analysis workflow (see
Fig. 7.1). It can help to remove unnecessary diffraction patterns corresponding to other
particles apart from the viruses under investigation. In the previous approach (Fig. 7.1,
black arrows), particle size determination was carried out on the entire data set D prior to
applying the EM classification, and thus the single-hit classification was performed only on
particle sizes between 55 and 84 nm [38].

In this work we used the CNN classification after the initial preprocessing step and par-
ticle size filtering was applied afterwards. Particle size determination was implemented by
fitting the Power Spectral Density (PSD) function, i.e. the angular averaged intensity, of each
diffraction pattern with the PSD of diffraction pattern from the spherical particles in a range
of sizes from 30 to 300 nm and was described in [38] and in Section 6.2.4. Here we used the
same results, and the same virus size range (55 − 84 nm) was considered here.

7.5 Results

7.5.1 CNN performance

Table 7.3 summarizes the performance of our CNNs on the training set cross-validation.
The MaxF1 configuration obtains balanced precision and recall and an F1 score of 0.645.
The number of predicted single hits (120) is close to the number of single hits (100) in this
data set. The moreSH configuration, however, trades a higher recall with lower precision,
resulting in an overall decreased F1 score of 0.536. As expected, the number of predicted
single hits is higher, being 221 in this case.
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Table 7.3: Five-fold cross-validation results (N = 20, 000 training samples).

MaxF1 moreSH
F1 score 0.645 ± 0.074 0.536 ± 0.018
P (precision) 0.591 ± 0.062 0.391 ± 0.023
R (recall) 0.710 ± 0.096 0.960 ± 0.065
Predicted single hits 120 221

Test set predictions (see Table 7.4) were obtained by ensembling the five models obtained
during cross-validation (as described in Section 7.2). On the test set (171,183 patterns), the
MaxF1 configuration obtained an F1 score of 0.731 with balanced precision and recall. In-
terestingly, the F1 score is substantially higher than that on the training set cross-validation
which we attribute to the use of ensembling. The predicted number of single hits (1,257
patterns) is close to the number of single hits (1,393 patterns) in the reference set DM.

Table 7.4: Test set results (N = 171, 183 test samples).

MaxF1 moreSH
F1 score 0.731 0.644
P (precision) 0.741 0.522
R (recall) 0.721 0.841
Predicted single hits 1,257 2,086

The moreSH configuration, as expected, again displays an imbalance between precision
and recall. Overall, its recall is higher (0.841 versus 0.721), but its F1 score is lower at 0.644
(versus 0.731). Again, as expected, the number of predicted single hits is larger (2,086 pat-
terns).

On a workstation equipped with an AMD Ryzen 5800X CPU, 32 GB of RAM and an
Nvidia RTX 3090 GPU, training each individual model took less than 25 min (< 2.5 h for all
five models in the cross-validation). The inference speed was ∼ 450 diffraction patterns per
second for the ensemble and with test time data augmentation (five models and mirroring
along all axes for a total of 20 predictions per pattern). Predicting the 171,183 test patterns
took less than 7 min. If faster inference is required, single-model prediction without test-
time augmentation can be used to increase the throughput to ∼ 8700 patterns per second.
Training required merely 3.5 GB of VRAM, and a much smaller GPU than the RTX3090
used here would have been sufficient as well. The code for training the CNN and running
predictions on our test set is available in Ref. [195], data available in Ref. [196].
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7.5.2 PSD comparison, EM and particle size filtering

As a result of single-hit classification, we obtained data selections with different numbers
of diffraction patterns. In order to compare these selections, we plotted and analyzed the
PSD function. To quantify the contrast values of the PSD functions for each selection, we
introduced contrast metric which describes the mean difference between the local minima
and maxima (similar as in Eq. (6.3) and Eq. (6.4)) over the first three pairs

γ =
1
N

N

∑
i=1

Imax − Imin

Imax + Imin
, (7.14)

where N = 3 is the number of pairs, and Imax and Imin are values of the PSD function for the
maxima and minima, respectively. By looking at the PSD functions and the corresponding
contrast values we can compare various single-hit selections and analyze which one has
more features.

As a result of CNN classification, we obtained two data sets: MaxF1 and moreSH with
the number of single-hit diffraction patterns 1,257 and 2,086, respectively (see Table 7.4).
Plotted PSD functions for both selections are shown in Fig. 7.4 (a), (c) (blue dashed lines).
Additionally, we plotted the PSD functions for the DM and DEM selections [38], containing
1,393 and 1,085 diffraction patterns, respectively (purple and brown solid lines).

The corresponding number of diffraction patterns and PSD contrast values for all four
data sets (MaxF1, moreSH, DM and DEM selection) are given in Table 7.5. From Fig. 7.4 (a),
(c) we observe the same number of fringes as in our previous paper. However, the contrast
values were lower in the case of CNN classification in comparison with EM classification.
As expected, the PSD functions for MaxF1 and moreSH mimic the behaviour of the PSD
function of the DM selection which was used as the ground truth for CNN training.

Table 7.5: Number of diffraction patterns in different data sets of single hits and PSD contrast values
for each of them.

Data set No. of diff. pat. PSD contrast
MaxF1 1,257 0.63
MaxF1 + EM 893 0.64
MaxF1 + size selection 1,098 0.64
MaxF1 + EM + size selection 829 0.64
moreSH 2,086 0.59
moreSH + EM 1,204 0.64
moreSH + size selection 1,617 0.62
moreSH + EM + size selection 1,090 0.65
DM 1,393 0.59
DEM 1,085 0.71

119



7. Classification of diffraction patterns using a Convolutional Neural Network in SPI
experiments

In order to increase the PSD contrast of the CNN selection, we applied EM-based se-
lection to the MaxF1 and moreSH data sets. This method was described in details in Sec-
tion 5.5.3. The EM classification algorithm is designed to distribute the whole data set into
a predefined number of clusters. On each iteration, probabilities of patterns to be assigned
to each cluster are calculated and cluster models are updated by weighted averaging of the
associated patterns, where weights are determined by obtained probabilities. After the al-
gorithm converges, one can manually select the required clusters which correspond to the
particle under investigation.

Figure 7.4: (a), (c) PSD functions for the different data sets: for the MaxF1 data selection (a) and
for the moreSH data selection (c). (b), (d) Particle size histograms for different data sets: for the
MaxF1 data selection (b) and for the moreSH data selection (d). Notations are the following: blue
line/histogram – the whole selection, orange line/histogram – selection with size filtering applied,
green line/histogram – selection with the EM algorithm applied, red line/histogram – selection with
the EM algorithm and size filtering applied. All panels contain the PSD functions/histograms of
the DM (purple line/histogram) and DEM (brown line/histogram) selections. In panels (b) and (d),
the dashed areas indicate the particle size range from 55 to 84 nm. In the legend, the number of
diffraction patterns for each selection is given in brackets.

If one considers the contrast of the PSD function as a criterion for best reconstruction,
the EM algorithm outperforms CNN classification. EM-based algorithm was applied to
the diffraction patterns selected by CNN: MaxF1 and moreSH data sets, containing 1,257
and 2,086 patterns respectively. Both selections were distributed into 20 classes (example
of distribution for MaxF1 data set is in Fig. 7.5) and after 10 iterations of the algorithm, the
obtained classes were inspected. Some of them clearly contained diffraction patterns of the
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Figure 7.5: EM-based classification of single hit diffraction patterns for MaxF1 data set. Data were
distributed into 20 classes, Classes 3, 6, 9, 12, 16, 19 were selected as containing diffraction patterns
of PR772. These classes contain 893 patterns in total.

virus PR772 and the rest ones contained other scattering. Classes of interest were selected
manually by the 6-fold symmetry expected from the virus. In the case of the MaxF1 data
set, classes 3, 6, 9, 12, 16, 19 (highlighted with red title in Fig. 7.5) were considered to contain
patterns of interest.

The PSD results of this additional selection are summarized in Fig. 7.4 (a), (c) (green
dashed lines) and the final numbers of the diffraction patterns before and after applying EM-
based algorithm are presented in Table 7.5 with notation ”+ EM”. The contrast for moreSH
+ EM selection showed a substantial improvement (0.64 versus 0.59 without EM), and we
also observed a slight improvement for the MaxF1 + EM selection (0.64 versus 0.63 without
EM). At the same time, the EM selection [38] still has the best result in terms of contrast.

The EM classification carried out in [38] was performed on a size range of viruses from
55 to 84 nm which was determined prior to EM classification. To perform particle size anal-
ysis in this study, we first plotted histograms of the particle size distribution for each data
set (MaxF1 with/without EM algorithm applied, moreSH with/ without EM algorithm ap-
plied) in Fig. 7.4 (b), (d). Each data selection consists of diffraction patterns within a wide
size range. This means that, even after single-hit classification (with/without EM algo-
rithm), the data sets contain diffraction patterns that correspond to particles of different
sizes.
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To be consistent with the previous research, the size range from 55 to 84 nm was con-
sidered for further analysis and particle size selection was applied. The corresponding PSD
functions are plotted in Fig. 7.4 (a), (c) (solid orange and red lines), and the resulting num-
bers of diffraction patterns and contrast values are summarized in Table 7.5 with notation
”+ size selection”.

Fig. 7.4 (a) and Table 7.5 show that for the MaxF1 data set the particle size filtering did
not change the contrast values (= 0.64). However, for the selection moreSH with the EM
algorithm applied the particle size filtering Fig. 7.4 (c) gave the best PSD contrast value
(= 0.65).

Even though we were able to increase the PSD contrast through different classification
strategies and particle size filtering, we, unfortunately, reduced the number of diffraction
patterns along the way. For the MaxF1 data set we started from a data set of 1,257 patterns
and finally came to 829 patterns. For the moreSH selection, we started with 2,086 patterns
and finally came to 1,090 patterns. In the context of our data processing pipeline, where a
large number of single hits is required to get reliable results, this can be detrimental.

In the following, we will consider four final data sets:

• MaxF1 with size filtering applied: Fig. 7.4 (a), orange solid line; Fig. 7.4 (b), orange
histogram;

• MaxF1 with the EM algorithm and size filtering applied: Fig. 7.4 (a), red solid line;
Fig. 7.4 (b), red histogram;

• moreSH with size filtering applied: Fig. 7.4 (c), orange solid line; Fig. 7.4 (d), orange
histogram;

• moreSH with the EM algorithm and size filtering applied: Fig. 7.4 (c), red solid line;
Fig. 7.4 (d), red histogram.

Below are computing times to obtain DEM selection by size filtering of 191k diffraction
patterns and performing the EM algorithm on 18k patterns in the size range 55 − 84 nm.
Size estimation takes 16 min 26 s. It is single threaded and do not really benefit from many
cores. Extraction and saving of filtered data take: 20 min 37 s. It is limited by storage read
and write speed. EM classification takes 26 min 16 s for 10 iterations. For 5 classifications it
is 2 h 11 min 20 s. Calculations were performed on a computer cluster node (max-exfl027)
with 2 Intel E5-2698 v4 @ 2.20GHz. It is 40 cores and 80 threads total. The node also has
512GB of memory, but it is barely used by EM.
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7.5.3 Intersection over union comparison

To compare different data selections, we also looked at the intersection over union α

metric which can be described as
α =

A ∩ B
A ∪ B

. (7.15)

Here A and B are two sets of data, and signs ∩ and ∪ mean intersection and union of these
two data sets.

Table 7.6: Number of diffraction patterns in intersections of different pairs of data sets. The initial
number of diffraction patterns in the sets is shown in brackets. In the second line, the intersection
over union α is shown.

MaxF1 +
size

selection
(1098)

MaxF1 +
EM +
size

selection
(829)

moreSH
+ size

selection
(1,617)

moreSH
+ EM +

size
selection
(1,090)

DM
(1,393)

DEM
(1,085)

MaxF1 + size
selection

(1098)

1,098 –
100%

829 –
75%

1097 –
68%

878 –
67%

875 –
54%

575 –
36%

MaxF1 + EM
+ size

selection
(829)

829 –
75%

829 –
100%

829 –
51%

730 –
61%

678 –
44%

485 –
34%

moreSH +
size selection

(1,617)

1097 –
68%

829 –
51%

1617 –
100%

1090 –
67%

1006 –
50%

686 –
34%

moreSH +
EM + size
selection
(1,090)

878 –
67%

730 –
61%

1090 –
67%

1090 –
100%

791 –
47%

651 –
43%

DM (1,393) 875 –
54%

678 –
44%

1006 –
50%

791 –
47%

1393 –
100%

574 –
30%

DEM (1,085) 575 –
36%

485 –
34%

686 –
34%

651 –
43%

575 –
30%

1085 –
100%

The values obtained for different pairs of data sets are shown in Table 7.6. We also cal-
culated the intersection over union over three selections – MaxF1 with size filtering applied,
moreSH with size filtering applied and DEM selection – which gave the intersection over
union α = 29% with 575 diffraction patterns in the intersection. Another three selections –
MaxF1 with EM algorithm and size filtering applied, moreSH with the EM algorithm and
size filtering applied, and DEM selection – gave the intersection over union α = 29% with
469 diffraction patterns. We think that this choice of diffraction patterns in the intersection
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of three data selections is providing us with the most important diffraction patterns that
contain the features of virus structure from all data selections.

7.5.4 Orientation determination

Figure 7.6: 2D central slice of 3D intensity distribution for MaxF1 with the size filtering applied (a),
MaxF1 with the EM algorithm and size filtering applied (d), moreSH with the size filtering applied
(g), moreSH with the EM algorithm and size filtering applied (j). Vertical and horizontal axes denotes
qz and qy directions, respectively. 2D cuts and reciprocal volume after background subtraction for
MaxF1 with the size filtering applied (b)-(c), MaxF1 with the EM algorithm and size filtering applied
(e)-(f), moreSH with the size filtering applied (h)-(i), moreSH with the EM algorithm and size filtering
applied (k)-(l). Black scale bar in denotes 0.5 nm−1.

The next step of the workflow for SPI analysis after single-hit classification is orientation
determination of the diffraction patterns (Fig. 7.1). The Expand–Maximize–Compress algo-
rithm [136] in Dragonfly [137] was used to retrieve the orientation of each diffraction pattern
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and to combine them into one 3D intensity distribution of the PR772 virus (described in Sec-
tion 5.6).

We retrieved the orientation of all previously selected data sets with the size filtering
applied, with and without the EM classification. Visual inspection does not allow us to
see a significant difference between data sets (MaxF1 and moreSH with/without the EM
algorithm applied, and with size filtering applied). However, for all four data sets the back-
ground at high q values is clearly seen as in [38]. Here we used the same approach for
background subtraction – we defined the level of the background as the mean signal in the
high q region, where the presence of meaningful signal from the particle is negligible. The
orientation determination results before/after background subtraction on four data sets is
shown in Fig. 7.6.

7.5.5 Phase retrieval and reconstructions

The next and the final step in our workflow is phase retrieval and reconstruction of the
electron density of our virus particle from the 3D reciprocal space data (Fig. 7.1). Since the
experimental measurements provide only the amplitude of the complex-valued scattered
wavefield, we applied iterative phase retrieval algorithms (Section 4.3) in order to determine
the 3D structure of the virus particle.

We proceeded in the same way as in Section 6.5.1 and [38]. The phase retrieval proce-
dure consisted of two steps. In the first step, the central gap in the 3D intensity map of the
virus that originated from the masking of the initial 2D diffraction patterns was filled. In
the second step, the 3D intensity maps with the filled central part were used to perform
phase retrieval. We first performed 50 reconstructions for each intensity map and then used
mode decomposition (Section 6.5.2) to determine the final 3D electron density structure of
the virus.

The final virus structure for each data selection, obtained in the described way, is shown
in Fig. 7.7. All expected features are present in these reconstructions: the icosahedral struc-
ture of the virus, higher density in the capsid part of the virus and reduced density in the
central part.

The resolution was evaluated by the Fourier Shell Correlation (FSC) method. Obtained
FSC resolution for all four data sets (MaxF1 and moreSH with/without EM algorithm ap-
plied, with/without size filtering applied) fluctuates from 5.8 nm to 8 nm and is shown
in Table 7.7. Applied EM algorithms for the CNN-based classification could improve the
reconstruction result by several nanometers in terms of FSC resolution. And CNN-based
single hit diffraction patterns classification by itself with size filtering applied could give
quite good resolution.
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(a) (b) (c) (d)

(e) (f) (h)(g)

Figure 7.7: PR772 virus reconstructed from the different data sets. (a)–(d) Reconstruction of single-
hit diffraction patterns selected by MaxF1 with size filtering applied (a), (b) and MaxF1 with the
EM algorithm and size filtering applied (c), (d). (e)–(h) Reconstruction of the single-hit diffraction
patterns selected by moreSH with size filtering applied (e), (f) and moreSH with the EM algorithm
and size filtering applied (g), (h). (a), (c) The 3D inner structure of the virus with 88% (brown), 75%
(green) and 20% (grey) levels of intensity for the MaxF1 selections. (e), (g) The 3D inner structure of
the virus with 86% (brown), 75% (green) and 20% (grey) levels of intensity for the moreSH selections.
(b), (d), (f), (h) 2D slices of the corresponding structure with the same scale bar of 30 nm. For visual
representation, each virus structure was upsampled three times.

Table 7.7: FSC resolution for different data selections.

Data set FSC resolution, nm
MaxF1 + size selection 8
MaxF1 + EM + size selection 5.8
moreSH + size selection 6.4
moreSH + EM + size selection 5.9

In comparison with the previous EM selection [38] with 6.9 nm resolution, the results
obtained in this work showed overall agreement in virus structure (Fig. 7.7) and FSC res-
olution, the difference varies ±1 nm. The best result appeared to be MaxF1 with the EM
algorithm and the size filtering applied selection – with the FSC resolution of 5.8 nm. Cor-
responding inner structure (Fig. 7.7 (c)) and 2D central slice (Fig. 7.7 (d)) demonstrated only
slight variance from the previous work [38] (see Fig. 6.18).

The slightly higher resolution determined in this work relative to our previous work (6.9
nm in Chapter 6) may be related to the comparatively small number of diffraction patterns
used in the FSC method. As we observe in Fig. 7.7 (a)–(d), the electron densities of the virus
in the CNN MaxF1 selection with size filtering and MaxF1 selection with EM selection plus
size filtering are practically identical. We see small differences from the previous electron
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density in the CNN moreSH selection with size filtering and moreSH with EM selection plus
size filtering (Fig. 7.7 (e)–(h)). At the same time, the central slice in all four reconstructions
(Fig. 7.7 (b), (d), (f) and (h)) is practically the same, the capsid layer being the same size.
Since we have 400–500 diffraction patterns in common with the considered data selections
and our previous work [38], we can assume that these were the ones that contributed to and
shaped the final reconstructed results in such a common way for all five data selections.

7.6 VGG-style network

The main studies in the field of CNN classification of single hits were carried out with
the network architecture pre-activated ResNet-18 described above. In order to investigate
an effect of CNN depth required for the specific task of single hit classification, a VGG-style
network was implemented within the same pipeline. This network is realized as a plain
sequence of convolutional layers organized in four downsampling stages (Fig. 7.8). The
activation function is ReLU. Batch normalization layer precedes each convolutional layer,
except the first one.

Figure 7.8: VGG-style network architecture. We use a simple VGG-style network for comparison. It
has the same input size of 192 × 96. It processes the input in four downsampling stages. Downsam-
pling is implemented via maximal pooling. The convolutional layer of the first stage has 16 filters.
The number grows up to 256 filters for the fourth stage. Global average pooling is used to linearize
the final feature representation of the shape 12 × 16 to a feature vector used for classification.

Dimensionality reduction is realized via maximal pooling. The number of filters in the
convolutional layers of the first stage is 16. It rapidly grows up to 256 at the last stage. This
growth is intentionally fast. It allows to extract more higher level features while preventing
the network from growing in depth. Global average pooling is used to linearize the final
feature representation of the shape 12 × 16 to a feature vector used for classification.

Training, validation and test follow the same procedure described for ResNet-18. The
results for relevant metrics for five-fold cross-validation and test performance metrics for the
VGG-style network are shown in Table 7.8. It is similar to that of ResNet-18 (Table 7.4). This
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is an indication that the choice of network depth within the investigated limit has negligible
effect. Thus, a simple VGG-style network can be sufficient for the task.

Table 7.8: VGG five-fold cross-validation results (N = 20, 000 training samples) and test set results
(N = 171, 183 test samples).

Cross-validation results Test set results
F1 score 0.678 0.727
P (precision) 0.656 0.78
R (recall) 0.72 0.681
Predicted single hits 113 1,130

7.7 Summary

Our studies with the CNN-based single-hit classification implemented within the SPI
data analysis workflow resulted in a reasonable structure reconstruction of the virus PR772
(see Fig. 7.7).

We compared two competing CNN selections, MaxF1, and moreSH. The MaxF1 selection
was intended to select single hits with an optimal F1 score. The selection moreSH was
optimized for finding more single-hit diffraction patterns (high recall). Both selections were
refined by applying the EM algorithm and limiting the selection to particle sizes in the range
55− 84 nm (Table 7.5). Driven by the need for many single hits in the reconstruction pipeline,
the moreSH configuration was conceived with the intention of missing as few single hits as
possible; the selection was cleaned up afterwards using EM selection and size filtering, in the
hope of achieving a higher resolution than could be obtained with the MaxF1 counterpart.

Unfortunately, this goal was missed: MaxF1 yielded approximately the same resolution
even though the moreSH approach resulted in 1,090 selected single hits instead of the 829
found by MaxF1 (with EM and size selection applied). We therefore conclude that optimiz-
ing balanced precision and recall through maximizing the F1 score is a suitable target for
model development.

CNNs learn from their given training data set. The provided selection [172] which was
used for this purpose here, as any other manual selection, may be subjective. In addition,
the task of identifying single hits is not necessarily identical to the task of finding the ideal
set of patterns needed for reconstruction. In an ideal world, the CNNs should be trained
with the patterns ideally suited for reconstruction. Until we identify a way of obtaining
ideal patterns from a subset of our data, subjectively selected single hits are the next-best
solution.

The particle size filtering step is quite important and has to be applied throughout the
SPI analysis pipeline. A real experiment might run in the following way. A trained person
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will select a number of single hits and non-single hits and then will run the CNN selection
on the diffraction patterns coming from the experimental stream. After size filtering, this
selection will be uploaded to the SPI workflow as shown in Fig. 7.1, and the electron density
of a single particle will be obtained as a result.

Reconstructing the 3D structure from a selection of single hits is expensive: both compu-
tationally and in terms of manual labour. We introduced the PSD contrast in the hope that it
would constitute a good substitute measure for the quality of a selection. If successful, this
would have allowed us to optimize our CNNs more directly towards identifying an optimal
set of single hits for reconstruction through maximizing their PSD contrast. Comparing the
PSD contrast between CNN selections, DM and DEM (Chapter 6 and [38]) revealed that the
contrast in the CNN and DM selections is always lower than that in the DEM selection.We
initially thought that this may be problematic for the reconstructions. However, as the re-
sults in Fig. 7.7 demonstrate, this is not the case and our CNN selection (which mimics DM)
is working well, resulting in an electron density of the PR772 virus that is similar to that
obtained in our previous work [38]. These results indicate that the PSD contrast may not be
a good substitute for reconstruction fidelity. Deviations from a circular shape, as are present
in PR772, might explain this observation.

We have proposed an SPI workflow that uses a CNN-based single-hit classification at an
early stage of the data analysis pipeline. This approach can be beneficial not only because it
can be run during SPI experiments but also because it can significantly reduce the number
of diffraction patterns for further processing. That is important for data storage, as the size
of collected data sets during one experiment at a megahertz XFEL facility can easily reach
several petabytes. Another convenience of using CNNs for single-hit classification is that
the network can be trained on a relatively small quantity of data at the beginning of the SPI
experiment and can be simply applied throughout the rest of the experiment.

Introducing non-standard AI-based solutions into an established SPI analysis workflow
may be beneficial for the future development of SPI experiments. Here we have demon-
strated the use of CNNs at the single-hit diffraction pattern classification step which can
be applied not only after the experiment but, importantly, also during the experiment and
can significantly reduce the size of data storage for further analysis stages. That could be
an important advantage with the development of XFELs [185] with data collection at the
megahertz rate [131, 138]. Handling experimental data with CNNs also saves computa-
tional time: once the CNN is trained and new data are obtained, there is no need to retrain
the CNN again as is needed with other classification approaches.
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Chapter 8

Simulation of SPI experiment with
Tick-borne encephalitis virus

Understanding the structure and functionality of viruses has become an important task.
Nowadays, we can observe it in the present pandemic of COVID-19. The society has realized
that without the knowledge of the structure and functionality of viruses, it is difficult or even
impossible to struggle with the SARS-CoV-2 virus.

To solve this problem, different methods may be applied. X-ray crystallography is the
predominant method for determining the structure of biomolecules with high resolution.
But since it is necessary to crystallize a protein or virus, its application is not always pos-
sible. More often this method is used for single viral proteins or compact, homogeneous,
symmetric viral particles [109, 197, 198]. Small viral proteins, especially unstructured ones,
are investigated by nuclear magnetic resonance (NMR) [199]. Some membrane proteins are
difficult to crystallize due to their hydrophobicity and the laborious process of manufactur-
ing the quantities of proteins required for crystallization [64]. However, knowledge of the
structure of these proteins is essential for understanding the functioning of viruses.

One way to solve these problems is the method of studying the spatial structure of bio-
logical particles – Single Particle Imaging (SPI) – using cryogenic electron microscopy (Cryo-
EM) [64–66] which was briefly discussed in Section 4.1. In most cases, this method works
well for obtaining the structure of a virus capsid, but the internal structure is rather diffi-
cult to determine. In addition, when using Cryo-EM, the samples must be cooled to liquid
nitrogen temperature which makes it difficult to understand the functionality of viruses in
their native environment. These limitations can be circumvented using SPI approach based
on the use of X-ray free-electron laser (XFEL).

Currently, XFELs are the most powerful X-ray sources and can produce strong X-ray ra-
diation with the pulse length of several tens of femtoseconds [101, 102, 185, 200] described
in Section 2.2. These sources have a high degree of coherence [201–203]. It is this impor-
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tant property that makes it possible to use methods of Coherent X-ray Diffractive Imaging
(CXDI) (Section 4.2, [68, 204]) in order to obtain the spatial structure of biological particles.

For a successful outcome, each SPI experiment needs careful planning. This Chapter is
based on Ref. [205]. We will discuss the SPI experiment planned at European XFEL with the
Tick-borne encephalitis virus (TBEV). Various experimental conditions will be discussed in
details: incident photon flux incoming on the sample, sample-detector distance, and others.
The study also presents a general data analysis pipeline and the use of the existing structure
reconstruction platform [135]. Following a well-established data processing pipeline, the
structure of TBEV was obtained and the efficiency of the used methods was demonstrated.

8.1 Tick-borne encephalitis virus

Tick-borne encephalitis is a viral infectious disease transmitted through tick bites. The
endemic area extends from west to east from the Rhine to the Urals and from north to south
from Scandinavia to Italy and Greece. Tick-borne encephalitis is usually asymptomatic, but
can also cause serious complications, mainly in the form of the nervous system damage. The
disease can result in disability or even death. There is no cure for tick-borne encephalitis,
the main preventive measure is vaccination.

The pathogen of tick-borne encephalitis is a virus belonging to the family Flaviviridae,
genus Flavivirus. In addition to tick-borne encephalitis, flaviviruses cause a number of se-
rious human diseases, including long-known infections – yellow fever, Dengue fever, West
Nile fever, Japanese encephalitis, as well as newly discovered and capable of rapid spread
to new territories, such as Zika fever [206]. Several million cases of flavivirus infections are
reported worldwide each year [206, 207].

All viruses of this family are enveloped viruses with a virion diameter of ∼ 50 nm. The
virion core consists of a single-stranded (+)RNA molecule surrounded by protein C. It is
covered on top by a lipid membrane, in which two proteins are embedded: the membrane
protein M and the virion surface protein E, but protein M does not form the outer surface
of the virion. Glycoprotein E is mainly responsible for the first stages of viral infection and
is the target of most neutralizing antibodies [207]. The structure of these viruses accounts
for their natural heterogeneity: mature, immature, semi-mature and so-called ”broken”, i.e.
deformed particles that are formed in the samples during maturation [208, 209]. This makes
it difficult to obtain the structures of flavivirus virions by X-ray crystallography, since het-
erogeneity prevents obtaining ordered crystals. In this regard, the method for obtaining
flavivirus virion structures is Cryo-EM. Currently, the Protein Data Bank (PDB) [210] con-
tains more than 40 structures of various flaviviruses.

The Cryo-EM method requires careful sample preparation [209] and the maintenance
of a fairly high concentration of homogeneous particles of the same type, usually mature
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or immature virions which are the most symmetrical. Viral particles with antigen-binding
fragments (Fab-fragments) that neutralize antibodies [211, 212] are also studied. Two TBEV
structures were obtained by the Cryo-EM method with 3.9 Å resolution [208]: the structure
of the mature virion complex (structure code in PDB is 5O6A [213]) shown in Fig. 8.1 (a) and
the structure of the mature virion complex with the Fab-fragment of the mouse monoclonal
antibody 19/1786 (structure code in PDB is 5O6V [214]) shown in Fig. 8.1 (b).

Figure 8.1: Cryo-EM structure of TBEV. (a) The structure of the mature TBEV particle 5O6A. (b) Struc-
ture of the complex with Fab-fragment of neutralizing monoclonal antibody 5O6V. The structures of
TBEV were taken from the Protein Data Bank [213, 214]. The size of the scale bar is 10 nm.

To model the diffraction data, we used both structures of the virus.

8.2 Data simulations for the SPI experiment

One of the goals of data simulation for TVEB was to plan the SPI experiment at the
European XFEL at the Single Particles, Clusters, and Biomolecules (SPB) beamline. Recon-
structing the spatial structure of a TBEV on the basis of 2D diffraction patterns is the main
task of SPI analysis.

Typical experimental set-up is known and shown in Fig. 5.2. The success of complex
experiments such as SPI depends on many parameters. Parameters that can be evaluated in
advance by simulation include the incident photon flux and the sample-detector distance.
The scattered signal, clearly, depends on the intensity of the incident X-ray beam. At the
European XFEL its intensity is 1 − 4 mJ per pulse which corresponds to 1011 − 1012 photons
per pulse. Since in the planned experiment the size of the focal spot of the X-ray beam is
300 nm, it is natural to assume that there will be no more than 1012 photons per pulse in the
focal spot.

In this experiment the planned photon energy is 6 keV (wavelength 2.07 Å). On the one
hand, this energy is the lowest possible energy at the SPB station. On the other hand, the
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lower the energy of the incident photons, the stronger the scattered radiation. The European
XFEL SPB beamline uses an AGIPD 1 Mpx detector [127] with a size of 1024 × 1024 pixels
(one pixel size is 200× 200 µm2). The parameters of the SPB beamline described above were
used in the simulation of diffraction patterns using the MOLTRANS program developed at
DESY.

First of all, it is of interest to compare the diffraction patterns of the two available virus
types: 5O6A and 5O6V. The global symmetry of both is icosahedral, but the 5O6A structure
has a pronounced spherical shape, and the diffraction pattern from such an object consists of
concentric rings. The structure of 5O6V looks different than that of 5O6A in reciprocal space.
Due to the antigen-binding fragments, sixth-order symmetry can be seen in the diffraction
patterns, indicating the appearance of characteristic features of the structure. Examples of
diffraction patterns from two structures in random orientations are shown in Fig. 8.2.

Figure 8.2: Diffraction patterns from single objects in random orientation: (a) 5O6A structure (for
TBEV in Fig. 8.1 (a)); (b) 5O6V structure (for TBEV with Fab-fragments in Fig. 8.1 (b)). Simulations
parameters: wavelength 2.07 Å, X-ray beam focus 300 nm, detector 512 × 512 pixels, pixel size 400 ×
400 µm2, distance 2.5 m, signal intensity 1012 photons in focus.

To demonstrate other parameters, we used the 5O6V structure (Fig. 8.1 (b)). The scattered
signal recorded by the detector depends on the parameters of the experimental setup as well
as on the sample – the larger the object, the higher the intensity of the scattered signal. Note
that the Cryo-EM structures taken from the PDB bank and used in the present work describe
the surface protein E and membrane protein M and do not characterize the inner nucleocap-
sid formed by protein C and the RNA structure chain. Naturally, in the SPI experiment, the
presence of the RNA nucleocapsid in the particles will contribute to the scattered signal on
the detector.

Fig. 8.3 shows three diffraction patterns from a single virus with different photon flux
in the focus of the X-ray beam. The figure shows that the photon flux from the virus must
reach the necessary level for successful analysis of the SPI experiment. If the scattering signal
from the virus is too weak (Fig. 8.3 (a)), the background from the experimental setup will
be dominant, making further analysis difficult or impossible. If the intensity of the incident
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radiation is 1012 photons at the focus of the X-ray beam (see Fig. 8.3 (c)), the scattered signal is
well distinguishable. From the simulations (see Fig. 8.3) we can conclude that the maximum
signal intensity of 1011 − 1012 photons at the X-ray beam focus which is achievable at the
European XFEL, is necessary for the experiment to succeed.

Figure 8.3: Diffraction patterns from a single TBEV in random orientation. Signal intensities: (a) 1010,
(b) 1011, (c) 1012 photons in focus. The sample-detector distance is 2.5 m.

Another important parameter of the SPI experiment that can be analyzed with the simu-
lations is the sample-detector distance. If the distance is too small, it will not allow to obtain
a pronounced diffraction from the sample, but it will allow to obtain a high resolution. If
the distance is too large, it will not allow to achieve the desired resolution. Examples of
diffraction patterns with different distances from 1 m to 3 m are shown in Fig. 8.4 (a)-(c).
An angle-averaged intensity was plotted for each case and is shown in Fig. 8.4 (g)-(i). As it
was expected, at the shortest distance of 1 m, the diffraction pattern shows the characteristic
features of the virus structure, and the resolution in the real space reaches 2 nm. As the
distance increases to 2 m, these features become more pronounced, but the resolution in real
space drops to 4 nm. At the maximum distance of 3 m, the diffraction pattern from the virus
is clearly distinguishable; in Fig. 8.4 (i) the characteristic rings are clearly visible. But the
resolution in reciprocal space is limited to 6.3 nm.

Another important factor to consider when choosing the optimal sample-detector dis-
tance in an SPI experiment is the structure of the detector panels. In practice, the detector
panels are not placed together; there is a distance between them. There is also a gap in the
center of the detector for the direct (central) beam to pass through.

Experimental diffraction patterns with the superimposed geometry of gaps between the
detector panels are shown in Fig. 8.4 (d)-(f). The detector geometry was taken from one of
the SPI experiments at the SPB beamline of European XFEL. The figure shows that a large
part of the central diffraction peak at a distance of 1 m is not determined because of the
panel positions in the central part of the detector. Information about the size of the central
peak is essential when reconstructing the object. It is also important to take this into account
when planning the experiment, in particular, when choosing the optimal distance. From the
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analysis of the performed simulations (see Fig. 8.4) with different sample-detector distances,
we can conclude that a distance of 2 − 3 m is preferable. In this case, the detector geome-
try makes it possible to distinguish all structural features of the virus, and the momentum
transfer vector q reaches a value of 1.04 − 1.55 nm−1 in reciprocal space which corresponds
to a resolution of 4 − 6 nm in real space.

Figure 8.4: Diffraction patterns from a single TBEV in random orientation. At distances of 1 (a, d, g),
2 (b, e, h) and 3 (c, f, i) m. Examples of diffraction patterns with the detector mask superimposed on
them (d)-(f). Functions (g)-(i) corresponding to the angular averaged intensity in (a)-(c).
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8.3 Spatial structure of the TBEV from simulated data

In this work, we adapted the mentioned above data analysis pipeline (Section 5.4) for
simulated diffraction patterns from TBEV with and without Fab-fragments. A 1,000 diffrac-
tion patterns in random orientations were created for each TBEV type (see Fig. 8.1) with the
following parameters: wavelength 2.07 Å, focal beam size 300 nm, detector size 128 × 128
pixels, pixel size 1.6 × 1.6 mm2. Such dimensions were set in the simulations in order to
match the real size of the AGIPD 1 Mpx detector but also to save computational time. Other
parameters are the sample-detector distance 2.1 m, signal intensity 1011 photons in focus.

As only the structure of the TBEV obtained by Cryo-EM [208] was used in the simula-
tion, clustering and classification of the diffraction patterns by object type was not required.
Since the orientation of the particle in the simulations is known, combining the data into a
diffraction 3D intensity volume in reciprocal space was done according to the identified ori-
entations of the virus. The result of the simulations in reciprocal space is shown in Fig. 8.5.
For virus 5O6A (see Fig. 8.5 (a)), as expected, concentric rings are observed. Due to the pres-
ence of Fab-fragments in the structure of virus 5O6V, diffraction fringes in reciprocal space
are observed (see Fig. 8.5 (b)).

Figure 8.5: Diffraction 3D intensity volume in reciprocal space: (a) 5O6A structure (for TBEV in
Fig. 8.1 (a)); (b) 5O6V structure (for TBEV with Fab-fragments, Fig. 8.1 (b)). The size of the scale bar
is 1 nm−1.

Since the simulations do not contain the experimental background signal, the step of
its correction was not necessary. The next step is to reconstruct the scattering phases and
structure of the object. As described earlier, iterative phase retrieval algorithms are used for
this task (Section 4.3). These algorithms are based on the Fourier transform between real
and reciprocal spaces using two constraints: in reciprocal space, the signal amplitude is set
equal to the experimentally measured values, and in real space, the object occupies a limited
volume whose approximate size is known in advance.
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To obtain the spatial structure of the virus (for 5O6A and 5O6V) the following combi-
nation of algorithms was used: 100 iterations of Continuous Hybrid-Input-Output (CHIO),
followed by 200 iterations of Error Reduction (ER) with an alternating Shrink-Wrap (SW)
algorithm every 10 iterations with a threshold value of 0.2. This combination of algorithms
was repeated 4 times for one reconstruction with the total number of iterations 1,200. A total
of 30 reconstructions were made. Then they were averaged using the mode decomposition
method described in [38] and Section 6.5.2. The main mode was further considered as the
final spatial structure of the TBEV, shown in Fig. 8.6.

Figure 8.6: Central slices of the TBEV reconstructions. Upper row for structure 5O6A, lower row
for structure 5O6V. Electron density values are normalized to the maximum, values less than 0.2 are
shown in black. The size of the scale bar is 20 nm.

The spatial structure of 5O6A and 5O6V has a ring shape with reduced density inside
the particle, as in the data used for simulation of diffraction patterns. From the obtained
result, we can see that due to the low resolution Fab-fragments in the structure of 5O6V
cannot be distinguished. Thus, the size of both structures is about 60 nm. This corresponds
to the size of the 5O6V structure (∼ 57 nm) obtained with Cryo-EM [208]. At the same
time, the size of the virus obtained by the reconstruction is larger than the size of the 5O6A
(∼ 47 nm [208]). Note, that the structures 5O6A and 5O6V used for simulations did not
contain electron density inside (internal RNA).

8.4 Summary

An analysis of diffraction patterns simulation for the SPI experiment with TBEV is pre-
sented. SPI method allows obtaining the spatial structure of biological nanoparticles using
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intense XFEL femtosecond pulses. Such experiments require careful preparation and plan-
ning. To prepare the experimental set-up and efficiently use the beamtime, some parameters
can be estimated in advance, for example, by means of diffraction patterns simulation.

A TBEV was chosen as a studied object, for which the structure of the outer envelope
was known from Cryo-EM [208]. The size and relative homogeneity of TBEV make it a
good object of study in SPI experiments on XFEL.

Two TBEV structures were used to simulate diffraction patterns: a mature virion com-
plex (structure 5O6A in PDB) and a mature virion with a Fab-fragment (structure 5O6V in
PDB). These two structures give different diffraction patterns in reciprocal space. In the
case of 5O6A, only concentric rings were distinguishable in diffraction patterns. Whereas
for 5O6V one can observe characteristic features of the structure associated with ”spikes” of
Fab-fragments on the surface of the viral particle.

In order to prepare the SPI experiment at the European XFEL, the following parameters
were varied during diffraction patterns simulations: the X-ray beam intensity at the focus
and the sample-detector distance. With the help of simulations, it was possible to determine
the optimal parameters and use them in the preparation of the experiment. For the SPB
beamline of European XFEL the following parameters were identified as optimal: signal
intensity 1011 − 1012 photons in the focus, sample-detector distance 2-3 m.

Only necessary steps of SPI data analysis pipeline were used for simulated data: merging
the data into a diffraction 3D volume; scattering phases reconstruction, and object structure
reconstruction. Using iterative phase retrieval algorithms, 30 virus reconstructions were ob-
tained, they were averaged by mode decomposition, and the final structure for 5O6A and
5O6V was chosen as the main mode of decomposition. For the 5O6V structure it was impos-
sible to distinguish Fab-fragments, for both structures (5O6A and 5O6V) a ring correspond-
ing to the virus membrane was present with reduced density inside which corresponded to
the original structure used for simulations.

The presented study shows the efficiency of analysis methods for SPI experiments. Mega-
hertz facilities, such as the European XFEL [185, 186], allow to obtain the necessary amount
of data in a shorter time. In recent SPI experiments at the European XFEL with gold nanopar-
ticles, a resolution of 2 nm was achieved [215]. Thus, the resolution in future SPI experiments
with viruses of similar sizes can be expected to be between 2 nm and 10 nm.
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Chapter 9

Summary

This Thesis describes the application of coherent X-ray diffraction techniques to the struc-
tural investigation of biological particles, particularly, single particle imaging experiments
at X-ray free-electron lasers. The results of three projects were presented.

The first study is based on the SPI experiment performed at the AMO instrument at the
LCLS. PR772 bacteriophage was studied in order to obtain a three-dimensional structure
from the two-dimensional diffraction patterns collected during the beamtime. The typical
data analysis pipeline was adjusted to the challenges of the experiment, such as a not op-
erational panel of the detector and a low percentage of usable data. Modified workflow
included necessary preprocessing steps: instrumental background subtraction, beam center
estimation, and advanced particle size determination. After data was prepared, the next
step followed – single hit classification, performed using an expectation-maximization algo-
rithm. It distributed the data into a predefined number of classes according to its features.
This machine learning technique is widely used in data clustering with the presence of la-
tent features. With its implementation, the number of final single hit diffraction patterns
was reduced from millions to 1,085. Mode decomposition was used at the stage of com-
bining phase retrieval reconstructions of the virus, keeping the most important features of
the structure. The final three-dimensional electron density of PR772 was obtained with the
6.9 nanometer resolution which was better than previous studies reported. The outer and
inner structures of the final reconstruction also corresponded well to the results of cryogenic
microscopy. These results showed the potential of the SPI general workflow modification
which provides a higher resolution of the final electron density of the biological particle.

The second study was formulated as a logical follow-up to the first research topic. Us-
ing the data from the same SPI experiment, we tried to broaden the utilization of modern
machine learning algorithms by applying a convolutional neural network in the SPI data
analysis pipeline. It was implemented to perform the binary classification of the diffraction
patterns recorded at XFEL: single hit and non-single hit. Two models of CNN were devel-
oped. The first one was optimized for maximizing the F1 score which combines precision
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and recall (standard metrics in performance estimation) as their harmonic mean. The second
model optimized the recall value. As a training set, the manual selection of single hits was
used. It was done in order to reproduce the possible CNN application in the online regime
during the SPI experiment. Thus, the training set has to be representative and balanced,
and forming such a training set still has room for improvement. Another benefit of CNN is
the ability to reduce data size for further processing which can potentially save space, time,
and money. After particle size filtering and EM clustering, the final number of diffraction
patterns in two CNN models were 829 and 1,090 single hits. Both data sets led to reasonable
electron density reconstructions of PR772 in agreement with the previous studies showing
a similar resolution. The SPI experiments and their data analysis can highly benefit from
the successful realization of CNN solutions and potentially lead to the ultimate goal of SPI
– atomic resolution and observing chemical processes in biological samples.

In the third part, simulations of SPI experiments with tick-borne encephalitis virus (TBEV)
at the European XFEL were demonstrated. Being a challenging experiment, SPI requires a
high level of preparation. The way to conduct a successful experiment and spend expensive
time of the experiment efficiently is to use simulations in advance. Two models of TBEV
were considered as the base: a virion and a virion with a Fab-fragment. As a result of
diffraction data simulations, the preferred experimental conditions were determined. One
thousand diffraction patterns were simulated as the TBEV structures hit the X-ray beam in
random orientations. They were combined into one three-dimensional reciprocal space vol-
ume, and the electron density for both virus particles was reconstructed. The conformity
between obtained results and used models of TBEV, such as empty internal volume due to
the RNA absence, served as a reliable indicator that experimental parameters are optimal
and can be used during the real beamtime at the European XFEL.

In summary, this Thesis gives an overview of the theoretical and experimental basis of
the SPI experiment and emphasizes its capabilities and future potential at different XFELs.
Automation of data processing and analysis is a promising direction for further studies and
can contribute to the development of X-ray technologies at XFELs. Furthermore, the current
epidemiological situation in the world sets new challenges for scientific society in the field
of structural studies of biological particles. In the face of these new demands, the megahertz
repetition rate XFELs and their ability to record millions of diffraction patterns by high-
dynamic-range novel detectors can bring new insights into understanding the morphology
and functions of biological particles, particularly viruses. This can be done in conjunction
with methodological development of the data analysis algorithms, including machine learn-
ing techniques which have proved to be state-of-art approaches in everyday life.
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