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Abstract

Spin Foam Models (SFM) provide a non-perturbative and background independent path integral formulation of Quantum Gravity. The models are built on a lattice which represents spacetime and serves as a tool to control the d.o.f. of geometry. In fact, a given discretization can be thought as a scale at which we look at spacetime, while its refinement resembles a shift towards UV regimes. In the light of this interpretation, a SFM state sum is understood as an effective theory for the available degrees of freedom provided by the lattice. Then, the Wilsonian renormalization group approach stands out as an ideal tool to organize and describe the flow of the theory along a scale of complexity of the base lattice.

While many promising results have been achieved in SFM, the dynamics of these models is still hard to solve and most calculations are performed on extremely coarse discretizations. In order to get access to finer lattices we reduce the path integral state sum to certain symmetric configurations of geometry. This allows a numerical evaluation of some geometric observables on coarser and finer discretizations. Their comparison defines the renormalization group flow of the model in the parameter space. Notably, we find a fixed point with one attractive and two repulsive directions in the three-dimensional parameter space of the asymptotic Euclidean EPRL-FK Spin Foam Model. In such point, the expectation value of the observables do not depend on the lattice complexity. The existence of a fixed point opens the way to study another open problem of SFM, i.e. the continuum (infinite refinement) limit.
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Chapter 1

Introduction

Identifying a theory which is able to predict how nature behaves at the smallest distances of the Planck scale $10^{-35}$m has puzzled generations of theoretical physicists. A solution to this riddle is expected to shed a new light on modern physics, whose boundaries are currently posing more questions than solutions. The great experimental achievements of the last years, especially the discovery of the Higgs boson at LHC [1] and the detection of the gravitational waves at the LIGO laboratories [2], have signed a historical decade and provided yet another confirmation of the well established Standard Model (SM) for particle physics and of the theory of General Relativity (GR).

Based on the principles of Quantum Mechanics and Special Relativity, and formulated as a Quantum Field Theory (QFT), the SM has indeed achieved the classification of all known fundamental particles and the description of electromagnetic, weak and strong fundamental forces in an organic framework [3]. These forces are the effect of dynamical gauge fields which mediate the interactions of elementary particles, also described as quantum fields.

Unanimously praised by scientists for its extraordinary elegance, to the point of being considered the most beautiful theory in physics, GR fuses the concepts of space and time into a single entity: spacetime. In the light of this paradigm shift, the gravitational force is described in a geometric framework as the curvature of spacetime. The theory has a record of staggering predictions concerning, among others, the passage of time (think gravitational time dilation [4]) and the propagation of light (see the gravitational lensing effect [5]).

These theories are so ‘correct’ that the best experimental tests in the history of physics e.g., the measure of the magnetic moment of the electron [6], confirm predictions made by the SM, while GR has by now entered our everyday life and its effects can be best appreciated when we get lost and we rely on our GPS [7].

Despite the success these theories do not come without critiques, open
problems and missing pieces. The Standard Model of particle physics, for example, raises conceptual questions of naturalness \[8\] i.e., it does not offer a clear explanation about how Nature chose the parameters of the model, including the cosmological constant. Also, the lacking description of dark matter and dark energy, among others, is hinting to a necessity of a physics beyond the Standard Model \[9\].

The gravitational singularities contemplated by GR could suggest that, in its current formulation, the theory is insufficient to describe what happens at extreme densities. A primordial singularity appears for example in the Big Bang theory, the prevailing cosmological model for the universe forged on Einstein’s field equations \[10\]. A new understanding of the nature of such singularity might explain the observed high homogeneity among causally disconnected regions of space \[11\]. This is also known as the horizon problem. The most popular solution relies on the paradigm of a cosmic inflation \[12\], conjecturing an exponential expansion which stretched the primordial quantum fluctuations across the universe. A clear mechanism responsible for inflation is unknown \[13\]. Other singularities appear at the center of black holes. The mystery deepens around these spacetime regions, where a clear understanding of the microscopic mechanism underlying their thermodynamics is lacking \[14\].

Alongside these aspects, there is a desire for unification of all four fundamental forces, beyond the partial unification of electromagnetic, weak and strong forces in the SM \[15\].

A hope is that these open problems will find a new creative engine in the framework of a theory which unifies General Relativity with Quantum principles. These two realms, however, seem to avoid each other like oil and water. In the eyes of a theoretical physicist, this single reason is enough to feel uncomfortable and motivated to search for a solution to the problem of Quantum Gravity (QG). Many research sectors have emerged to confront this challenge.

The most conservative attitude remains within the realm of quantum field theory and studies the quantum properties of gravitational perturbations around a fixed background spacetime geometry. The major problem of this approach is that it results in a nonrenormalizable theory \[16, 17\]. A reason why the problems related to renormalization deserve attention is that their solutions may alter the properties of the classical action and affect the physics in remarkable ways \[18\]. Among other things, we know that renormalization predicts that various symmetries of the classical action must be dropped, because they are anomalous. The axial anomaly is what makes the neutral pion decay into two photons \[19\]. Even more, renormalization predicts that the coupling constants are not actually constants, but ultimately depend on the energy scale i.e., they are running couplings.

The nonrenormalizable divergences arising from the Einstein-Hilbert action
cannot be turned into a running of a finite set of couplings. Instead, the more one enters into the quantum regime, the more the theory generates new couplings. In practical terms, having a nonrenormalizable theory means that to confirm it we need to test an infinite number of coupling constants: this might be the sad conclusion of it [18].

Remaining within the realm of quantum field theory, a change of attitude towards certain fundamental assumptions e.g., about the locality of the interactions [20], may unlock new sectors that are still rather unknown. A simple way to achieve renormalizability in quantum gravity is, for example, by extending the Einstein-Hilbert action by means of higher-derivative terms [21]. However, local higher-derivative theories have a serious weakness: they are not unitary. Recent advancements in this field have overcome this problem by introducing a novel quantization prescription which makes higher derivative theories unitary [22, 23]. Recent results from the Planck mission seem to indicate that the best models of inflation are governed by an action including higher derivative terms [24].

The main limit of this conservative approach is the fact that it adopts perturbative methods and it is background dependent. In other words, it treats the gravitational field as a small perturbation around a fixed background geometry. In this sense, this is not after all the most conservative approach since it ‘betrays’ one of the essential principles of GR, which is the independence from any background structure. In fact, according to Einstein’s interpretation, spacetime is not an absolute entity with respect to which motion is defined. Rather, it is a dynamical object and motion can only be defined in relative terms.

Then, in the language of QFT, the gravitational field as a whole (not just as a perturbation) is nothing more than a new field. Its gauge symmetry is the invariance under arbitrary differentiable coordinate transformations. Its vacuum is not empty space, it is just nothing. Matter and gauge fields should not be defined on spacetime, but in a relational framework as an integrated interaction with the gravitational field.

A different approach to the problem of quantum gravity is offered by String Theory, which studies the quantum field theory of finite-size nonlocal objects called strings [25]. Particles are identified with different oscillation modes (or quantum states) of the string. Surprisingly, one of these vibrational states corresponds to the graviton i.e., the particle which mediates the gravitational force. A theory of gravity is then naturally incorporated within this framework. At ordinary low energies, this theory roughly corresponds to GR, while at high energies it is modified. Also Yang-Mills gauge theories (like the SM) are included, however it is not yet understood how the $U(1) \times SU(2) \times SU(3)$ gauge group of the Standard Model is singled out. The potential description of gravity and all other forces in a unified mathematical framework makes
String theory a candidate for a ‘theory of everything’. The consistency of String Theory requires, or predicts, the existence of supersymmetry and of ten or more spacetime dimensions. Among the main drawbacks, is the fact that there exists a huge ‘landscape’ of possible false string vacua, which raises technical as well as philosophical questions [26, 27]. Another criticism to string theory is that it is not manifestly background independent [28].

In this work we analyze another candidate theory, which has gathered attention in recent years, and attempts a formulation to quantum gravity which is explicitly background independent and non-perturbative. This goes by the name of Spin Foam Theory or Spin Foam Models (SFM) [29, 30]. Here, the gravitational field is treated in the same way as a fundamental quantum field i.e., according to the framework of quantum mechanics, made of probabilities, uncertainty principles, Hilbert spaces and so on. In this work we are concerned with the study of pure quantum gravity in the absence of matter fields. Spin foam models provide a covariant formulation for Loop Quantum Gravity (LQG) [31, 32], and it connects with several other approaches to quantum gravity such as Quantum Regge Calculus [33], Group Field Theory [34] and Dynamical Triangulation [35], to name but a few.

1.1 An overview of Spin Foam Models

Spin Foam Models (SFM) provide a non-perturbative and background independent path integral formulation of Quantum Gravity. These models are built on a fiducial discretization of spacetime, which serves as a tool to control the d.o.f. of the gravitational field. More precisely, a spin foam is characterized by an allocation of quantum labels on a reticulum which plays the role of a representative for spacetime, and can be pictured as its skeleton. The labels encode the information about the geometry. Freezing their value one establishes a ‘geometric configuration’ which is a quantum state of the theory.

The reticular structure differs substantially e.g., from those of Lattice Gauge Theories. A first differentiation factor, compared to standard theories built on a lattice, is that here there is no definition of lattice spacing involved. Indeed, as we already pointed out, we are not seeking for a background structure on which to describe the dynamics of some field. We want the spacetime reticulum to be itself a dynamical object.

The way SFM achieve this purpose is by defining the dynamics in terms of a path integral over spacetime geometries. Roughly speaking, to get from a geometric state \( A \) to a state \( B \), spacetime walks through all its possible configurations with a certain weight associated. In some sense this corresponds to summing over all lattice spacings (precisely, over all quantum labels).

While the ‘spacings’ vary, the complexity of the reticulum is kept fixed
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in the number of its constituent nodes and links. The choice of a reticulum corresponds to a truncation of the theory to a certain accuracy. To capture more details of spacetime, we can use a finer reticulum which carries more degrees of freedom. In the light of this interpretation, a spin foam state sum can be understood as an effective theory for the available d.o.f. provided by the lattice. Then, the Wilsonian renormalization group (RG) approach stands out as an ideal tool to organize and describe the flow of the theory along a scale of complexity of the base lattice [36].

The idea behind Wilsonian renormalization is that the physics of a system at large scales should be independent of most microscopic (UV) details, and predictions should involve only a small portion of all the degrees of freedom of the system. Simply put, we do not need all the details about the water molecules to describe water flowing in a stream.

This approach is used in the context of QG e.g., by the Asymptotic Safety program [37]. In a QFT setting, an energy scale is defined by integrating out the high momentum (UV) modes above a certain cut-off. This operation defines an effective action which can be used to make predictions about experiments performed in a regime less energetic than the scale. The coupling constants defining this effective action depend themselves from the scale i.e., they are running couplings. In some rare point of the parameter space, it can happen that the couplings do not depend on the energy scale anymore. In these fixed points, independently of how many degrees of freedom we restore in the theory, the couplings do not run anymore i.e., they are scale independent.

Similar techniques are employed in the context of Lattice gauge theories, where a scale is defined by fixing a value for the lattice spacing which enforces a (UV) cut-off i.e., a smallest distance under which we forget about the degrees of freedom and work with an effective theory.

In the background independent context of SFM, there is no length scale to use as a (UV) cut-off since configurations with different geometries are being summed over. This means that on the same graph both low and high curvature (i.e., energy) states occur in the sum over states. This, as we have already mentioned, is a central feature of GR, in that geometry itself becomes a variable. Therefore, in the spin foam context the RG formalism needs to be adapted so to be independent of the spacetime background structure [38]. When we talk about renormalization in SFM we refer to what happens to the theory when we build it on finer or coarser reticles.
In this sense, the renormalization group does not ‘flow’ with an energy scale interpolating between IR and UV regimes. Neither it flows on a scale defined by the lattice spacing since we have seen that there is none (or, more precisely, there are infinite of them summed over). It will instead flow in a scale defined by the complexity of the lattice, which we can roughly identify with the number of its nodes. A fixed point in this context indicates a region of the parameter space where the parameters are independent of the complexity of the base reticulum. The existence of a fixed point in SFM could lead towards an advancement in the thorny question of the continuum limit of spin foams i.e., the limit of infinite refinement of the base reticulum. The final goal of this work is the definition and the analysis of the renormalization group of a specific SFM, and the search of its fixed points.

1.2 Structure of the Thesis

In Chapter 2, we focus our attention on the classical theories of gravitation, which provide the groundwork for developing the quantum theory.

In Chapter 3 we review the canonical and the covariant formulations of Loop Quantum Gravity. Depending on the quantization procedure, the covariant approach defines distinct Spin Foam Models.

In Chapter 4, we study the Euclidean formulation of the EPRL-FK spin foam model. This is one of the most acclaimed SFM and is the subject of study in the rest of this work. In the same chapter we also consider an ad-hoc deformation of the model so to couple a cosmological constant term. The reported calculation is based on a recent publication of the author and collaborators. The results of this section is used in the following chapters, however

---

1 One must be careful not to confuse this with the classical limit, which is instead the limit where we get back to a low energy regime. The classical limit can be defined on each finite reticulum separately. Starting from a finite size reticulum one finds discrete GR in the classical limit. A missing piece of the LQG puzzle is a proof that, starting from a infinitely refined graph (continuum limit), one recovers standard GR in the classical limit. This goal can be achieved only if we understand the continuum limit of SFM.

2 After its authors Engle, Pereira, Rovelli and Livine, and Freidel and Krasnov.
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the details of the calculation are not fundamental for the understanding of the work. The reader is free to move on to the next chapter.

While many promising results have been achieved in SFM, the dynamics of these models is still hard to solve and most calculations are performed on extremely coarse discretizations. In order to get access to finer lattices, in Chapter 5 we reduce the path integral state sum to certain symmetric configurations of geometry which resembles the evolution of a flat homogeneous and isotropic universe. First, we compute the (semi)classical limit of the EPRL-FK spin foam state sum in the symmetry restricted setting. These approximations open the path to a numerical evaluation of the expectation values of geometric observables on different lattices and, ultimately, provide a setup for treating the renormalization of the EPRL-FK spin foam model (in Chapter 6). In the second part of Chapter 5, we investigate the classical dynamics associated to our reduced model in the three cases of vacuum, coupling with a cosmological constant, and with dust particles. From the discrete action we obtain the classical equations of motions and we find that in all cases, the corresponding Friedmann-Lemaitre-Robertson-Walker dynamics is recovered in the limit of fine lattices. Thus, the symmetry reduction adopted defines a cosmological sector of the EPRL-FK model. This section shows a large intersection with computations done in the context of cosmological modeling with discrete gravity. All the results presented in this chapter are an original work of the author and collaborators published in [42].

In Chapter 6, we review the concept of background independent renormalization for Spin Foam Models. Then, based on a recent work of the author and collaborators [43], we study the renormalization group flow of the approximated model obtained in the previous chapter (the EPRL-FK spin foam model, symmetry reduced, deformed by a cosmological constant, and used in its asymptotic limit). The reduction of degrees of freedom allows a numerical evaluation of certain geometric observables on coarser and finer discretizations. Their comparison defines the renormalization group (RG) flow in the parameters \((\alpha, \Lambda, G)\) of the model. Remarkably, we find the indications of a fixed point showing one repulsive and two attractive directions. In such point, the expectation value of the observables do not depend on the lattice complexity. Thus, its the existence opens the way to study another open problem of SFM, i.e. the continuum (infinite refinement) limit.

In Chapter 7 we conclude with an overview of the results.
Chapter 2

Classical Theories of Gravity

In this chapter we discuss the formalism of smooth curved surfaces and introduce the classical principles of General Relativity (GR).

In the first part, we study some of the main formulations of GR. Namely, after the standard metric approach is discussed, we explore the action formulations in the tetrad formalism as well as in terms of a constrained topological ‘BF-theory’. Next, we move to the description of the Hamiltonian approach in the Arnowitt-Deser-Misner (ADM) formalism as well as in terms of the Ashtekar variables.

In the second part, a discrete formulation of gravity which goes by the name of Regge Calculus is studied. The Regge action, defining the classical dynamics of the discrete spacetime surface, will show up often in this work, primarily in the (semi)classical limit of the quantum theory. Also, we introduce the concepts of 2-complex and graph, basic discrete structures which respectively form a skeleton for spacetime and its boundary geometry. On their bones we distribute the smooth variables of BF-theory and those of the Ashtekar formulation. This provides the classical groundwork from which we build and develop the quantum theory in Chapter 3.

2.1 General Relativity

Classical General Relativity describes the spacetime structure as a four dimensional differentiable manifold $\mathcal{M}$. On this object we are interested in defining concepts which are independent of the choice of a reference frame. This property ensures that the general covariance principle is respected and we can study the physics of gravitational fields in arbitrary coordinate systems. On a differentiable manifold we can define tensor calculus and formulate the physical laws as tensorial equations. Although one can define vectors and tensors as abstract geometric entities, in the following we use an equivalent but more practical approach. Intuitively, to each point $p \in \mathcal{M}$ we can associate a tan-
\[ T_p \] and a cotangent space \( T^*_p \), which are both real, four-dimensional vector spaces isomorphic to each other. Given a chart of coordinates \( x^\mu \), at each point we can set up a basis \( \{ \partial_\mu \} \) for \( T_p \) and a basis \( \{ dx^\mu \} \) for \( T^*_p \), with \( \mu = 0, 1, 2, 3 \). Then any abstract vector \( v \in T_p \) and 1-form \( \omega \in T^*_p \) can be written as a linear combination of elements of the respective basis
\[ v = v^\mu \partial_\mu, \quad \omega = \omega_\mu dx^\mu. \]
The coefficients \( v^\mu \) and \( \omega_\mu \) are respectively the components of the vector \( v \) and of the 1-form \( \omega \). Here, we treat the components \( v^\mu \) and \( \omega_\mu \) as fundamental objects, denoting them respectively as contravariant and covariant vectors.

Under a change of frame \( x^\mu \to x'^\mu(x) \), the differentials \( dx^\mu \) transform as
\[ dx^\mu \to dx'^\mu = \frac{\partial x'^\mu}{\partial x^\nu} dx^\nu. \]
In general, a contravariant vector is defined as a set of four numbers that, under a generic change of frame, transform as the differential of the coordinates
\[ A^\mu \to A'^\mu = \frac{\partial x'^\mu}{\partial x^\nu} A^\nu. \]

Conversely, we define a covariant vector as a quantity that transforms with the inverse
\[ A_\mu \to A'_\mu = \frac{\partial x^\nu}{\partial x'^\mu} A^\nu. \]

We call tensor of rank \((p, q)\) an object \( T^{\mu_1 \cdots \mu_p}_{\nu_1 \cdots \nu_q} \) with \( p \) contravariant indices and \( q \) covariant indices, which transforms as
\[ T^{\mu_1 \cdots \mu_p}_{\nu_1 \cdots \nu_q} \to T'^{\mu_1 \cdots \mu_p}_{\nu_1 \cdots \nu_q} = \frac{\partial x'^{\mu_1}}{\partial x^{\nu_1}} \cdots \frac{\partial x'^{\mu_p}}{\partial x^{\nu_p}} \frac{\partial x^{\sigma_1}}{\partial x'^{\nu_1}} \cdots \frac{\partial x^{\sigma_q}}{\partial x'^{\nu_q}} T^{\mu_1 \cdots \mu_p}_{\nu_1 \cdots \nu_q}. \]

The relative distance between events i.e., spacetime points on \( \mathcal{M} \), is specified by the metric tensor \( g_{\mu\nu} \). It defines the line element i.e., the square of the infinitesimal displacement as
\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu. \quad (2.1) \]

Applying the metric tensor and its inverse to a generic tensor, we can switch from contravariant to covariant indices and vice versa
\[ V_\mu = g_{\mu\nu} V^\nu, \quad V^\mu = g^{\mu\nu} V_\nu, \quad T_{\mu\nu} = g_{\mu\rho} g_{\nu\sigma} T^{\rho\sigma}, \quad \text{etc...} \]

In a mathematical language, the equivalence principle states that, given a spacetime point, it always exists an inertial frame of reference i.e., a coordinate patch in which \( ds^2 \) assumes the Minkowskian form
\[ ds^2 = \eta_{\mu\nu} dx^\mu dx^\nu. \]
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Nevertheless, in a curved space it is not possible to change \( g_{\mu \nu} \) into \( \eta_{\mu \nu} \) throughout all spacetime points via a coordinate transformation.

In order to compare geometries at different spacetime points, one requires an unambiguous way to ‘parallel transport’ objects along curves in \( \mathcal{M} \). This is achieved by introducing a connection on \( \mathcal{M} \), determined by a set of functions of the coordinates \( \Gamma^\rho_{\mu \nu} \) called Christoffel symbols, which vanish in an inertial frame of reference. In terms of these objects one can define the covariant derivative \( \nabla_\mu \), which acts on tensors as

\[
\nabla_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\rho \mu} V^\rho,
\]

\[
\nabla_\mu V_\nu = \partial_\mu V_\nu - \Gamma^\rho_{\nu \mu} V_\rho,
\]

\[
\nabla_\mu T^{\rho \sigma} = \partial_\mu T^{\rho \sigma} + \Gamma^\rho_{\sigma \mu} T^{\nu \sigma} + \Gamma^\sigma_{\nu \mu} T^{\rho \nu},
\]

(2.2)

The covariant derivative generalizes the derivative operator on curved spaces so to be independent of the the choice of coordinate system.

The commutator of two covariant derivatives

\[
(\nabla_\rho \nabla_\sigma - \nabla_\sigma \nabla_\rho) V_\mu = R^\sigma_{\rho \mu \nu} V_\nu,
\]

(2.3)

defines the Riemann tensor

\[
R^\sigma_{\rho \mu \nu} = \partial_\rho \Gamma^\sigma_{\mu \nu} - \partial_\nu \Gamma^\sigma_{\rho \mu} + \Gamma^\sigma_{\rho \lambda} \Gamma^\lambda_{\mu \nu} - \Gamma^\sigma_{\nu \lambda} \Gamma^\lambda_{\rho \mu},
\]

(2.4)

which encodes the information about the curvature of spacetime. In fact, if we parallel transport a vector along an infinitesimal closed path \( \gamma \), its variation is proportional to the product of the Riemann tensor and the area of the surface enclosed by \( \gamma \). Contracting the Riemann tensor with the metric tensor we obtain the Ricci tensor \( R_{\mu \nu} = R^\rho_{\mu \rho \nu} \) and a further contraction produces the scalar curvature \( R = g^\mu_\nu R_{\mu \nu} \).

On a manifold one can also define the concept of torsion which formally measures how tangent vectors rotate when they are parallel transported. In its original formulation, GR adopts the torsionless assumption, which is reflected in the symmetry of the Christoffel symbols in the lower indices in any coordinate basis

\[
\Gamma^\rho_{\mu \nu} = \Gamma^\rho_{\nu \mu}.
\]

(2.5)

Also we demand that parallel transported vectors maintain the value of their scalar product. This property is called metric compatibility and mathematically is represented by the vanishing of the covariant derivative of the metric tensor

\[
\nabla_\mu g_{\nu \rho} = 0.
\]

(2.6)
With these assumptions, the only torsionless, metric compatible connection is the Levi-Civita connection, and the Christoffel symbols can be expressed in terms of the metric tensor as
\[
\Gamma^\rho_{\mu\nu} = \frac{1}{2} g^{\rho\lambda} \left( \partial_\mu g_{\nu\lambda} + \partial_\nu g_{\mu\lambda} - \partial_\lambda g_{\mu\nu} \right).
\] (2.7)

General Relativity is a theory which describes the dynamics of the spacetime manifold and it comes with different formulations.

### 2.1.1 Standard Formulation

A theory of gravitation can be formulated by using the metric tensor as a dynamical variable. We assume that its dynamics is regulated by a variational principle based on an action functional \( S \), which is invariant under diffeomorphisms
\[ x^\mu \rightarrow x'^\mu = x^\mu + \xi^\mu, \]
where \( \xi^\mu(x) \) are four local parameters. To define such a functional, we must integrate scalar quantities, using the invariant measure \( \text{d}^4x \sqrt{-g} \), where we have defined the determinant of the metric tensor \( g = \text{det}(g_{\mu\nu}) \).

In its original formulation the dynamics of the metric tensor is encoded in the Einstein-Hilbert action
\[
S_{\text{Einstein–Hilbert}}[g_{\mu\nu}] = \frac{1}{16\pi G} \int \sqrt{-g} R[g_{\mu\nu}],
\] (2.8)
where \( G \) is the gravitational constant with dimension \([G] = -2\) in units of mass. In principle one could include in the action infinite invariant terms \( 1, R^2, R_{\mu\nu}R^{\mu\nu}, R^3, \cdots \). These include a cosmological constant term as well as terms which are more than quadratic in the derivatives of the metric tensor. In what follows we stick to the classical formulation and ignore all these terms. Nonetheless, in Chapter 6 we will modify the theory at the quantum level so to re-introduce a cosmological constant term.

The Einstein equations of motion for a gravitational field coupled to bosonic matter are
\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 8\pi G T_{\mu\nu},
\] (2.9)
where \( T_{\mu\nu} \) is the covariant version of the energy-momentum tensor which describes the density and flux of energy and momentum in spacetime.

### 2.1.2 Tetrad Formalism

The tetrad is a collection of four linearly independent one-forms \( e^I_\mu \) that provides a local isomorphism between a general reference frame and an inertial
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one, characterized by the flat metric $\delta_{IJ}$ so that we can recast the metric tensor in the form

$$g_{\mu\nu}(x) = \delta_{IJ} e^I_\mu(x) e^J_\nu(x).$$

This is why the tetrads are sometimes described as the square root of the metric. The new indices $I = 0, 1, 2, 3$ are then internal flat indices and come together with an additional invariance under a local gauge group $G$ e.g., $SO(3,1)$ in the Lorentzian theory or $SO(4)$ in the Euclidean one. We can interpret geometrically the tetrads as the linear map that, for each point $p \in M$, sends the tangent space $T_p$ in the flat space. Then, given a vector $v$ in $p$, the tetrads are the matrices $e^I_\mu(x)$ that transform the components $V^\mu$ (i.e., contravariant vectors) into new components $V^I$ by

$$V^I = e^I_\mu(x) V^\mu.$$

The inverse of the tetrad is a collection of four linearly independent vectors $e^I_\mu$ such that

$$e^I_\mu e^\mu_J = \delta^I_J,$$  \hspace{1cm}  (2.10)

$$e^I_\mu e^\nu_I = \delta^\nu_\mu.$$  \hspace{1cm}  (2.10)

Then, any tensor can be decomposed using internal or spacetime coordinates related by the tetrads and their inverse i.e.,

$$T_{I_1 \cdots I_p}^{J_1 \cdots J_q} = e^I_1 \cdots e^I_p \epsilon^\nu_{J_1} \cdots e^\nu_q T^{\mu_1 \cdots \mu_p}_{\nu_1 \cdots \nu_q}.  \hspace{1cm}  (2.11)$$

Related to the local gauge symmetry there is a connection $\omega^I_{\mu J}$ which is used to define the covariant derivative $\nabla_\mu$ on any object that transforms under the local gauge group. For example,

$$\nabla_\mu V^I = \partial_\mu V^I + \omega^I_{\mu J} V^J.  \hspace{1cm}  (2.12)$$

The components $\omega^I_{\mu J}$ are related to the coefficients $\Gamma^\rho_{\mu \nu}$ of the Levi-Civita connection via

$$\partial_\mu e^I_\nu + \omega^I_{\mu J} e^J_\nu - \Gamma^\rho_{\mu \nu} e^I_\rho = \nabla_\mu e^I_\nu = 0,  \hspace{1cm}  (2.13)$$

where $\nabla_\mu e^I_\nu$ is the total covariant derivative of the tetrad i.e., the one acting on both spacetime and internal group indices. Its vanishing corresponds to the condition of compatibility of the connection $\omega^I_{\mu J}$ with the internal metric i.e., $\nabla_\mu \eta^I_{J} = 0$. One can easily check this by writing $\eta^I_{J} = e^I_\mu e^J_\nu g^{\mu \nu}$ and using the metric compatibility (2.6). Under this condition, $\omega^I_{\mu J}$ is the unique spin connection that we can write as a function of the tetrads.

---

2For the moment we keep the flat metric generic. Depending whether we are studying the Lorentzian theory or the Riemannian, we should pick up the Minkowski metric $\eta_{IJ}$ or the positive defined Euclidean metric.
Moving from the coordinate basis to the differential form notation \(^3\), we write \(e^I = e^I_\mu dx^\mu\) and \(\omega^{IJ} = \omega^{IJ}_\mu dx^\mu\). Then, the curvature is defined as the 2-form

\[
F^{IJ} \equiv \nabla \omega^{IJ} \equiv d\omega^{IJ} + \omega^K_I \wedge \omega^{KJ},
\]

where we used the exterior derivative \(d\), the wedge product \(\wedge\) and the covariant derivative \(\nabla\) associated to the connection. In coordinates we write \(F^{IJ} = F^{IJ}_{\mu\nu} dx^\mu \wedge dx^\nu\) with

\[
F^{IJ}_{\mu\nu} = \partial_\mu \omega^{IJ}_\nu - \partial_\nu \omega^{IJ}_\mu + \omega^I_K \omega^{KJ}_\mu - \omega^K_I \omega^{KJ}_\mu.
\]

These are related to the Riemann tensor via

\[
R^{\mu}_{\nu\rho\sigma} = e^I_\mu e^J_\nu F^{IJ}_{\rho\sigma}.
\]

The action (2.8) can be rewritten in the Palatini first order formulation i.e., using tetrads and connection as independent dynamical variables, as

\[
S_{\text{Palatini}}[e, \omega] = \frac{1}{16\pi G} \int \epsilon_{IJKL} e^I \wedge e^J \wedge F^{KL}[\omega] = \frac{1}{16\pi G} \int *(e \wedge e) \wedge F[\omega],
\]

where \(\epsilon_{IJKL}\) is a completely antisymmetric object such that \(\epsilon^{0123} = 1 = -\epsilon_{0123}\), and \(*\) is the hodge dual operator. One can check that the equations of motion for \(\omega^{IJ}\) enforce the vanishing of torsion i.e.,

\[
T^I = \nabla e^I = de^I + \omega^K_I \wedge e^K = 0.
\]

In fact, writing this equation in coordinates and using (2.13), one can check that it corresponds to the symmetry of the Christoffel symbols \(\Gamma^\rho_\mu\nu\) in the lower indices (2.5). Equation (2.18) is uniquely solved by the spin connection \(\omega[e]\) which, based on (2.13), is a function of the tetrad.

The equations of motion for the tetrad \(e^I\), evaluated on-shell requiring (2.18), return the vacuum Einstein equations (2.9), corresponding to the vanishing of curvature \(F[\omega[e]] = 0\).

It is possible to add a topological ‘Holst’ term to the Palatini action so that we get the more general

\[
S_{\text{Holst}}[e, \omega] = \frac{1}{16\pi G} \int \left( * (e \wedge e) + \frac{1}{\gamma} e \wedge e \right) \wedge F[\omega],
\]

where \(\gamma\) is called Barbero-Immirzi parameter. The first term in the parentheses defines the Palatini action. The second is a topological sector in the sense

\[^3\text{Refer to [44] for an introduction.}\]
that it does not alter the classical equations of motion. In fact its variation
with respect to the tetrads vanishes if there is no torsion i.e., as long as we
are on-shell \(^4\). Nevertheless, as we will see in the next chapter, the topological
term gives a substantial contribution in the quantum domain and the Barbero-
Immirzi parameter will play a crucial role in the definition of LQG and Spin
Foam Models.

2.1.3 Gravity as Constrained BF-Theory

The theory of gravitation that we have studied above can be related to a rather
general set of topological field theories which go by the name of BF-theory.
On a \(D\)-dim manifold the dynamical variables are a connection 1-form \(\omega(x) = \omega^I_i(x)dx^a\tau_I\) and a \((D-2)\)-form \(B(x) = B^I_{a_1\ldots a_{D-2}}(x)dx^{a_1}\wedge\cdots\wedge dx^{a_{D-2}}\tau_I\), both
with values in the Lie-algebra \(\mathfrak{g}\) with generators \(\tau_I\). For the moment, we just
require the corresponding gauge group \(G\) to be a generic finite dimensional Lie
group. The BF action is

\[
S_{BF}[B,\omega] = \int \langle B, F[\omega] \rangle = \int \delta_{IJ} B^I \wedge F^J[\omega] = \int B \wedge F[\omega],
\]

being \(F[\omega] = \nabla \omega\) the curvature of the connection. The \(B\) field acts as a
Lagrange multiplier which enforces the curvature \(F\) of the connection to vanish
i.e.,

\[
\frac{\delta S_{BF}}{\delta B} = 0 \implies F[\omega] = 0.
\]

On-shell, in absence of boundary, the equations of motion for \(\omega\) are instead

\[
\frac{\delta S_{BF}}{\delta \omega} = 0 \implies \nabla B = 0 \implies dB = 0.
\]

Let \(\phi\) be a generic \(\mathfrak{g}\)-valued \((D-3)\)-form. The action \((2.20)\) is invariant
under a gauge symmetry \(\tilde{B} = B + \nabla \phi\). In fact, using the Bianchi identity
\(\nabla F = 0\) and the vanishing of boundary, by partial integration we get

\[
\int \langle \tilde{B}, F \rangle = \int \langle B, F \rangle + \int \langle \nabla \phi, F \rangle = \int \langle B, F \rangle.
\]

Locally, a general solution of the equations of motion \((2.22)\) is \(B = d\phi\) and it
is always possible to gauge transform this solution into \(B = 0\). Since we can

\(^a\)One can check this by using the Bianchi identity \(\epsilon^{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma} = 0\).
gauge away any local degrees of freedom, BF is called a topological field theory.

In three dimensions BF-theory with gauge group SU(2) is equivalent to GR, which is indeed a topological theory in 3d. The B-field is a 1-form and we can define a metric as $g_{ab} = \delta_{ij}B^i_aB^j_b$, where $i = 1, 2, 3$ are indices associated to the generators $J_i$ of the Lie algebra of SU(2). The equations of motion for $B$ imply that $\omega$ is the Levi-Civita connection of $g_{ab}$ and the equations of motion of $\omega$ impose the flatness of the metric \[45\].

In four dimensions instead, GR can be written as a topological BF-theory with constraints e.g., on the $B$ field. Let us focus on the Euclidean theory with local gauge group $SO(4)$ or, rather, its double cover $\text{Spin}(4) \simeq SU(2) \times SU(2)$.

The $B$-field is an element in the algebra $\text{spin}(4) \simeq su(2) \oplus su(2) \simeq \mathbb{R}^4 \wedge \mathbb{R}^4$. In the light of the last isomorphism, the $B$-field is also a bivector (see Appendix A). Then we can write its internal components $B^{IJ}$ using indices $I, J = 1, 2, 3$.

The constraints are formally implemented by adding to the set of variables a Lagrange multiplier tensor $\lambda_{IJKL}$ with indices in the internal space such that $\lambda_{IJKL} = \lambda_{KJLI} = -\lambda_{IJKL} = -\lambda_{IJLK}$ and satisfying $\epsilon^{IJKL}\lambda_{IJKL} = 0$. Writing explicitly the Lie algebra indices the resulting Plebanski action is

$$S_{\text{Plebanski}}[B, \omega, \lambda] = \int B^{IJ} \wedge F_{IJ}[\omega] + \lambda_{IJKL}B^{IJ} \wedge B^{KL}, \quad (2.24)$$

and the simplicity constraints imply

$$B^{IJ} \wedge B^{KL} \propto \epsilon^{IJKL}, \quad (2.25)$$

or, in the dual version and using spacetime coordinates (see \[30\])

$$\epsilon_{IJKL}B^{IJ}_{\mu\nu}B^{KL}_{\rho\sigma} \propto \epsilon_{\mu\nu\rho\sigma}. \quad (2.26)$$

As it was shown in \[46\], this quadratic expression has two solutions

$$B = \pm \ast(e \wedge e) \quad \text{and} \quad B = \pm(e \wedge e), \quad (2.27)$$

which define a gravitational and a topological sector given that, once substituted in \(2.24\), they respectively recover the Palatini action and the Holst term of \(2.19\).

In fact, if these two sectors are related via the Barbero-Immirzi parameter in a way such that we can write

$$(16\pi G)B \equiv \ast(e \wedge e) + \frac{1}{\gamma}e \wedge e, \quad (2.28)$$

then it is clear that BF action \(2.20\) reduces to the Holst-Palatini \(2.19\).
There exists also a boundary formulation for the condition \((2.28)\). Let us consider a manifold with a 3d spacelike boundary \(\partial M = \Sigma\). Here the invariance under 4d rotations is broken down to an invariance under local \(\text{SO}(3)\) rotations. In other words, on the boundary we have the freedom of choosing a gauge fixing that induces this group breaking. It is convenient to work in the time gauge defined by requiring that the normal to all the tangent vectors in \(\Sigma\) is a time-like unit vector \(n_i = (1, 0, 0, 0)\) i.e., the local boundary corresponds to a spatial surface at fixed time. The 2-form \(B^{IJ}\) can be projected on this boundary and decomposed as \(K^i = n_J B^{IJ}\) and \(L^i = n_J (\ast B)^{IJ} = \epsilon^{IJKL} n_J B_{KL}\). These vectors have no time component i.e., \(n_I K^I = n_I L^I = 0\).

In other words the \(B\)-field bivector is reduced in the time gauge to two vectors on the boundary

\[
K^i = B^{i0} \quad \text{and} \quad L^i = \frac{1}{2} \epsilon^{ijk} B^{jk},
\]

with \(i = 1, 2, 3\). One can check that the imposition \((2.28)\) implies that on the boundary \(\Sigma\) is satisfied the condition

\[
\vec{L} \equiv \frac{1}{\gamma} \vec{K}.
\]

We will come back to this formula in the next section where the formulation of the constraints will be a hot topic.

### 2.1.4 Hamiltonian formulation in ADM variables

Let us now continue our fly over classical formulations of GR but now in the Hamiltonian formalism, which provides a road to quantization as done in non relativistic quantum mechanics and also in relativistic field theory \(^5\). Eventually, this will be the basis of the canonical formulation of LQG.

The canonical analysis of GR is based on a 3+1-decomposition of the space-time manifold into a foliation \(\mathcal{M} = \Sigma_t \times \mathbb{R}\) in terms of hypersurfaces \(\Sigma_t\), labeled by a real parameter \(t\).

Each spatial slice \(\Sigma_t\) is equipped with its own Riemannian structure. Let us call \(n_\mu\) the unit vector normal to all the vectors tangent to \(\Sigma_t\). The induced metric \(q_{\mu\nu}\) on \(\Sigma_t\) can be uniquely determined by demanding that \(q_{\mu\nu} n^\nu = 0\) and \(q_{\mu\nu} s^\nu = g_{\mu\nu} s^\nu\) for any vector \(s^\nu\) spanning the tangent space of \(\Sigma_t\). Then, one has

\[
q_{\mu\nu} = g_{\mu\nu} + n_{\mu} n_{\nu}, \quad n_{\mu} n^{\mu} = -1.
\]

\(^5\)For a detailed introduction on the Hamiltonian analysis of GR and of covariant systems in general see for example [47]. There, one can also find an explicit derivation of the formulas appearing in the next two subsections.
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The diffeomorphism which maps $\Sigma_{t_0}$ into $\Sigma_{t_0+t}$ is generated by a time-evolution vector field $t = t^\mu \nabla_\mu$. This defines the direction of time derivatives and is normalized such that $t^\mu \nabla_\mu t = 1$. A choice of $t_\mu$ satisfying the above requirements is not unique, and allows for some arbitrariness. A convenient choice of reference system is made in terms of the Arnowit-Deser-Misner (ADM) variables.

One introduces a function $N \equiv n_\mu t^\mu$ and a vector field $N_\mu \equiv h_{\mu\nu} t^\nu$ so that the time vector field can be decomposed into the spatial and normal parts as

$$t^\mu = N n^\mu + N^\mu.$$  \hspace{1cm} (2.32)

In this coordinates one has

$$t^\mu = (1,0,0,0), \quad N^\mu = (0,N^a), \quad n_\mu = (-N,0,0,0), \quad n^\mu = \left(\frac{1}{N}, -\frac{N^a}{N}\right).$$ \hspace{1cm} (2.33)

The ADM variables are the spatial 3-metric $q_{ab}$, the lapse function $N$ and the shift vector field $N_a$, where $a = 1,2,3$ are space indices that behave like regular indices in a curved space. They have a clear interpretation: let us stand on $\Sigma_t$ at a point $x^\mu = (t,x^a)$. The distance that separates us from any other point in $\Sigma_t$ is determined by the spatial 3-metric $q_{ab}$. Now, if we move by $N dt$ in the direction of the time-like vector $n^\mu$ normal to all tangent vectors in $\Sigma_t$, we end up on $\Sigma_{t+dt}$ at a point $y^\mu = (t+dt,y^a)$. If we further shift on the $\Sigma_{t+dt}$ surface by $N_a dt$ we arrive to the point $x'^\mu = (t+dt,x^a)$ which in our coordinates is the time evolution of $x^\mu$. Thus the lapse function $N = N(x^\mu)$ determines how the proper time $d\tau = N dt$ elapses for an observer moving from $\Sigma_t$ to $\Sigma_{t+dt}$. The shift vector field $N_a = N_a(x^\mu) = x^a - y^a$ measures instead the spatial shift on $\Sigma_{t+dt}$.

One can rewrite the manifold structures in the ADM variables. The full spacetime metric reads

$$g_{\mu\nu} = \begin{pmatrix} N^a N_a - N^2 & N_a \\ N_b & q_{ab} \end{pmatrix}.$$ \hspace{1cm} (2.34)

The extrinsic curvature of $\Sigma_t$ reads

$$K_{ab} = \frac{1}{2N} (q_{ab} - \nabla_a N_b - \nabla_b N_a),$$ \hspace{1cm} (2.35)

being $\nabla_a$ the spatial covariant derivative. This can also be regarded as an evolution equation for the spatial metric.

The ADM decomposition is particularly useful since no time derivatives of $N$ and $N_a$ appear in the action and hence they correspond to non-propagating fields that enforce constraints. In other words they play the role of Lagrange multipliers. Therefore all the dynamics of the gravitational field is contained in the 3-metric $q_{ab}$ and its conjugate momentum

$$\pi^{ab} = \frac{\sqrt{q}}{16\pi G} (K^{ab} - K^c_c q^{ab}),$$ \hspace{1cm} (2.36)
where \( q = \det(q_{ab}) \). They satisfy the canonical Poisson brackets
\[
\{q_{ab}(t, x), \pi^{cd}(t, y)\} = \frac{1}{2}(\delta^c_b \delta^d_a + \delta^c_a \delta^d_b) \delta^{(3)}(x - y),
\]
\[
\{q_{ab}(t, x), q_{cd}(t, y)\} = 0,
\]
\[
\{\pi^{ab}(t, x), \pi^{cd}(t, y)\} = 0.
\]
(2.37)

The action with ADM variables takes then the totally constrained form
\[
S_{\text{ADM}}(N, N^a, q, \pi) = \frac{1}{16\pi G} \int dt \int d^3x (\pi_{ab} \dot{q}_{ab} - NC(\pi, q) - N^a C_a(\pi, q)).
\]
(2.38)

The Hamiltonian constraint is
\[
C(\pi, q) = (16\pi G) G_{abcd} \pi^{ab} \pi^{cd} - \sqrt{q} R[q],
\]
where we defined the Wheeler-DeWitt metric \( G_{abcd} = \frac{1}{2\sqrt{q}} (q_{ae} q_{bd} + q_{ad} q_{bc} - q_{ab} q_{cd}) \) and \( R[q] \) is the Riemann curvature scalar on \( \Sigma_t \). The diffeomorphism constraint reads
\[
C_a(\pi, q) = -2 q_{ac} \nabla_b \pi^{bc}.
\]
(2.40)

The equations of motion for lapse and shift respectively enforce these constraints i.e.,
\[
C(\pi, q) = 0 , \quad C_a(\pi, q) = 0.
\]
(2.41)

The Hamiltonian of GR in the ADM variables is
\[
H = \frac{1}{16\pi G} \int d^3x (NC + N^a C_a),
\]
(2.42)
and it vanishes when the constraint equations are satisfied. Thus, strictly speaking, in such system time is not a physical quantity but a free parameter. Then, evolution must be interpreted in a relational way. Explicitly, the 6 degrees of freedom of \( q_{ab} \) are halved by the diffeomorphism constraint and the dynamics is encoded in the Hamiltonian constraint, as a relation among the remaining 3 degrees of freedom. Eventually, at each point in space one has 2 degrees of freedom as expected.

Starting from (2.37), one can also show that the constraints satisfy the following relations
\[
\{C_a(x), C_b(y)\} = C_a(y) \partial^{(x)}_a \delta(x - y) - C_b(x) \partial^{(y)}_a \delta(x - y),
\]
\[
\{C_a(x), C(y)\} = C(x) \partial^{(x)}_a \delta(x - y),
\]
\[
\{C(x), C(y)\} = C^a(y) \partial^{(x)}_a \delta(x - y) - C^a(y) \partial^{(y)}_a \delta(x - y).
\]
(2.43)

\(^6\)Notice that this does not constitutes a Lie algebra. In fact, raised and lowered spacetime indices imply a dependence on the metric tensor.
These Poisson brackets vanish on the constraint surface, which catalogs the constraints as \textit{first class}. The Poisson brackets of the constraints with the dynamical variables \( q_{ab} \) and \( \pi^{cd} \) generate infinitesimal gauge transformations. The Hamiltonian constraint \( C \) associated to the lapse function generates time reparametrizations. The diffeomorphism constraint \( C_{a} \) associated to the shift function gives rise to changes of spatial coordinates. Points in the phase space related by these transformations are physically equivalent.

### 2.1.5 Hamiltonian formulation in Ashtekar variables

There exists a change of variables that makes the Hamiltonian formulation of GR very close to that of SU(2) gauge theory, apart from the unavoidable fact that the Hamiltonian is a fully constrained one. This turns out to be quite useful in that it makes possible the use of tools borrowed from Yang-Mills theories.

In each point of the Cauchy surface \( \Sigma_{t} \) a reference frame is specified by the triads \( e_{a}^{i} \), where \( i = 1, 2, 3 \) are internal indices which behave like indices of flat-space. The spatial 3-metric \( q_{ab} \) can be expressed in terms of the triads as

\[
q_{ab} = \delta_{ij} e_{a}^{i} e_{b}^{j}.
\]

(2.44)

The dynamics on a slice \( \Sigma_{t} \) is invariant under local SO(3) transformations of the triad or, more generally, under its double cover SU(2). The new dynamical variables are the \textit{densitized triad}

\[
E_{i}^{a} = \det(e) e_{i}^{a} = \frac{1}{2} \epsilon_{ijk} e_{b}^{j} e_{c}^{k},
\]

and a \textit{su}(2)-connection on \( \Sigma_{t} \) called \textit{Ashtekar connection}

\[
A_{a}^{i} = \Gamma_{a}^{i} + \gamma K_{a}^{i},
\]

(2.45)

(2.46)

where \( \Gamma_{a}^{i} = \Gamma_{a}^{i}[e] \) is the torsionless spin connection associated to the triad, \( \gamma \) is the Barbero-Immirzi parameter already introduced in the tetrad formulation of GR while \( K_{a}^{i} \) is related to the extrinsic curvature \( K_{ab} \) of \( \Sigma_{t} \) and to the densitized triad via

\[
K_{a}^{i} = \frac{K_{ab} E_{b}^{j} \delta^{ij}}{\sqrt{\det E}},
\]

(2.47)

with \( \det E = \det(E_{c}^{c}) \).

Let us notice that, on a spatial slice, the metric is fully specified by the densitized triad. Then, any geometric quantity in space can be written in
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terms of $E^a_i$. For example, the area of a surface $S$ on $\Sigma_t$ with local coordinates $\sigma_1, \sigma_2$ and normal unit vector $n_a$ is a functional

$$\alpha(S) = \int_S d^2\sigma \sqrt{E^a_i E^b_j n_a n_b}. \quad (2.50)$$

Also, given a region $R \subset \Sigma_t$ we can write its volume as

$$V(R) = \int_R d^3x \sqrt{g} = \int_R d^3x \sqrt{\frac{1}{3!} \epsilon_{abc} \epsilon^{ijk} E^a_i E^b_j E^c_k}. \quad (2.51)$$

We will come back to these expressions in the quantum theory, where areas and volumes will become operators and the solution of their eigenvalue problem will show that in the quantum regime geometric quantities come in discrete levels.

The pair $(A^a_i, E^a_i)$ forms a set of canonically conjugated variables fulfilling the Poisson brackets

$$\{A^a_i(x), E^b_j(y)\} = 8\pi G \gamma \delta^b_a \delta_i^j (x, y),$$

$$\{A^a_i(x), A^b_j(y)\} = 0,$$

$$\{E^a_i(x), E^b_j(y)\} = 0. \quad (2.52)$$

Once again, the general covariance of the theory is manifest in the totally constrained form of the dynamics of the Ashtekar variables. The action can be written as

$$S_{\text{Ashtekar}}(N, N_a, A, E) = \frac{1}{16\pi G} \int dt \int d^3x (\dot{A}^a_i E^a_i - NC - N^a C_a - A^b_0 C_i). \quad (2.53)$$

The Hamiltonian and the diffeomorphism constraints take the form

$$C = \frac{E^{aj} E^{bk}}{\sqrt{\det E}} \left( \epsilon_{ijk} F_{ab}^i - 2(1 + \gamma^2) K^i_{[a} K_j^{b]} \right),$$

$$C_a = E^b_{k} F_{ba}^k - (1 + \gamma^2) K^i_{a} C_i. \quad (2.54)$$

7In fact, the area in terms of the 3-metric is

$$\alpha(S) = \int d\sigma_1 d\sigma_2 \sqrt{\det \left( q_{ab} \frac{\partial q}{\partial \sigma^a} \frac{\partial q}{\partial \sigma^b} \right)}, \quad u, v = 1, 2 \quad (2.48)$$

With few manipulations, using the relations $q_{ab} q_{cd} - q_{ac} q_{bd} = \frac{1}{2} \epsilon_{ace} \epsilon_bdf q_{ab} q^{ef}$ and the definition of the normal unit vector to the surface $n_v = \epsilon_{crd} \frac{\partial \sigma^r}{\partial \sigma^c} \frac{\partial \sigma^d}{\partial \sigma^c}$, we obtain

$$\alpha(S) = \int d\sigma_1 d\sigma_2 \sqrt{g} n_a n_b = \int d\sigma_1 d\sigma_2 \sqrt{g} n_b = \int d^2\sigma \sqrt{E^a_i E^b_j n_a n_b}. \quad (2.49)$$
being
\[ F_{ab}^i = \partial_a A_b^i - \partial_b A_a^i + \epsilon_{ijk} A_a^j A_b^k, \] (2.55)
the curvature of the Ashtekar connection, and
\[ C_i = \nabla_a E^a_i = \partial_a E^a_i + \epsilon_{ijk} A_a^j E^{ak}, \] (2.56)
the first class Gauss constraint generating the infinitesimal transformations associated to the additional SU(2) gauge freedom.

This Hamiltonian formulation of GR will be the starting point to define the Canonical formulation of LQG in the next Chapter.

2.2 Discrete Gravity

Born as a tool for performing complex relativistic calculations, discrete gravity has been proved a convenient instrument in the development of a conceptually consistent quantum theory of gravitation. For example, the standard construction of the quantum theory developed in Chapter 3 relies on a operational discretization of the spacetime manifold. This corresponds to a substantial cut of geometrical degrees of freedom. We should then expect that, once we have defined our quantum model, the theory we obtain taking the classical limit does not exactly resemble GR but rather a discrete version of it. The following section is thus dedicated to the discrete formulations of gravity.

2.2.1 Regge Calculus

In order to simplify the study of general relativity, and in particular the calculation of the solutions of the Einstein field equations, Tullio Regge developed in the early sixties a mathematical formalism which now goes by the name of Regge Calculus [49]. The original idea was to develop a formulation of General Relativity avoiding the use of co-ordinates. A strategy to do so is by approximating the smooth geometry of spacetime using discrete building blocks whose metric is internally flat. For the moment we consider the signature to be Euclidean, however the formulation supports a Lorentzian signature as well. Let us consider a general \( D \)-dimensional surface whose geometry is described by a metric \( g_{ij}(x) \) with \( i, j = 1, \cdots D \). Intuitively we would expect that such surface can be arbitrarily well approximated by a growing number of \( D \)-dimensional polyhedra glued through their faces [8] see the 2d example in Figure 2.1. Upon refinement, this approximation does not look exact if we focus on the small details, however the broad picture will be quite satisfactory.

[8] Along the work we often refer to some fixed dimensional examples to get the reader familiar with jumping back and forth into imagining different dimensions so to facilitate the comprehension of the work.
2.2. DISCRETE GRAVITY

Figure 2.1: Approximation of a smooth 2-dimensional manifold $\mathcal{M}$ by a triangulation $\Delta$. The metric degrees of freedom are carried by the sides lengths. The curvature is distributional, peaked on the 0-dimensional hinges $h$ and equivalent to the deficit angle $\delta_h$.

The easiest way to perform such approximation is by means of a simplicial discretization. Formally a $D$-simplex $\sigma$ is defined as the convex hull of its $n + 1$ vertices $v_i$ i.e.,

$$\sigma = \left\{ x = \sum_{i=0}^{n} \lambda_i v_i \left| \sum_{i=0}^{n} \lambda_i = 1 \text{ and } \lambda_i \geq 0 \forall i \right. \right\}. \tag{2.57}$$

Let us notice that at any point of the manifold one needs $D(D+1)/2$ numbers to fix the metric $g_{ij}(x)$. This corresponds also to the number of side lengths $l_{ij}$ which uniquely identify a $D$-simplex, the $l_{ij}$ being defined as the Euclidean distance between $v_i$ and $v_j$. We can then approximate the surface in a local neighborhood around a point $x$ with a $D$-simplex $\sigma$. The size of the simplex defines the resolution of the picture. The metric inside a $D$-simplex is assumed to be flat. Thus, we do not see any curvature d.o.f. inside $\sigma$.

We can glue together two $D$-simplices $\sigma_1$ and $\sigma_2$ through their boundaries so that they meet at a $(D-1)$-simplex. If the side lengths at the intersection $\sigma_1 \cap \sigma_2$ agree, than the two discrete metrics can be merged to a flat metric on $\sigma_1 \cup \sigma_2$.

More than two $D$-simplices glued together do not necessarily have a flat metric anymore. In fact, in a cluster of $D$-simplices the metric is flat anywhere except for $(D-2)$-simplices where there is distributional curvature. A $(D-2)$-simplex is also called hinge $h$ given that it ‘hinges’ together multiple $D$-simplices. Then, a vector parallel transported on a closed loop around a hinge $h$ does not necessarily point in the same direction. It can come back rotated by a deficit angle

$$\delta_h = 2\pi - \sum_{\sigma \succ h} \Theta^\sigma_h, \tag{2.58}$$

where $\Theta^\sigma_h$ is the dihedral angle at the corner of $\sigma$ which hinges on $h$ (see Figure 2.1). Summarizing, our manifold is approximated by a piecewise linear flat metric. The edge lengths completely determine the geometric properties of the simplicial space. The deficit angle $\delta_h(l_{ij})$ takes the role of the curvature.
The Regge Calculus formulation of discrete gravity, describes the dynamics of a simplicial discretization in terms of 4-dimensional building blocks. The dynamical variables are the edge lengths \( l_{ij} \). The action that describes the dynamics of the discrete geometry is the Regge action

\[
S_{\text{Regge}}[l_{ij}] = \frac{1}{16\pi G} \sum_h A_h \delta_h.
\]  

(2.59)

Its variation with respect to the edge lengths produces the analog of Einstein’s equations. As it was shown by Regge, the contribution of the variation of the deficit angles \( \delta_h \) for all \( h \) vanishes so that we can write the equations of motion as

\[
\sum_h \frac{\partial A_h(l_{ij})}{\partial l_{ij}} \delta_h = 0.
\]  

(2.60)

A handy introduction on Regge calculus with a discussion on its continuum limit i.e., the limit of infinite refinement of the lattice, can be found in [50].

In Chapter 5, we will explicitly prove the convergence of the Regge equations of motion to the Einsteins solutions, in the specific case of a discrete model describing a isotropic and homogeneous universe whose equations of motion nicely converge to Friedmann ones at first order.

### 2.2.2 Dual discretization: 2-complexes and graphs

In the usual formulation of the quantum theory that we are going to introduce in the next chapter, rather than the simplicial discretization presented above one uses its dual representation in terms of 2-complexes and graphs.

A 2-complex \( \mathcal{K} \) is a collection of vertices, edges and faces glued together so to carry some of the combinatorial information of the original discretization \( \Delta \). To construct it, we associate a vertex \( v \subset \mathcal{K} \) to each \( D \)-simplex \( \sigma \subset \Delta \). Then an edge \( e \subset \mathcal{K} \) is associated to every \( (D - 1) \)-simplex so that any time two \( D \)-simplices meet into a \( (D - 1) \)-simplex, then two vertices are connected by an edge. Finally, a face is dual to a \( (D - 2) \)-simplex (i.e., an hinge) so that every time that a hinge is shared by a certain number of \( (D - 1) \)-simplices, then an equivalent number of edges define the boundary of a face \( f \subset \mathcal{K} \). One might find useful the 2d and 3d examples depicted in Figure 2.2.
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Figure 2.2: On the left, a 2d discretization $\Delta$ (in black) in terms of five triangles. The dual 2-complex $K$ (in blue) is made of vertices, edges and faces. For each triangle in $\Delta$ we have a dual vertex in $K$. Any time two triangles meet on a common side, then the two dual vertices are connected through an edge (dual to the side). The closure of the five bulk edges defines the face dual to the hinge $h$ in the bulk (a point). On the right, a 3d discretization $\Delta$ consists of three tetrahedra glued together. Then the dual 2-complex $K$ has three vertices connected via their common edges. The closure of the three central edges defines the face dual to the hinge $h$ in the bulk (i.e., the dashed common side of the three tetrahedra.

A manifold $M$ with boundary $\partial M$ is triangulated in such a way that if the bulk region is approximated through a simplicial discretization $\Delta$ in terms of $n$-simplices, then its boundary is described by a discretization $\partial \Delta$ in terms of $(D - 1)$-simplices. Or, in the dual language, if a 2-complex $K$ forms a skeleton for the bulk geometry, then the bones of the boundary are determined by a graph $\Gamma_K$.

Figure 2.3: On the left, a 1d boundary discretization $\partial \Delta$ (in black) in terms of five sides. The dual graph $\Gamma_K$ (in red) is made of a node for each side, and links connecting them, dual to points (i.e., the corners linking two sides). On the right, for a cleaner representation we have slightly unfolded the 2d boundary $\partial \Delta$ of the 3d cluster $\Delta$ in Figure 2.2. Pulling up the arrows and connecting them at the top one recreates the drawing. The boundary consists of six triangles glued together. Then the dual graph $\Gamma_K$ has six nodes connected via links. Each node is 3-valent reflecting the fact that a triangle is bounded by three sides.
In general, a graph is a reticulum made of nodes $n$ connected by links $\ell$. For example, since the graph $\Gamma_K$ is dual to $\partial \Delta$, then its nodes $n$ are associated to $(D - 1)$-simplices and its links $\ell$ are dual to $(D - 2)$-simplices.

In Figure 2.3 we show the same 2d and 3d objects depicted in Figure 2.2 but now we respectively remove their bulk geometry and just show their boundary $\partial \Delta$ and the associated dual graph $\Gamma_K$.

It is also possible to define a boundary graph $\Gamma_v$ around each vertex $v$ dual to a $D$-simplex $\sigma$. This is done by assigning a node $n_a$ to each $(D - 1)$-simplex $\partial \sigma_a$ in the boundary of $\sigma$ and connecting the nodes via links $\ell_{ab}$ any time $\partial \sigma_a$ and $\partial \sigma_b$ meet at a hinge $h_{ab} = \partial \sigma_a \cap \partial \sigma_b$. In Figure 2.4 a 3d example is shown and the resulting graph $\Gamma_v$ is drawn in red. In order to avoid confusion we will always draw a discretization $\Delta$ in black, a 2-complex $K$ in blue and a graph $\Gamma$ in red.

Figure 2.4: On the left a vertex $v \in K$ dual to a tetrahedron $\sigma$. On the right the boundary graph $\Gamma_v$ around $v$.

An orientation can be defined on $\Gamma$ by specifying target $t_\ell$ and source $s_\ell$ nodes for each link $\ell$. This will then be represented by arrows on the links.

All these concepts have a natural extension to discretizations in terms of general polytopes. In this work we will often work with non-simplicial discretizations.

### 2.2.3 Partial ordering of graphs

We have defined a graph $\Gamma$ starting from a discretization $\Delta$ of a manifold $\mathcal{M}$. Here we will instead give a more abstract definition of graph from which a geometric interpretation will eventually emerge. In fact, these are two complementary views of the general picture. Let us take a compact 3-dimensional surface $\Sigma$. A path on $\Sigma$ is an equivalence class of oriented curves $\gamma : [0, 1] \rightarrow \Sigma$ with no self intersection and piecewise analytic. A graph $\Gamma$ is defined as a set of paths such that two curves intersect at most in their respective end points e.g.,
In the notation of the previous section, such intersection is called a node $n$ while a path is another way of defining a link $\ell$.

Among graphs there exists a partial ordering so that one can say that $\Gamma \leq \Gamma'$ if and only if all nodes $n$ in $\Gamma$ are also nodes $n'$ in $\Gamma'$ and all links $\ell$ in $\Gamma$ can be constructed from links $\ell'$ in $\Gamma'$ by inverting the orientation, removing links or concatenating several links together. These operations define a *coarse graining* of $\Gamma'$ into $\Gamma$. Then if we call $N$ the number of nodes and $L$ the number of links in $\Gamma$ one has that $\Gamma'$ is such that $N \leq N'$ and $L \leq L'$. Similarly, upon partial ordering, one can always obtain $\Gamma'$ from $\Gamma$ by a finite sequence of moves. Take for example $\Gamma$ to be the graph in the figure above. There exists three types of moves defining the *refinement* of a graph. One can add a link e.g.,

or subdivide a link inserting a node e.g.,

or invert the orientation of a link e.g.,

2.3 Discrete Geometric Variables

At the beginning of this chapter we have looked at different formulations of GR, each defined by a characteristic set of dynamical variables entrusted with the task of describing the evolution of spacetime. Here we show how it is possible to distribute these variables on the skeleton structures that we have just defined.
2.3.1 Distribution of BF variables on a 2-complex

Early in this chapter we have introduced the topological BF theory described by the action (2.20) and we have seen how it is related to GR. Now, we want to define BF theory on a triangulation $\Delta$ of a manifold $\mathcal{M}$. The idea is to distribute the variables $B$ and $\omega$ on the 2-complex $K$ dual to $\Delta$.

Let us work in the general case of $n$-dim spacetime and local gauge group $G$. Then both the B-field and the connection $\omega$ have values in the Lie algebra $\mathfrak{g}$. Since the B-field is a $(D-2)$-form, it fits a smearing procedure which distribute it on the $(D-2)$-cells of $\Delta$ which are dual to the faces $f \subset K$. Then we define

$$B_f = \int_{f^*} B \in \mathfrak{g}.$$  \hspace{1cm} (2.61)

The connection $\omega$ is instead a 1-form that can be naturally ‘smeared’ along edges $e \subset K$. It defines the holonomy

$$h_e[\omega] = \mathcal{P} \int_e \exp(\omega) \in G.$$ \hspace{1cm} (2.62)

An action for the discrete BF variables can be written in the form

$$S^K_{BF}[h_e, B_f] \equiv \sum_f \text{Tr}(B_f \cdot H_f),$$  \hspace{1cm} (2.63)

where

$$H_f = H_f[h_e \subset f] = h_{e_1}, \ldots, h_{e_R},$$ \hspace{1cm} (2.64)

denotes the holonomy around a face $f \subset K$.

Figure 2.5: The holonomy $H_f$ associated to a face $f$ is the product of the holonomies of its boundary edges.

The action (2.63) is indeed a discrete version of (2.20) written in the new variables. The integral has been substituted by a sum over faces $f$, which in any dimension are dual to hinges $h \subset \Delta$ i.e., the $(D-2)$-cells where curvature
is distributed. Since the holonomy of the connection around closed loops is a measure of curvature, the matrix $H_f$ resembles a discrete version of the smooth curvature $F$. The inner product $\langle B, F \rangle$ is written in the new variables as the inner product $\langle B_f, H_f \rangle = \text{Tr}(B_f \cdot H_f)$ for matrices.

**Example: Discrete 3d gravity**

We have already mentioned that continuous BF-theory is equivalent to GR in 3d. Then, let us compare it with discrete BF-theory in 3d by looking at their equations of motion. The gauge group is $G = SU(2)$ and the generators of the algebra are $J_i$ for $i = 1, 2, 3$ (see Appendix A for details). Then we can write the discrete fields as

$$h_e = \exp(X_e^i J_i),$$
$$B_f = b_f^i J_i,$$
$$H_f = a_0^f 1 + a_f^i J_i, \quad \text{with} \quad (a_0^f)^2 + \sum_i (a_f^i)^2 = 1. \quad (2.65)$$

In these components the action (2.63) takes the form $S_{BF}^K = \sum_f a_f^i (b_f^i)^i$. Deriving it with respect to the components $b_f^i$ of the $B^i$-field we get the first equation of motion

$$\frac{\delta S_{BF}^K}{\delta b_f^i} = 0 \quad \Rightarrow \quad a_f^i = 0 \quad \Rightarrow \quad H_f = \pm 1. \quad (2.66)$$

The positive solution corresponds to the continuous equation of motion (2.21) i.e., vanishing of curvature. Deriving the action (2.63) with respect to the components $X_e^i$ of $h_e$ and imposing the first equation of motion (2.66) we get instead

$$\frac{\delta S_{BF}^K}{\delta X_e^i} = 0 \quad \Rightarrow \quad \sum_f \text{Tr}(b_f^i J_i J^i H_f) = 0 \quad \Rightarrow \quad \sum_f b_f^i = 0, \quad (2.67)$$

for all the components $i = 1, 2, 3$. This corresponds to the equation of motion (2.22). In fact, by the divergence theorem, we can write

$$\int_\sigma dB = \int_{\partial\sigma} B, \quad (2.68)$$

where $\sigma$ is a 2d surface and $\partial\sigma$ is its 1d boundary. On a simplicial discretization the integral over $\sigma$ becomes a sum over triangles and the integral over $\partial\sigma$ is

---

The dot product in (2.63) is well defined for matrix groups. We work in the fundamental representation of the group $G$ so that the matrices $B_f \in \mathfrak{g}$ and $H_f \in G$ have the same dimension.
a sum over the sides of a triangle. On a 2-complex the last term corresponds exactly to (2.67) i.e.,
\[ \sum_{f \ni e} B^f = 0. \] (2.69)

**Discrete BF theory on the boundary**

As we have seen in section 2.2.2, a discretization \( \Delta \) with boundary \( \partial \Delta \) can be described on a 2-complex \( \mathcal{K} \) inducing a graph \( \Gamma_{\mathcal{K}} \) dual to the boundary. The induction is obtained by noticing for each face \( f \subset \mathcal{K} \) there is a corresponding link \( \ell \subset \Gamma_{\mathcal{K}} \) so that the discrete \( B_f \in \mathfrak{g} \) variable becomes \( B_{\ell} \in \mathfrak{g} \) while on the same link we can smear the boundary holonomy \( h_{\ell} \in \mathcal{G} \).

In the next chapter we are interested in defining the 4d Euclidean theory. Then the we get at each link of the boundary graph a set of phase space variables
\[ (h_{\ell}, B_{\ell}), \] (2.70)
where \( h_{\ell} \in \text{Spin}(4) \simeq \text{SU}(2) \times \text{SU}(2) \) is a group element and \( B_{\ell} \in \text{spin}(4) \simeq \text{su}(2) \oplus \text{su}(2) \) is an algebra element. These become operators in the quantum theory. In order to define the model we must however impose some restriction at the quantum level so that, at least in the classical limit, the simplicity constraints (2.30) are satisfied and the BF topological theory reduces to GR.

**Discrete simplicity constraints**

In 4-dimensions the imposition of the simplicity constraints (2.26) is a fundamental requirement to recover GR. Thus, in the discrete setting that we are defining, it is important to formulate them as constraints on the discrete variables. In a 4d simplicial discretization each component \((\mu \nu)\) of the smooth field \( B^{IJ}_{\mu\nu} \) is associated to a triangles \( t \subset \Delta \) or equivalently to a face \( f \subset \mathcal{K} \), as given in (2.61). While the smooth constraint was defined in every spacetime point, here we define it at every 4-simplex and it takes the form of a constraint on the 10 faces adjacent to \( v \).

From (2.26) we can directly define the following set
- for each face \( f \subset v \) we have the triangle or diagonal simplicity constraint
\[ \epsilon_{IJKL} B^{IJ}_f B^{KL}_f \overset{?}{=} 0, \] (2.71)
which says that \( B_f \) is a simple bivector i.e., of the form \( u \wedge v \) defining a geometrical plane (Appendix A).
- for all \( f, f' \subset v \) sharing a common edge \( e \) there is a tetrahedron or cross simplicity constraint
\[ \epsilon_{IJKL} B^{IJ}_f B^{KL}_{f'} \overset{?}{=} 0, \] (2.72)
saying that out of the four vectors defined by $B_{IJ}^f$ and $B_{KL}^{f'}$ only three are independent and span a 3d space.

- for any $f, \tilde{f} \subset v$ such that they are attached only through $v$ there is a 4-simplex or volume simplicity constraint $\epsilon_{IKL} B_{IJ}^f B_{KL}^{\tilde{f}} = \pm 12V$, where $V$ has the interpretation of the 4-volume of the 4-simplex [30]. These constraints are quadratic in the $B$-field, however in [40] it was shown that the first two can be written as linear simplicity constraints

$$C^I_f = n_J \left( \star B_{IJ}^f - \frac{1}{\gamma} B_{IJ}^{f} \right) \equiv 0,$$

(2.73)

upon imposition of the closure constraint

$$\sum_{f \in e} B_{IJ}^f = 0,$$

(2.74)

where the sum is over triangles of the same boundary tetrahedron. Furthermore these conditions are sufficient to guarantee also the validity of the volume simplicity constraint in the case of a simplicial discretization.

The spin$(4) = \mathfrak{su}(2) \oplus \mathfrak{su}(2)$ elements $B_{IJ}^f$ can be decomposed in terms of the generators of rotations $L_{f}^i$ and boosts $K_{f}^i$ of the two respective $\mathfrak{su}(2)$ sub-algebras. In terms of the bivector $B_{IJ}^f$ they read $K_{f}^i = B_{iJ}^0$ and $L_{f}^i = \frac{1}{\gamma} \epsilon_{ijk} B_{jk}^f$. Then one has the constraint

$$D_{f}^i = L_{f}^i - \frac{1}{\gamma} K_{f}^i \equiv 0,$$

(2.75)

which is the discrete version of the condition (2.30) defined on the boundary of a manifold.

The quantization of discrete $BF$ theory is the starting point of the covariant approach to LQG. Here, the quantum states are defined on the boundary of the manifold and therefore, at least in the classical limit, they should satisfy the condition (2.75). The dynamics of the states is encoded in the transition probabilities among the states and is defined in terms of a sum over bulk geometries. There exists different models developed in the covariant approach and governed by such path integral dynamics. They are also called Spin Foam Models, and they mainly differ about how the classical constraints (2.75) are implemented at the quantum level. This is the topic of Chapter 4.

### 2.3.2 Distribution of Ashtekar variables on a graph

In the Hamiltonian formalism we have sliced spacetime into 3d spatial hypersurfaces $\Sigma_t$ with an orthogonal time axis. On $\Sigma_t$ we have studied the Ashtekar
variables \((A^a_i, E^a_i)\) which are a set of canonically conjugated variables. Now, we want to distribute them on oriented graphs \(\Gamma_{\Sigma_t}\) which are dual to \(\Sigma_t\). Let us write the Ashtekar connection as
\[
A(x) = A^a_i(x)J_i dx^a,
\]
where \(J_i\) are the generators of the \(\text{su}(2)\) Lie algebra. This is a 1-form, thus we can go over holonomies by integrating it along paths \(\gamma \subset \Sigma_t\), or we should say along links \(\ell \subset \Gamma_{\Sigma_t}\). We get
\[
h_\ell[A] = \mathcal{P} \exp \left(- \int_\ell A\right) \in \text{SU}(2).
\]
(2.77)
This object measures the discrepancy of the geometric data undergoing parallel transport. The holonomy satisfies the following nice properties:

- it is invariant under reparametrization of the curve i.e., upon \(\phi : [0, 1] \rightarrow [0, 1]\) with \(\phi[0] = 0\) one has \(h_{t_{\phi}}[A] = h_\ell[A]\).
- it satisfies the concatenation rule: given two concatenated curves \(\ell_1\) and \(\ell_2\), one has \(h_{\ell_1 \circ \ell_2}[A] = h_{\ell_1}[A] \cdot h_{\ell_2}[A]\).
- it satisfies the inversion relation \(h_{\ell^{-1}}[A] = h_\ell[A]^{-1}\).
- it has a particularly likable behavior under the gauge transformations generated by the Gauss constraint (2.56) i.e.,
\[
h'_\ell[A] \rightarrow g_t \cdot h_\ell[A] \cdot g^{-1}_{s_\ell},
\]
(2.78)
being \(t_\ell\) and \(s_\ell\) the target and source nodes of the link.
- is invariant under diffeomorphisms \(\phi\) generated by the second constraint in (2.54) i.e., \(h_{\ell_{\phi}}[A] = h_{\phi(\ell)}[A]\)

Also the densitized triad can be distributed on a space skeleton. Let us first notice that from the densitized triad (2.45) we can define a 2-form
\[
E_i \equiv \epsilon_{abc} E^a_i dx^b dx^c,
\]
(2.79)
that can be naturally smeared on 2d surfaces \(S \subset \Sigma_t\) as
\[
E_i(S) \equiv \int_S \epsilon_{abc} E^a_i dx^b dx^c = \int_S n_a E^a_i d^2 \sigma,
\]
(2.80)
where \(\sigma_1, \sigma_2\) are some local coordinates on the surface \(S\) and \(n_a = \epsilon_{abc} \frac{\partial x^b}{\partial \sigma_1} \frac{\partial x^c}{\partial \sigma_2}\) is a normal vector. The quantity \(E_i(S)\) represents the flux of the densitized triad across a surface \(S \subset \Sigma_t\), which we recall being dual to a link \(\ell \subset \Gamma_{\Sigma_t}\).
Notice that, for each link $\ell \subset \Gamma_{\Sigma_t}$ the area \((2.50)\) of the dual surface $S_\ell = \ell^*$ can be written in terms of the 2-form \((2.79)\) and takes the neat form
\[
\alpha(S_\ell) = \int_{S_\ell} \sqrt{E_i E_i}. \tag{2.81}
\]

The holonomy \((2.77)\) and the flux \((2.80)\) form a pair of canonically conjugate variables on $\ell$
\[
(h_\ell[A], E_i(S_\ell)). \tag{2.82}
\]
In the quantum theory they become operators defining the so-called holonomy-flux algebra.

It is finally time to work out a quantization for the classical theories reviewed above. In the next chapter we will present the canonical and covariant formulations of Loop quantum gravity and explain why and how they rely on the discrete structures just introduced.
Chapter 3

Quantum Theories of Gravity

In this chapter we give a general introduction on the quantization of gravity as given in Loop Quantum Gravity (LQG). Starting from the Hamiltonian formulation of GR we apply the Dirac quantization procedure which defines the Canonical formulation of LQG [47, 31]. We then work out a set of Covariant formulations of LQG which define the so called Spin Foam Models [51, 30].

3.1 Canonical formulation: Loop Quantum Gravity

The canonical approach to LQG starts from the Hamiltonian formulation of GR as given in the Ashtekar variables, and proceeds to the quantization by following the Dirac program [52]. According to it, one would like to promote the Ashtekar phase space variables to quantum operators and to build a kinematical Hilbert space $H_{\text{kin}}$ consisting of a set of functionals of the connection $\psi[A]$ which are square integrable with respect to a suitable (gauge invariant and diffeomorphism invariant) measure on the space $U$ of all SU(2) connections. On these wave functionals the Ashtekar connection $A \in U$ would act as a multiplicative operator while the densitized triad would be a derivative operator $E = -i \delta_{A}$. The constraints (2.54) and (2.56) would then be promoted to quantum operators on $H_{\text{kin}}$, and imposed at the quantum level to define the physical Hilbert space of the theory $H_{\text{phys}}$ [53]. Eventually one would like to define a complete set of observables for the quantum theory. However, working with configuration variables on $U$ comes with some problems e.g., defining an invariant measure on the Hilbert space. The way out adopted by LQG consist of switching to the holonomies as the basic variables or, rather, quantum operators.
CHAPTER 3. QUANTUM THEORIES OF GRAVITY

3.1.1 The space of generalized connections

The key observation here is that it would be possible to uniquely reconstruct each element \( A \in \mathcal{U} \) knowing the holonomy \( h_\ell[A] \) (given by (2.77)) for all the paths \( \ell \) in \( \Sigma \). The strategy is then to promote the holonomies to quantum operators and then simplify the problem of constructing the kinematical Hilbert space by considering holonomies along a finite set of curves i.e., building the theory on finite-size graphs \( \Gamma \) where the partial Hilbert space \( \mathcal{H}_\Gamma \) have a well defined measure \( \mu_\Gamma \). The kinematical Hilbert space \( \mathcal{H}_{\text{kin}} \) would then be defined as the projective limit of \( \mathcal{H}_\Gamma \) for infinite refinements \( \Gamma \to \infty \).

Let us define the partial configuration space as \( \mathcal{U}_\Gamma = SU(2)^{L_\Gamma} \subset \mathcal{U} \) being \( L_\Gamma \) the number of links in \( \Gamma \). Then given two oriented graphs such that \( \Gamma \leq \Gamma' \), there exists a projection map \( \pi_{\Gamma'\Gamma} : \mathcal{U}_{\Gamma'} \to \mathcal{U}_\Gamma \) defined by

\[
\pi_{\Gamma'\Gamma} \{ h_{\ell'} \}_\ell = \prod_{\ell' \subset \ell} h_{\ell',\ell}, \tag{3.1}
\]

where the arrow represent the order of the product from the right to the left, as befits parallel transports, while \([\ell, \ell'] = \pm 1\) is the relative orientation of \( \ell \) and \( \ell' \). The projector \( \pi_{\Gamma'\Gamma} \) formalizes the coarse graining procedure \( \Gamma' \to \Gamma \) and determines how the fine degrees of freedom in \( \mathcal{U}_{\Gamma'} \) combine and reduce to the coarse degrees of freedom on \( \mathcal{U}_\Gamma \). In particular it defines the operations

- addition: \( \pi_{\Gamma'\Gamma}(h_1 \cdots h_{L+1}) = (h_1 \cdots h_L) \)
- subdivision: \( \pi_{\Gamma'\Gamma}(\cdots, h_i, h_j, \cdots) = (\cdots, h_i \cdot h_j, \cdots) \)
- inversion: \( \pi_{\Gamma'\Gamma}(\cdots, h_i, \cdots) = (\cdots, h_i^{-1}, \cdots) \)

which, according to the definitions given in the previous chapter, are necessary to move in the partial ordered set of graphs.

For \( \Gamma \leq \Gamma' \leq \Gamma'' \) the projector (3.1) satisfies the condition

\[
\pi_{\Gamma'\Gamma'} \pi_{\Gamma''\Gamma'} = \pi_{\Gamma''\Gamma}. \tag{3.2}
\]

Using \( \pi_{\Gamma'\Gamma} \) we can glue together all the finite-dimensional spaces \( \mathcal{U}_\Gamma \) to form the projective limit

\[
\mathcal{U} = \lim_{\Gamma \to \infty} \mathcal{U}_\Gamma \equiv \left\{ \{ a_\Gamma \}_\Gamma \mid a_\Gamma \in \mathcal{U}_\Gamma, \, \pi_{\Gamma''\Gamma} a_{\Gamma'} = a_\Gamma \forall \Gamma \leq \Gamma' \right\}. \tag{3.3}
\]

The space \( \mathcal{U} \) is called the space of generalized connections and contains all the ‘quantum’ continuum SU(2) connections \( \{ a_\Gamma \}_\Gamma \). In other words, a generalized connections...
connection is equivalent to an assignment of \( h_\ell \in SU(2) \) to any path \( \ell \subset \Sigma \). Strictly speaking, this space is a distributional extension of \( \mathcal{U} \), containing elements which do not come from a connection. Now, the holonomy itself becomes the fundamental variable. Let us notice that the limit in (3.3) is not an analytic one. Rather, a continuum generalized connection is given by the collection of all its partial representatives \( a_\Gamma \).

We can also define the new projector \( \Pi_\Gamma : \mathcal{U} \rightarrow \mathcal{U}_\Gamma \) such that

\[
\Pi_\Gamma(\{a_\Gamma\}) \equiv a_\Gamma,
\]

and satisfying the rule \( \pi_\Gamma \Pi_\Gamma = \Pi_\Gamma \).

### 3.1.2 Partial Hilbert spaces

The challenge now is to proceed in such a way that partial Hilbert spaces built on different graphs are consistently related to each other and consequently there exists a way to reach the continuum limit i.e., the limit of infinite refinement \( \Gamma \rightarrow \infty \).

The resolutive step is to require the Hilbert space \( \mathcal{H}_\Gamma \) to be built of cylindrical functions of generalized connections. A function \( f : \mathcal{U} \rightarrow \mathbb{C} \) is cylindrical over a graph \( \Gamma \) if there exists \( f_\Gamma : \mathcal{U}_\Gamma \rightarrow \mathbb{C} \) such that

\[
f(\{a_\Gamma\}) = f_\Gamma(a_\Gamma),
\]

which is equivalent to say \( f = f_\Gamma \Pi_\Gamma \). One can easily check that, if \( f \) is cylindrical over \( \Gamma \), then it is also cylindrical over all \( \Gamma' \) with \( \Gamma \leq \Gamma' \) and the following relation holds \( f_{\Gamma'} = f_\Gamma \pi_{\Gamma'\Gamma} \). Most notably, the set \( \text{Cyl} \) of cylindrical functions over a partial ordered set of graphs forms a vector space. In fact, given \( f \in \text{Cyl}_\Gamma \) cylindrical over \( \Gamma \) and \( f' \in \text{Cyl}_{\Gamma'} \) cylindrical over \( \Gamma' \), then both \( f \) and \( f' \) are cylindrical on \( \Gamma'' \geq \Gamma, \Gamma' \). The same is true for their sum \( f + f' \in \text{Cyl}_{\Gamma''} \).

A perfect example of cylindrical function is the Wilson loop. This operator is in fact resilient to the operations defining the partially ordered set which were introduced in the previous chapter. Take for example a graph \( \Gamma \) consisting of a single closed loop \( \ell \). The associated Wilson loop \( W_\ell[A] \in \text{Cyl}_\Gamma \) is defined as

\[
W_\ell[A] = \text{Tr}(h_\ell[A]).
\]

On a graph \( \Gamma' \) obtained by a subdivision of the loop into \( \ell = \ell_1 \circ \ell_2 \) the Wilson loop becomes

\[
W_{\ell_1 \circ \ell_2}[A] = \text{Tr}(h_{\ell_1}[A] \cdot h_{\ell_2}[A]),
\]

and is a function in \( \text{Cyl}_{\Gamma'} \). It can be also be defined as a cylindrical function on a graph \( \Gamma'' \) built from \( \Gamma' \) by adding a link \( \ell_3 \), provided that the contribution of the new holonomy \( h_{\ell_3}[A] \) is trivial i.e., it carries no curvature. Indeed, the physics that this operator describes is supposed to be the same, independently of how much we refine the graph. Notice also that, thanks to the cyclicity of the trace, the Wilson loop is invariant under gauge transformations \( g \in SU(2) \). Cylindrical functions satisfying this invariance will be of fundamental importance when defining a basis of the Hilbert space.
The partial Hilbert space $H_{\Gamma}$ consists of functions $\psi_{\Gamma,f}: U_{\Gamma} \to \mathbb{C}$ which are cylindrical over $\Gamma$ and defined by

$$\psi_{\Gamma,f} = f_{\Gamma}(a_{\Gamma}, h_{\ell_1}[A], \ldots, h_{\ell_L}[A]) \in \text{Cyl}_{\Gamma}.$$  

(3.8)

Since these are functions of $L$ elements of SU(2) we can use the Haar measure $d\mu_{H}$ to define the inner product

$$\langle \psi_{\Gamma,f} | \psi_{\Gamma,f}' \rangle = \int_{SU(2)^L} d\mu_{H}^{\otimes L} f_{\Gamma}(h_{\ell_1}[A], \ldots, h_{\ell_L}[A]) f'_{\Gamma}(h_{\ell_1}[A], \ldots, h_{\ell_L}[A]).$$

(3.9)

Summarizing we finally have

$$H_{\Gamma} = L^2(U_{\Gamma}, d\mu_{\Gamma}),$$

(3.10)

having defined $d\mu_{\Gamma} \equiv d\mu_{H}^{\otimes L}$.

The measure $d\mu_{\Gamma}$ satisfies the so-called cylindrical consistency condition for the measure

$$(\pi_{\Gamma',\Gamma})_* d\mu_{\Gamma} = d\mu_{\Gamma'}.$$  

(3.11)

In other words it can be consistently pushed forward into finer graphs in a partial ordered set via the projector $\pi_{\Gamma',\Gamma}$. The collection of measures $\{\mu_{\Gamma}\}_{\Gamma}$ comes from a unique measure on $\mathcal{U}$ which is called the Ashtekar-Lewandowski measure $d\mu_{AL}$.

### 3.1.3 Kinematical embedding maps

In order to relate Hilbert spaces on different graphs $\Gamma$ and $\Gamma'$ with $\Gamma \leq \Gamma'$ we define the embedding maps $\iota_{\Gamma':\Gamma}: H_{\Gamma} \to H_{\Gamma'}$ such that

$$(\iota_{\Gamma':\Gamma} \psi_{\Gamma})(a_{\Gamma'}) \equiv \psi_{\Gamma}(\pi_{\Gamma',\Gamma}(a_{\Gamma})).$$

(3.13)

For $\Gamma \leq \Gamma' \leq \Gamma''$ the embedding maps satisfy the consistency condition

$$\iota_{\Gamma':\Gamma''} \circ \iota_{\Gamma',\Gamma} = \iota_{\Gamma':\Gamma''}.$$  

(3.14)

The nice feature of the embedding maps $\iota_{\Gamma':\Gamma}$ is that they are isometries i.e., they preserve the Hilbert space inner product (3.9). To prove this statement one needs to study only the three cases of $\Gamma'$ obtained from $\Gamma$ via the operations of addition, subdivision and inversion. This is not shown explicitly here for compactness.

---

3See LOST theorem [55, 56].

4This is the usual construction adopted in LQG, where the embedding maps are defined at the kinematical level with respect to the Ashtekar-Lewandowski measure $d\mu_{AL}$. However it has been argued, with good reasons, that such embedding maps should be defined at the dynamical level [55, 59]. We will come back on this point in Chapter 6.
3.1.4 The kinematical Hilbert space

The kinematical Hilbert space is defined as

\[ H_{\text{kin}} \equiv \bigsqcup_{\Gamma \in \Sigma} \mathcal{H}_{\Gamma} / \sim, \quad (3.15) \]

i.e., the disjoint union of the partial Hilbert spaces modulo the equivalence relation \( \sim \) which is defined as follows: two states \( \psi_{\Gamma} \) and \( \psi'_{\Gamma'} \) are equivalent if there exists a \( \Gamma'' \) with \( \Gamma \leq \Gamma'' \) and \( \Gamma' \leq \Gamma'' \) such that \( \iota_{\Gamma''\Gamma} \psi_{\Gamma} = \iota_{\Gamma''\Gamma'} \psi'_{\Gamma'} \). In other words, two states on different discretizations \( \Gamma, \Gamma' \) are equivalent if they can be refined to the same state. This notion of inductive limit allows us to embed any discrete state \( \psi_{\Gamma} \) into the continuum Hilbert space \( \mathcal{H}_{\text{kin}} \) via an embedding map. So defined, the space \( (3.15) \) corresponds to the space of wave functionals of generalized connections

\[ \mathcal{H}_{\text{kin}} = L^2(\mathcal{U}, d\mu_{AL}), \quad (3.16) \]

with the Ashtekar-Lewandowski measure \( d\mu_{AL} \) i.e., the measure whose projection to any \( \mathcal{U}_{\Gamma} \) yields the corresponding Haar measure \( d\mu_{\Gamma} \equiv d\mu_{H}^\otimes L \), being \( \Gamma \) a graph with \( L \) links.

3.1.5 Spin Networks

Under the light of the above theoretical framework, here we define the orthonormal basis of gauge invariant functionals for the Hilbert space. Since we are working with functions of SU(2) elements we can use the Peter-Weyl theorem (Appendix A) which says that given a function \( f : \text{SU}(2) \to \mathbb{C} \) we can decompose it into unitary representations of SU(2) as

\[ f(h) = \sum_{j \in \frac{1}{2} \mathbb{Z}} \sum_{mn=-j}^{j} C_{mn}^j D_j(h)^{mn}, \quad (3.17) \]

being \( C_{mn}^j \) the coefficients

\[ C_{mn}^j = (2j + 1) \int_{\text{SU}(2)} d\mu_{H} f(h) \overline{D_j(h)^{mn}}, \quad (3.18) \]

and \( D_j(h) \) the Wigner-D matrices whose elements form a complete orthonormal set with respect to the Haar measure. Then, a generic cylindrical function \( (3.8) \) defined over a graph \( \Gamma \) consisting of \( N \) nodes connected by \( L \) links, can be written as a sum

\[ \psi_{\Gamma} = \sum_{j_1, m_{11}, n_{11}, \ldots, j_L, m_{1L}, n_{1L}} C_{j_1 \ldots j_L}^{m_{11} n_{11} \ldots m_{1L} n_{1L}} D_{j_1}^i(h_{\ell_1})^{m_{11} n_{11}} \cdots D_{j_L}^{i_L}(h_{\ell_L})^{m_{1L} n_{1L}}. \quad (3.19) \]
Now, we want to impose the Gauss constraint (2.56) on the states of the Hilbert space i.e., we demand that
\[ C_i \psi_{\Gamma,f}[A] = 0 \]
so to define SU(2) gauge invariant states in the kinematical partial Hilbert space \( \mathcal{H}_\Gamma \). Since the holonomy transforms with (2.78), the invariance can be imposed as a group average of (3.8) at each node \( n \subset \Gamma \).

\[
\psi_{\Gamma,\text{Inv}} = \int_{\text{SU}(2)^N} \prod_{n=1}^N dg_n f_\Gamma \left( g_{s(\ell_1)} h_{\ell_1} g_{u(\ell_1)}^{-1}, \cdots, g_{s(\ell_L)} h_{\ell_L} g_{u(\ell_L)}^{-1} \right). \tag{3.20}
\]

Similarly, working in the Wigner D-matrices decomposition we can implement the group averaging by placing at each node a Haar projector

\[
P_{\text{Inv}}^n = \int \text{d}g \prod_{\ell \supset n} D_{\ell}^{j}(g), \tag{3.21}
\]

where the product is over links meeting at the node \( n \). Let us call \( V_{\ell} \) the base space where the representation \( D_{\ell}^{j}(g) \) acts. Then, the projector \( P_{\text{Inv}}^n \) acts on the tensor product of base spaces to make it invariant i.e.,

\[
P_{\text{Inv}}^n : \bigotimes_{\ell} V_{\ell} \rightarrow \text{Inv}_{\text{SU}(2)} \bigotimes_{\ell} V_{\ell}. \tag{3.22}
\]

The elements of \( \text{Inv}_{\text{SU}(2)} \bigotimes_{\ell} V_{\ell} \) are called intertwiners \( |\iota\rangle \).

Take for example the simple case of a 3-valent node. Each link \( \ell \supset n \) carries a representation labeled by a spin \( j_\ell \), \( \ell = 1, 2, 3 \). In this case a basis \( \bigotimes_{\ell} V_{\ell} \) is the tensor product \( |j_1 m_1 \rangle \otimes |j_2 m_2 \rangle \otimes |j_3 m_3 \rangle \) and the invariant space is spanned by a unique intertwiner so that any state is proportional to

\[
|\iota\rangle = \sum_{m_1, m_2, m_3} \epsilon_{m_1 m_2 m_3} |j_1 m_1 \rangle \otimes |j_2 m_2 \rangle \otimes |j_3 m_3 \rangle. \tag{3.23}
\]

In general, if the valence of a node is \( L_n > 3 \) (i.e., there are \( L_n \) links at the node) one has a higher dimensional invariant space spanned by intertwiners which are tensors with \( L_n \) indices \( m_1, \cdots, m_{L_n} \).

The intertwiner basis can be used to define the Haar projector (3.22) as a resolution of the identity on the invariant subspace

\[
P_{\text{Inv}}^n = \mathbb{1}_{\text{Inv}_{\text{SU}(2)}} \bigotimes_{\ell} V_{\ell} = \sum_{\iota} |\iota\rangle \langle \iota|. \tag{3.24}
\]

Inserting this operator into (3.19) we can express the coefficients

\[
C_{j_1, \cdots, j_L \mid m_1, \cdots, m_L, n_1, \cdots, n_L} = C_{j_1, \cdots, j_L} (t_1)_{m_1} \cdots (t_N)_{n_L}. \tag{3.25}
\]
3.1. CANONICAL FORMULATION: LOOP QUANTUM GRAVITY

in terms of \( N \) intertwiners, one for each node \( n \subset \Gamma \). The generic gauge invariant state \( \psi_\Gamma \in \mathcal{H}_\Gamma \) can then be written as a linear superposition of states

\[
\psi_\Gamma = \sum_{j_\ell} C_{j_\ell} \psi_{T,j_\ell,n},
\]

where

\[
\psi_{T,j_\ell,n} = \bigotimes_n t_n \bigotimes_\ell D^{j_\ell}(h_\ell),
\]

is called spin network state and provides a basis element for the invariant partial Hilbert space \( \mathcal{H}_\Gamma \).

In total generality, a spin network is an oriented graph \( \Gamma \) whose links are associated with irreducible representations of a compact Lie group \( G \) (spins \( j_\ell \) for \( G = SU(2) \)) and whose nodes are associated with intertwiners \( t_n \) of the link representations adjacent to it.

We omit here the discussion about the implementation of the vector and diffeomorphism constraints, but the reader is referred to the reviews [30, 48].

3.1.6 Schrödinger representation of holonomy-flux algebra

Let us recall from Chapter 2 that the holonomy and the flux are conjugate variables (2.82), and that in the quantum theory they are operators acting on functions \( \psi_\Gamma[h_\ell[A]] \in \mathcal{H}_\Gamma \). It is possible to define their action e.g., in the Schrödinger representation. Details on the derivation of the following formulas are found e.g., in [48]. Let us work for simplicity in the fundamental representation where \( D_{1/2}(h_\ell) = h_\ell \). In the Schrödinger representation, the holonomy operator \( \hat{h}_\gamma[A] \), defined on a path \( \gamma \), acts on the holonomy along a link \( \ell \) as

\[
\hat{h}_\gamma[A]h_\ell[A] = h_\gamma[A]h_\ell[A].
\]

The flux \( \hat{E}_i(S) \) associated to a surface \( S \) acts instead as a derivative operator

\[
\hat{E}_i(S)h_\ell[A] = -i \hbar \gamma \int_S d^2\sigma n_a \frac{\delta h_\ell[A]}{\delta A^i_a(x(\sigma))} = \pm \hbar \gamma J_i h_{\ell_1}[A],
\]

where we are using the notation of formula (2.80), \( J_i \) are \( SU(2) \) generators, \( \ell_1, \ell_2 \) are two new edges defined by the point where the densitized triad (2.45) acts and are such that \( \ell = \ell_1 \circ \ell_2 \). The sign \( \pm \) depends on the orientation of \( \ell \) and \( S \). Equation (3.29) vanishes when the link \( \ell \) is tangential to the surface \( S \) or when it does not puncture the surface i.e., \( S \cap \ell = 0 \). The scalar product of two fluxes acts on the holonomy as

\[
\hat{E}_i(S)\hat{E}^i(S)h_\ell[A] = \hbar^2 \gamma^2 h_{\ell_1}[A]J_i J_i h_{\ell_2}[A]
= \hbar^2 \gamma^2 C^2 h_{\ell_1}[A] h_{\ell_2}[A] = \hbar^2 \gamma^2 C^2 h_\ell[A],
\]

(3.30)
being \( C^2 = J^2 \) the Casimir of SU(2). In analogy with the expression above, in a generic representation one finds

\[
\hat{E}_i(S) \hat{E}^i(S) D^{\mu}(h_{\ell}) = \hbar^2 \gamma^2 j(j + 1) D^{\mu}(h_{\ell}).
\]  

(3.31)

Always in [48], the commutation relations among holonomy and flux are derived.

### 3.1.7 Discreteness of quantum geometry

As we have seen in (2.81), classically we can define the area of a surface \( S \) dual to a link in terms of the flux (defined at the link). Suppose that we want to evaluate the area of a generic 2d surface \( S \). Then a strategy consists in puncturing this surface with \( N \) links \( \ell_a \) of a graph, each one dual to a subsurface \( S_{\ell_a} \). All together, these dual subsurfaces cover the total surface and then provide a triangulation for \( S \simeq \bigcup_{a} S_{\ell_a} \). According to (2.81), the approximated surface has area

\[
\alpha_N(S) = \sum_{a=1}^{N} \sqrt{\hat{E}_i(S_{\ell_a}) \hat{E}^i(S_{\ell_a})}.
\]  

(3.32)

The area of \( S \) is then defined as the infinite refinement limit

\[
\alpha(S) = \lim_{N \to \infty} \alpha_N(S).
\]  

(3.33)

In the quantum theory, the area becomes an operator \( \hat{\alpha}(S) \), defined by simply upgrading the flux to a quantum operator \( \hat{E}_i(S) \). According to (3.31), its action on a state \( \psi_T[h_{\ell}[A]] \in \mathcal{H}_T \) is given by

\[
\hat{\alpha}(S) \psi_T = \lim_{N \to \infty} \sum_{a=1}^{N} \sqrt{\hat{E}_i(S_{\ell_a}) \hat{E}^i(S_{\ell_a})} \psi_T = \sum_{p \in S \cup \Gamma} \hbar \sqrt{\gamma^2 j_p(j_p + 1)} \psi_T,
\]  

(3.34)

where in the last term the sum is over punctures \( p \) made by the graph \( \Gamma \) on the surface \( S \). Notice that the finite size of the graph is the reason why the limit disappears. In other words, fixing a graph corresponds to fixing the accuracy at which we can look at the physics of a system.

From formula (3.34) we see that spin networks are eigenstates of the area operator. However, the most striking observation is that formula (3.34) offers a genuine prediction about the eigenvalues of the area operator. Namely, the spectrum is discrete and, restoring the Newton’s constant, the area can only exist in quanta proportional to the squared Plank length \( \hbar G \). A similar result, with some further complication, holds for the spectrum of the volume operator [60, 61]. When we talk about discreteness of quantum spacetime in LQG, we
do not refer to the fact that the theory is built on a discretization (or rather on the dual graph). Instead, we refer to the discreteness of the eigenvalues of geometric operators. These results do not depend in fact on the fineness of the base graph $\Gamma$ or, in other words, there will always be a minimal area element proportional to the Plank length squared.

### 3.2 Covariant formulation: Spin foams

The quantum theory defined in the covariant formulation consists of two main ingredients. The first is the kinematic defined by a boundary Hilbert space describing states of quantum geometry. The Hilbert space is built from the discrete BF variables at the boundary (2.70), which in the quantum theory are operators. In the next chapter we will see that in the 4d Euclidean theory they correspond to the spin network states of the canonical theory.

The second ingredient is the dynamics, formulated as a path integral over states of geometry. Then, the transition probability between two quantum geometries is given by a partition function. We can build it on a 2-complex $\mathcal{K}$ in terms of the discrete action (2.20) describing the dynamics of the smeared BF variables (2.62) and (2.61). One then writes

$$Z_{BF}^K = \int d\mathcal{H} \int dB_f e^{i \sum_f \text{Tr}(B_f H_f)},$$

where there is an integration with respect to the Haar measure $d\mathcal{H}$ for each of the $E$ edges $e \subset \mathcal{K}$, and an integration in terms of the Lebesgue measure $dB_f$ for each of the $F$ faces $f \subset \mathcal{K}$. Integrating with respect to the latter, we get

$$Z_{BF}^K = \int d\mathcal{H} \prod_f \left( \delta(H_f) + \delta(-H_f) \right).$$

According to Peter-Weyl theorem, given a compact group $G$, we can decompose the delta function $\delta(g)$ with $g \in G$, into a sum of irreducible representations $\rho(g)$ of dimension $d_\rho$. Explicitly,

$$\delta(g) = \sum_\rho d_\rho \chi(g),$$

being

$$\chi(g) = \text{Tr}(\rho(g)),$$

---

5\footnote{In fact, writing the holonomy (2.64) as $H_f = 1 \cos \theta + i(\hat{n} \cdot \sigma) \sin \theta$ and $B_f = i(\hat{b} \cdot \sigma)$ we find

$$\int dB_f e^{i \text{Tr}(B_f H_f)} \sim \int dB_f e^{-i(\hat{n} \cdot \hat{b}) \sin \theta},$$

which vanishes apart in the case $\sin \theta = 0$ i.e., $H_f = \pm 1$ which corresponds to $\int dB_f = \infty$.}
the character of the irreducible representation \( \rho(g) \).

In what follows we consider just the first delta function in (3.37) and proceed to the evaluation of the integral. Then flatness is enforced in the form of trivial parallel transport around each face i.e., \( H_f = 1 \). The partition function becomes

\[
Z^X_{\text{BF}} = \int \, dh_e \prod_f \sum_{\rho} d\rho \chi_f(H_f) = \sum_{\rho_f} \int \, dh_e \prod_f d\rho_f \text{Tr}(\rho_f(h_{e_1} \cdots h_{e_R})),
\]

(3.40)

where \( \rho_f \) is a representation acting on group elements defined on the face \( f \).

The holonomy \( H_f \) is expanded using the same notation as in Figure 2.5. We can also expand the representation of the product of holonomies in (3.40) as the product of the representations

\[
\rho_f(h_{e_1} \cdots h_{e_R}) = \rho_f(h_{e_1}) \cdots \rho_f(h_{e_R}),
\]

(3.41)

In a \( D \)-dimensional simplicial discretization, for each edge \( e \subset \mathcal{K} \) there are always \( D \) faces \( f_1, \ldots, f_D \subset \mathcal{K} \) meeting each coming with an independent representation \( \rho_1, \ldots, \rho_D \). Therefore \( h_e \) appears precisely in \( D \) different traces in (3.40). Then, for each edge \( e \), we can isolate integrals of the form

\[
P^e_{\text{Inv}} = \int \, dh_e \rho_1(h_e) \otimes \cdots \otimes \rho_D(h_e),
\]

(3.42)

where for each \( i = 1, \ldots, D \) there is an independent representation matrix \( \rho_i \). Let us call

\[
V_e = V_{\rho_1} \otimes \cdots \otimes V_{\rho_D},
\]

(3.43)

the tensor product of vector spaces on the faces where the respective representations act as

\[
h_e \triangleright (v_1 \otimes \cdots \otimes v_D) \equiv \rho_1(h_e)v_1 \otimes \cdots \otimes \rho_D(h_e)v_D,
\]

(3.44)

for vectors \( v_i \in V_{\rho_i} \). The operator defined in (3.42) satisfies \( P^e_{\text{Inv}} = (P^e_{\text{Inv}})^2 \) and projects \( V \), into its subspace invariant under group transformations i.e.,

\[
P^e_{\text{Inv}} : V_e \rightarrow \text{Inv}_G(V_e).
\]

(3.45)

\footnote{In fact, the second delta function in often ignored in the literature since one expects geometric fluctuations to happen around the flat metric on which the first delta is peaked. Nonetheless, this point would require a deeper analysis.}

\footnote{In fact, an edge \( e \) is dual to a \((D-1)\)-simplex which is bounded by \( D \) hinges \(((D-2)\)-simplices), each of them dual to a face \( f \).}
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Then for every edge $e$ the projector $P^e_{\text{Inv}}$ can be written as resolution of the identity on the invariant subspace. This is spanned by an orthonormal basis of so-called intertwiners i.e., invariant tensors $\iota_e \in \text{Inv}_G(V_e)$. Explicitly, we write

$$P^e_{\text{Inv}} = \mathbb{1}_{\text{Inv}_G(V_e)} = \sum_{\iota_e} \iota_e \otimes \iota_e^\dagger = \sum_{\iota_e} |\iota_e\rangle \langle \iota_e|,$$

(3.46)

where in the last term we introduce the classical bra-ket notation.

We can think at the $|\iota_e\rangle$ and $\langle \iota_e|$ in (3.46) as placed at the opposite ends of the edge $e$ as in Figure 3.1. Then, they are respectively inherited by the two extremal vertices $v_1, v_2$, where a mechanism of contraction have place among the intertwiners coming from the other edges.

Recall in fact that the intertwiner $|\iota_e\rangle$ is an element in $\text{Inv}_G(V_{\rho_1} \otimes \cdots \otimes V_{\rho_D})$ and, as such, it carries $D$ free indices $m_1, \cdots, m_D$, associated to the $D$ faces that meet at $e$. Similarly, to $\langle \iota_e|$ are entrusted the indices $n_1, \cdots, n_D$. These are the same indices of the representation matrix elements $(\rho_i)_{m_i}^{n_i}$ appearing in (3.42).

Summarizing, each edge ‘entering’ into (or ‘exiting’ from) a vertex, carries $D$ indices corresponding to the $D$ faces of which it is the common juncture. Then, a contraction among all the indices is performed at the vertex. This must take into account the fact that at a vertex $v \subset K$ there are $D+1$ edges meeting. We can refer to the 3d example in Figure 3.2.

In other words, there are $D(D+1)$ indices to be contracted in pairs. The pairs are chosen according to the 2-complex structure i.e., two indices coming from two distinct edges $e_1$ and $e_2$ are contracted if and only if they are associated to the unique face $f \supset e_1, e_2$ bounded by both the edges. Eventually, there is one contraction for each of the $D(D+1)/2$ faces in the vertex.

Let us call $A_v$ the operator realizing this contraction. We write it as

$$A_v \equiv \text{tr} \left( \bigotimes_{e \to v} |\iota_e\rangle \bigotimes_{e \leftarrow v} \langle \iota_e| \right),$$

(3.47)
where the trace represents the full contraction among the intertwiners associated to the $D + 1$ edges $e$ connecting to the vertex $v$ (ingoing $\rightarrow$ or outgoing $\leftarrow$). The operator $\mathcal{A}^{\Gamma_v}$ is called \textit{vertex amplitude} and will play a fundamental role.

Now, recall from the previous chapter (see also Figure 3.2) that each edge connecting with $v$ can be put in one to one correspondence with a node $n \subset \Gamma_v$ in the boundary graph $\Gamma_v$ around $v$. Similarly, every face adjacent to $v$ can be thought in terms of links $\ell \subset \Gamma_v$. Then the group theoretic data can be transferred from the two complex to the boundary graph as $\iota_e \rightarrow \iota_n$ and $\rho_f \rightarrow \rho_\ell$. In other words, the set of all the intertwiners $\{\iota_e\}_v$ and all representations $\{\rho_f\}_v$ converging into a vertex structure $v$, define a \textit{vertex spin network state} $\psi_{\Gamma_v, \rho_\ell, \iota_n}$ (3.27) in the Hilbert space $\mathcal{H}_{\Gamma_v}$. In this notation, for each vertex we can write the vertex amplitude as a functional

$$\mathcal{A}_{\Gamma_v} : \mathcal{H}_{\Gamma_v} \rightarrow \mathbb{C}. \quad (3.48)$$

Putting all together, we can write the partition function (3.40) as

$$Z_{BF}^{\mathcal{K}} = \sum_{\rho_f, \iota_e} \prod_f d_{\rho_f} \prod_v \mathcal{A}_v(\{\rho_f\}_v, \{\iota_e\}_v). \quad (3.49)$$

Let us notice here that, unlike in lattice gauge theory, a 2-complex $\mathcal{K}$ does not carry any geometric information a priori (a part for the combinatorial). Rather, its geometry is given by representation-theoretic data (spins and intertwiners) distributed among the edges and faces. Then, once fixed the geometry of the boundary (by assigning a fixed value to the boundary spins and intertwiners), the sum over all bulk data which appears in (3.49) realizes a discrete version of the integral over all metrics. In this way the dynamics is given in terms of transition amplitudes between boundary states.

Figure 3.2: On the left: the 2-complex $\mathcal{K}$ dual to a tetrahedron. There are $D + 1 = 4$ edges meeting at the vertex, each edge has $D = 3$ faces attached. There are in total $D(D+1)/2 = 6$ faces touching the vertex. On the right: the boundary graph $\Gamma_v$ around the vertex.
3.2.1 Path integral of SU(2) BF theory in 3d

We start from the simple case of 3d BF theory. Let us refer, for simplicity, to the example in Figure 3.3 showing in a dual fashion a piece of manifold discretized in terms of tetrahedra and a boundary geometry made of triangles. The associated partition function \( Z_{BF}^K \) is built on the 2-complex \( \mathcal{K} \) and can be interpreted as giving the transition amplitude among the boundary states built on graphs \( \Gamma_{K,A} \) and \( \Gamma_{K,B} \).

For each edge \( e \subset \mathcal{K} \) there are always three faces \( f_1, f_2, f_3 \subset \mathcal{K} \) meeting, each coming with an independent representation \( \rho_1, \rho_2, \rho_3 \).

![Figure 3.3: The 2-complex \( \mathcal{K} \) dual to a 3d simplicial discretization and built between two graphs \( \Gamma_{K,A} \) and \( \Gamma_{K,B} \) dual to boundary triangulations. All the vertices are 4-valent and dual to tetrahedra. The faces are not colored for clarity, however in Figure 3.2 one can see, for example, the faces around the central vertex. All the nodes are 3-valent and dual to triangles. The graph \( \Gamma_{K,A} \) is dual to the 2d boundary of a tetrahedron. The reader is invited to an exercise of visualization of the 2d discretization dual to \( \Gamma_{K,B} \).](image)

As we have seen in the previous chapter, 3d BF theory is equivalent to 3d gravity provided that we choose the local gauge group to be \( G = SU(2) \) \(^8\). In this setting, all the irreducible representations are labeled by a half-integer spin \( j \), have finite dimension \( d_\rho = 2j + 1 \) and correspond to the Wigner-\( D \) matrices i.e., \( \rho_i(g) = D^{j^i}(g) \). Thus, for a generic element \( g \in SU(2) \) we can

---

\(^8\)Refer to Appendix A for details on the group structure and its representations.
write (3.42) as
\[
P_{\text{inv}}^e = \int_{\text{SU}(2)} d\theta D^{j_1}(\theta) \otimes D^{j_2}(\theta) \otimes D^{j_3}(\theta),
\] (3.50)
or in explicit indices notation
\[
(P_{\text{inv}}^e)_{m_1m_2m_3}^{n_1n_2n_3} = \int_{\text{SU}(2)} d\theta D^{j_1}(\theta)_{m_1} D^{j_2}(\theta)_{m_2} D^{j_3}(\theta)_{m_3},
\] (3.51)
Due to the left/right invariance of the Haar measure, this integral is invariant under a separate group action acting respectively on the indices \(m_i\) and \(n_i\) with \(i = 1, 2, 3\). The only invariant object with three indices \(m_1, m_2, m_3\) in the SU(2) representation is the Wigner 3j-symbol,
\[
\iota^{m_1m_2m_3} = \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{pmatrix}.
\] (3.52)
Then, equation (3.51) can be written in the form (3.46) as
\[
(P_{\text{inv}}^e)^{m_1m_2m_3}_{n_1n_2n_3} = \iota^{m_1m_2m_3} \iota_{n_1n_2n_3}^{v}.
\] (3.53)
At each vertex \(v \subset K\) there are four edges meeting, which echoes the four faces bounding a tetrahedron. Therefore, at each vertex there are four fully contracted intertwiners defining a so-called Wigner 6j-symbol (see Appendix A)
\[
\{6j\}_v = \begin{pmatrix} j_1 & j_2 & j_3 \\ j_4 & j_5 & j_6 \end{pmatrix}.
\] (3.54)
where the spins \(j_a, a = 1, 2, 3, 4, 5, 6\) are associated to the six faces \(f_a\) touching \(v \subset f_a\). This is reminiscent of the fact that a tetrahedron has six sides. The object (3.54) defines, up to a sign [62], the vertex amplitude for the SU(2) BF theory in three dimensions.
Notice that in the derivation above we relied on the convention of Figure 2.5, where the face is positive (clockwise) oriented and in accordance with the orientation of the boundary edges. However, in an oriented 2-complex it is easy to find opposite orientations of \(f\) and some boundary edge \(e' \subset f\), in which case the holonomy \(H_f\) will be defined in terms of the inverse \(h^{-1}_e\) of the holonomy on \(e'\). Also, we have not mentioned the choice of starting vertices which defines the holonomy around a face. Nonetheless, the partition function depends on the character (3.39) of \(H_f\) which is invariant with respect to this choice. Eventually, from the above analysis and taking into account the correct signs we obtain the formula
\[
Z^K_{\text{BF}} = \sum_{j_f} \prod_f (-1)^{2j_f}(2j_f + 1) \prod_v (-1)^{\sum_{a=1}^{6} j_a} \{6j\}_v.
\] (3.55)
The sum is over all bulk spins and, to each of these spin configurations, it assigns a weight which is a real number.

If we had taken into account the other delta function in (3.37) the result would have been the same but with the sum ranging over integer spins \( j_f \in \mathbb{N} \).

This model is also called the Ponzano-Regge model. Remarkably, Ponzano and Regge discovered that the 6j-symbol contains the Regge action in its asymptotic behavior. For a detailed reference see [62].

### 3.2.2 Path integral of SU(2) BF theory in 4d

Let us extend the analysis above to the case of a path integral for discrete BF-theory in 4d with gauge group \( G = SU(2) \).

To help the visualization we refer to Figure 3.4 where a 4d simplicial discretization is depicted via the dual 2-complex \( \mathcal{K} \) and two selected geometrical states with support on the graphs \( \Gamma_{\mathcal{K},A} \) and \( \Gamma_{\mathcal{K},B} \).

![Figure 3.4](image)

Figure 3.4: The 2-complex \( \mathcal{K} \) is dual to a simplicial discretization in terms of three 4-simplices. Each vertex is 5-valent given that a 4-simplex is bounded by 5-tetrahedra. The graphs \( \Gamma_{\mathcal{K},A} \) and \( \Gamma_{\mathcal{K},B} \) are dual to 3d discretizations. All the nodes are 4-valent and dual to tetrahedra. Then the graph \( \Gamma_{\mathcal{K},A} \) is a 3d object made by gluing two tetrahedra face by face. The graph \( \Gamma_{\mathcal{K},B} \) is dual to the 3d boundary of a 4-simplex.

For each edge \( e \) there are four faces \( f_1, f_2, f_3, f_4 \) coming with relative representations \( \rho_1, \rho_2, \rho_3, \rho_4 \). Now, in 4d the invariant vector space

\[
\text{Inv}_G(V_e) = \text{Inv}_G(V_{\rho_1} \otimes V_{\rho_2} \otimes V_{\rho_3} \otimes V_{\rho_4}),
\]

(3.56)
has dimension greater than one. Then, according to (3.46) we can express the projector $P^{\text{Inv}}_{\text{e}}$ in terms of invariant vectors in $V_e$ i.e., using a basis of independent intertwiners $|\iota_e\rangle$.

For every vertex $v \subset K$ there are five edges, given that a 4-simplex is bounded by five tetrahedra (see Figure 3.4). Then at each vertex a contraction pattern among intertwiners with free indices has place. In analogy with the 3d case, here we can think each intertwiner coming with four indices $m_i$, $i = 1, 2, 3, 4$. The result of the contraction is a vertex amplitude $A_v(\{j_f\}, \{\iota_e\})$ which, up to a sign, corresponds to a $15j$-symbol $\{15j\}_v$, so-called in virtue of the fact that each vertex recouples 15 quantum numbers, the ten spins $j_f$ and the five intertwiners $\iota_e$. Explicitly,

$$Z_{BF}^K = \sum_{j_f,\iota_e} \prod_f (2j_f + 1) \prod_v \{15j\}_v.$$  (3.57)

### 3.2.3 The coherent states representation

The 15 quantum numbers defining the vertex amplitude (3.57) are not enough to characterize the classical geometry of the five tetrahedra in the boundary of a 4-simplex. Indeed, a classical tetrahedron in three dimensions is specified by its six lengths or, equivalently, by the area of its four faces ($+4$ d.o.f.), the relative normal unit vectors ($+4 \cdot 2 = +8$ d.o.f.), a closure relation of its boundary ($-3$ d.o.f.), and an invariance under rotations ($-3$ d.o.f.), for a total of six degrees of freedom. In the standard basis however, each tetrahedron is only specified by five degrees of freedom, four spins with the interpretation of face areas, and a ‘standard’ intertwiner carrying a single degree of freedom which can be interpreted as a 3d dihedral angle among two of its boundary triangles. This means that, in the quantum regime, the remaining degree of freedom (e.g., a second 3d dihedral angle) is totally spread. Then, in order to give a geometric interpretation to the intertwiners at the vertex boundary, it would be convenient to dispose of invariant quantum states $|\iota_e\rangle$ depending on the right amount of quantum numbers, such that they have a direct geometric interpretation in terms of areas and angles minimally spread around their classical values and becoming sharp after taking the classical limit.

A major advancement in the formulation of spin foam models arrived with the adoption of a over-complete basis for the irreducible representations used to define the intertwiners [63]. This springs out from a classical tool of quantum mechanics i.e., with the introduction of coherent states.

In this language the invariant basis is given by the so-called Livine-Speziale coherent intertwiners obtained by tensoring together coherent states. These new objects allow for a clean semiclassical limit where the intertwiners at the edges of the 2-complex acquire a nice geometric interpretation in terms of 3d
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polyhedra.

The SU(2) coherent states

Given the standard eigenstate basis $|j, m\rangle$ of the angular momentum (see Appendix A), the maximal weight vector with respect to the $\hat{e}_3$ direction is $|j, \hat{e}_3\rangle \equiv |j, j\rangle$ for any spin $j$. This state is an eigenvector of the angular momentum $J_3 = \frac{1}{2}\sigma_3$ such that $J_3|j, j\rangle = j|j, j\rangle$. On such state the dispersion of the angular momentum $J_3$ is minimized and the uncertainty relations are saturated i.e.,

$$\Delta J_3 = 0 \quad \text{and} \quad \Delta J_1 \Delta J_2 = \frac{1}{2} |\langle jj | J_3 | jj \rangle|,$$

being

$$\Delta J_i = \sqrt{\langle jj | J_i^2 | jj \rangle - \langle jj | J_i | jj \rangle^2}.$$

Also, the dispersion of the angular momentum in the $x$ (or $y$) direction with respect to the total angular momentum, vanishes in the limit $j \to \infty$ e.g.,

$$\frac{\Delta J_1}{\sqrt{\langle jj | J_2^2 | jj \rangle}} = \frac{\sqrt{\frac{j}{2}}}{\sqrt{j(j+1)}} \to 0.$$

In other words, the state $|jj\rangle$ becomes sharp in the $\hat{e}_3$ direction in the large-$j$ limit. This limit provides indeed the notion of semiclassical limit in the context of spin foams. We will come back to this in the next chapter.

A state fulfilling the properties above described is called a coherent state [64]. Let us take a group element $g\vec{n} \in SU(2)$ and the unit vector $\vec{n} = g\vec{n} \triangleright \hat{e}_3$ [9] defining a direction on the two-sphere $S^2$. Starting from the maximal weight vector one finds an infinite set of SU(2) coherent states

$$|j, \vec{n}\rangle = |j, g\vec{n} \triangleright \hat{e}_3\rangle = g\vec{n} \triangleright |j, \hat{e}_3\rangle,$$

for which the angular momentum is minimally spread around $\vec{n}$. Notice that such states are defined up to a U(1) phase, corresponding to a rotation about the $\vec{n}$-direction. Varying $\vec{n}$ one finds an over-complete set spanning the vector space $V_j$.

The coherent states (3.61) can be written in the canonical basis of eigenstates of $J_3$ as

$$|j, \vec{n}\rangle = \sum_m C_m(\vec{n})|j, m\rangle,$$

with $C_m(\vec{n}) = D^j(g\vec{n})_{mj}$, (3.62)

---

[9] We use the symbol $g \triangleright \vec{v}$ to mean the action of the group element $g$ through the appropriate representation e.g., $g \triangleright \vec{v} = \rho(g)\vec{v}$ with $\rho : SU(2) \to SO(3)$. 
being $D^j(g)_{mj}$ a Wigner D-matrix element. Using the fact that the basis $|j, m⟩$ provides a resolution of the identity and that the Wigner D-matrices form an orthonormal set with respect to the Haar measure on SU(2) one can show that the coherent states $|j, \vec{n}⟩$ form an orthogonal basis such that

$$1_j = d_j \int_{S^2} d^2n |j, \vec{n}⟩⟨j, \vec{n}|,$$  \hspace{1cm} (3.63)

where the integration is with respect to the invariant measure on the two-sphere (see for example [30]). Another key property of coherent states is the following

$$|j, \vec{n}⟩ = |1/2, \vec{n}⟩ \otimes \cdots \otimes |1/2, \vec{n}⟩ ≡ |1/2, \vec{n}⟩^{\otimes 2j} ≡ |\vec{n}⟩^{\otimes 2j}. \hspace{1cm} (3.64)$$

**Coherent intertwiners**

Let us consider a set of $F$ coherent states $|j_i, \vec{n}_i⟩$ such that they satisfy the closure condition

$$\sum_i j_i \vec{n}_i = 0. \hspace{1cm} (3.65)$$

The basic idea is to associate such states to $F$ faces of area $j_i$ and outward-pointing normals $\vec{n}_i$. A coherent polyhedron is constructed by tensoring them together and imposing the invariance under rotations by SU(2)-group averaging. The associated SU(2) coherent intertwiner reads

$$|ι⟩ = \int_{SU(2)} dg g ⊗ \bigotimes_i |j_i, \vec{n}_i⟩. \hspace{1cm} (3.66)$$

and spans the space $\text{Inv}_{SU(2)} \bigotimes_i V_{j_i}$ as the vectors $\vec{n}_i$ vary. The SU(2) integration guarantees the invariance under the group action. A coherent intertwiner then becomes a sharp polyhedron in the large-$j$ limit.

The resolution of the identity (3.63) can be extended to the invariant subspace $\text{Inv}_{SU(2)} \bigotimes_i V_{j_i}$ where it is written in the coherent intertwiners basis as

$$1_{\text{Inv}_{SU(2)} \bigotimes_i V_{j_i}} = \int \left( \prod_{i=1}^F d_j i d^2 n_i \right) |ι⟩⟨ι|$$

$$= \int \left( \prod_{i=1}^F d_j i d^2 n_i \right) \int dg g ⊗ \bigotimes_i |j_i, \vec{n}_i⟩ \int dg' \bigotimes_i |j_i, \vec{n}_i⟩ ⟨ι| (g')^{-1}.$$

\hspace{1cm} (3.67)

\(^{10}\) A theorem by Minkowski states that if the $j_i$ and $\vec{n}_i$ satisfy the closure condition, then there exists a convex polyhedron, unique up to translation, with face normals $\vec{n}_i$ and face areas $j_i$. 
This expression can then be used in the place of (3.46) to project onto the invariant subspace, at each edge $e \subset K$. Then we see that the coherent state representation endows each edge $e$ with two group integrations and a bunch of spins $j_i$ and unit vector $\vec{n}_i$ for each face attached to $e$. This data is evenly split in two and inherited by the extremal vertices $v_1, v_2 \supset e$. In other words the second and the third integrals of (3.67) are respectively entering the contractions in $v_1$ and $v_2$. The first integral in (3.67) is a normalization factor.

Notice that the closure condition (3.65) is a crucial requirement for the semiclassical interpretation of the coherent states. This condition is not satisfied by all the states entering the partition function $Z^K_{BF}$. However, as it was shown in [63], the quantum correlations are dominated by the semiclassical states in the large spin limit. Furthermore in [65] it was shown that, by slightly changing the integration measure, one can restrict the integration to the states which satisfy (3.65) exactly.

The coherent tetrahedron

In the 4d analysis which led us to the partition function (3.57), we adopt a simplicial discretization in terms of 4-simplices, tetrahedra and triangles. Therefore, the basic object that we need to define to implement the coherent state representation, is an intertwiner with four magnetic indices, also called a coherent tetrahedron [66]. On each edge $e$ we have a base space $V_e = V_{j_1} \otimes V_{j_2} \otimes V_{j_3} \otimes V_{j_4}$ acted upon by the tensor product of SU(2) representations $D^{j_1} \otimes D^{j_2} \otimes D^{j_3} \otimes D^{j_4}$ (one for each face $f_1, f_2, f_3, f_4 \supset e$ attached to the edge).

Let us take a coherent state basis for $V_e$, i.e.,

$$|j_1 \vec{n}_1 \rangle \otimes |j_2 \vec{n}_2 \rangle \otimes |j_3 \vec{n}_3 \rangle \otimes |j_4 \vec{n}_4 \rangle,$$

(3.68)

such that $\sum_{i=1}^4 j_i \vec{n}_i = 0$. This can be thought as a tetrahedron with boundary areas $j_1, j_2, j_3, j_4$ and normals $\vec{n}_1, \vec{n}_2, \vec{n}_3, \vec{n}_4$. The projection of (3.68) onto the subspace invariant under the action of SU(2) is achieved by group averaging

$$|\iota_e \rangle = \int_{SU(2)} dh_e \left( D^{j_1}(h_e)|j_1 \vec{n}_1 \rangle \otimes D^{j_2}(h_e)|j_2 \vec{n}_2 \rangle \otimes D^{j_3}(h_e)|j_3 \vec{n}_3 \rangle \otimes D^{j_4}(h_e)|j_4 \vec{n}_4 \rangle \right)$$

$$= \int_{SU(2)} dh_e \ h_e \bigotimes_{f_e=1}^4 |j_{f_e}, \vec{n}_{f_e} \rangle,$$

(3.69)

where by $f_e$ we denote the face $f \supset e$. This is the analogue of (3.66) and can be interpreted as a coherent tetrahedron invariant under $SO(3)$ rotations.
The resolution of the identity \[^{3.67}\]

becomes

\[
\mathbf{1}_{\text{InvSU}(2)}(v_e) = \int \left( \prod_{f_e=1}^{4} d_{j_{f_e}} d^2 n_{f_e} \right) \times
\]

\[
\times \int d h_e \bigotimes_{f_e} D^{ij_{f_e}}(h_e)(j_{f_e}, \vec{n}_{f_e}) \int d h_{e}' \bigotimes_{f_e} (j_{f_e}, \vec{n}_{f_e} | (D^{ij_{f_e}}(h_{e}'))^\dagger).
\]

(3.70)

The two integrals in the second row are respectively sent to the two extremal vertices \(v_1, v_2 \subset e\) to get contracted with the data coming from the other edges. At each vertex, dual to a 4-simplex, there are five edges meeting, dual to its five boundary tetrahedra. Therefore, the data inherited by a vertex \(v\) from a single edge can be used to describe a boundary tetrahedron with face areas \(j_i\) and normals \(\vec{n}_i\) with \(i = 1, 2, 3, 4\). The group integration implements the invariance of such tetrahedron under 3d rotations. The data at each intertwiner become sharp in the semiclassical limit.

**Coherent state representation of 4d BF amplitudes**

Contracting all the boundary data entering into the 4-simplex vertex from the five edges and relative faces, we obtain the expression of the vertex amplitude \[^{3.48}\]. In order to get a neat expression let us use the labeling \(a = 1, 2, 3, 4, 5\) for the five tetrahedra bounding the vertex \(v\) (see Figure 3.5). The contraction

![Figure 3.5](image.png)

Figure 3.5: On the left: the vertex boundary graph and its nodes dual to tetrahedra \(a\). On the right the labeling of two tetrahedra \(a\) and \(b\) sharing a triangle \((ab)\) but having independent normal vectors.
happens at each triangle \((ab)\) of area \(j_{ab} = j_{ba}\) where the two tetrahedra \(a\) and \(b\) meet. From a local perspective at \(a\), the normal vector to the boundary triangle \((ab)\) is \(\vec{n}_{ab}\), while from the perspective of \(b\) the normal vector is \(\vec{n}_{ba}\). The two vectors \(\vec{n}_{ab}\) and \(\vec{n}_{ba}\) are a priori independent. The vertex amplitude performs such contraction so that one gets

\[
A_v = \int_{\text{SU}(2)^5} dh_a \prod_{(ab)} \langle j_{ab}, \vec{n}_{ab} | D^{j_{ab}}(h_a) \hat{\rho} D^{j_{ab}}(h_b) | j_{ba}, \vec{n}_{ba} \rangle.
\]  
(3.71)

Using the coherent state property (3.64) one can write the amplitude as

\[
A_v = \int_{\text{SU}(2)^5} dh_a e^{S[h_a]},
\]  
(3.72)

where we defined

\[
S[h_a] = \sum_{(ab)} 2 j_{ab} \ln \langle \vec{n}_{ab} | h_a^{-1} h_b | \vec{n}_{ab} \rangle.
\]  
(3.73)

Finally, we can write the partition function as

\[
Z_{BF}^C(\text{SU}(2)) = \sum j_f \prod_f d_{j_f} \prod_e \left( \int \left( \prod_{f_e=1}^4 d_{j_{f_e}} d^2 n_{f_e} \right) \right) \prod_v A_v(\{\rho_f\}_v; \{\iota_e\}_v).
\]  
(3.74)

\[\text{We adopt the convention for which the normal vector points in the same direction as the oriented link i.e., for outgoing links the normal vector in outward-pointing and vice versa.}\]
Chapter 4

The Euclidean EPRL-FK model

Let us recap what we have seen so far. According to section 3.2, the first step to build a spin foam model is to define a path integral for discrete BF theory on a 2-complex $\mathcal{K}$, leading to a partition function $Z_{BF}^K$ of the type (3.49), which is interpreted as a sum over quantum states. A ‘path’ in this sense corresponds to an assignment of spins $j_f$ to every face $f \subset \mathcal{K}$ and intertwiners $\iota_e$ for each edge $e \subset \mathcal{K}$. The most important element in $Z_{BF}^K$ is the so-called vertex amplitude $A_v$ which is built, at each vertex $v \subset \mathcal{K}$, through the contraction of the data $(\{\rho_f\}_v, \{\iota_e\}_v)$ entering from the edges $e \supset v$ (see (3.47)). This data is in one to one correspondence with the data $(\{\rho_\ell\}_v, \{\iota_n\}_v)$ stored on the boundary graph $\Gamma_v$ built at each vertex with nodes $n \in \Gamma_v$ and links $\ell \in \Gamma_v$ respectively associated to edges and faces or equivalently, if we are in 4d, to tetrahedra and triangles (see (3.48)).

Thanks to the use of coherent states studied in 3.2.3, we were able to represent the 4d partition function (3.74) and the vertex amplitude (3.71) for the gauge group $SU(2)$ in a form which allows a nice geometric interpretation of the intertwiners at the edges (or at the nodes) as ‘quantum tetrahedra’.

4.1 Construction of the Euclidean EPRL-FK model

Let us now extend the analysis of the previous chapter to the case of a path integral for discrete BF-theory in 4d with gauge group $G = SU(2) \times SU(2)$. This analysis connects us to Euclidean gravity in 4d. In fact, for Riemannian signature, the local gauge group is Spin(4) ≃ $SU(2) \times SU(2)$.

From the path integral of 4d discrete BF-theory, with this choice of gauge group, one can define a 4d spin foam model by imposing the simplicity constraints (2.75) at the quantum level. The correct implementation of the constraints is a non trivial operation, and different ways of imposing them characterize distinct spin foam models. In this chapter we define the 4d Euclidean EPRL-FK spin foam model [39, 40], which will be used throughout this work.
In fact, it has a pivotal role in the state of the art works of the spin foam community.

### 4.1.1 The group Spin(4)

Let us give some brief information about the structure group that we are using. The group Spin(4) is isomorphic to SU(2) × SU(2) and its Lie algebra decomposes into \( \mathfrak{spin}(4) \cong \mathfrak{su}(2) \oplus \mathfrak{su}(2) \) (see (A.25)). The unitary representations \( \rho_{(j^+,j^-)} \) of the group are then labeled by two half-integers \( (j^+, j^-) \) where \( \pm \) indicates the membership to one of the two SU(2)-subalgebras. These representations act on the base space \( V_{(j^+,j^-)} \).

The algebra \( \mathfrak{spin}(4) \) can be described, for example, in terms of the six SU(2)-generators \( J^i, \pm \) satisfying the standard angular momentum algebra

\[
[J^i, \pm, J^j, \pm] = i\epsilon_{ijk} J^k, \pm.
\]  

\( A \) \hfill (4.1)

A basis in the vector space \( V_{(j^+,j^-)} \) is then given by vectors \( |j^+ j^- m^+ m^-\rangle \) which are eigenstates of the two Casimirs \( C_1 = J^2_+ + J^2_-, \ C_2 = J^2_+ - J^2_- \) and of the two angular momenta operators \( J^3_\pm \) (see Appendix A). A Spin(4) representation can be decomposed into a direct sum of SU(2)-representations

\[
\rho_{(j^+,j^-)} = \rho_{j^-} \otimes \rho_{j^+} = \bigoplus_{j=|j^+-j^-|} \rho_j,
\]  

\( A \) \hfill (4.2)

acting on the base space

\[
V_{(j^+,j^-)} = V_{j^+} \otimes V_{j^-} = \bigoplus_{j=|j^+-j^-|} V_j.
\]  

\( A \) \hfill (4.3)

The algebra \( (4.1) \) can be equivalently characterized by the generators of rotations \( L_i \) and boosts \( K_i, \ i = 1, 2, 3. \) The full characterization can be found in (A.25), in Appendix A. The Casimirs in terms of the new generators are \( C_1 = L^2 + K^2 \) and \( C_2 = K_\cdot L. \) The choice of this specific SU(2) subgroup of Spin(4) is made at each edge of the 2-complex. Notice that this choice is the analogue of the time gauge used to define the two vectors (2.29). Then the linear simplicity constraints (2.75) can be expressed in terms of the generators \( L_i \) and \( K_i. \)

### 4.1.2 Implementation of simplicity constraints

Following the analysis in 3.2.2, at each face \( f \subset \mathcal{K} \) there is a representation \( \rho_f \) acting on a base space \( V_f \) respectively of the form (4.2) and (4.3). The
EPRL-FK model is defined by imposing the linear simplicity constraints $D_j^i$, given by (2.75), à la Gupta-Bleuler i.e., by selecting from the base space $V_f$ at each face only the states $|\psi\rangle \in V_f$ for which the matrix elements $\langle \psi|D_j^i|\phi\rangle = 0$ vanish. In a Spin(4) basis $|\psi\rangle = |j^+ j^- j m\rangle$, the matrix elements of the constraints read

\[
\langle j^+ j^- n|D_3^i|j^+ j^- j m\rangle = \delta_{n,m}(1 - \frac{\gamma j}{\gamma}),
\]

\[
\langle j^+ j^- n|D_{\pm}^i|j^+ j^- j m\rangle = \delta_{n,\pm n}\sqrt{(j \pm m + 1)(j \mp m)(1 - \frac{\gamma j}{\gamma})},
\]

where we used the definition (2.75) and the relations (A.26) in Appendix A. The constraints (4.4) are then satisfied if

\[
\gamma_j = \frac{j^+(j^+ + 1) - j^-(j^- + 1)}{j(j + 1)} = \gamma.
\]

This equation admits different solutions for $\gamma < 1$, $\gamma = 1$ and $\gamma > 1$. In the rest of this work we focus on the first case $\gamma < 1$ for which the solution of (4.5) is

\[
j^\pm = \frac{|1 \pm \gamma|}{2} j,
\]

which corresponds to select the maximum weight component $j = j^+ + j^-$ of the expansion (4.3) for each vector space $V_f = V(j^+_f, j^-_f)$. Notice that, according to (4.6), the Barbero-Immirzi parameter $\gamma$ is restricted so to be compatible with the half-integer-nature of $j \in \mathbb{N}/2$ and $j^\pm \in \mathbb{N}/2$. This is a feature of the Euclidean model which is not present in the Lorentzian [68].

4.1.3 Boosted coherent intertwiners

In the previous chapter we have introduced the coherent state representation for defining the partition function and in particular the vertex amplitude.

1This ‘weak’ imposition of the constraints is in contrast with a ‘strong’ imposition of the form $D_j^i|\psi\rangle = 0$ which, as argued in [39], produces an unwanted elimination of physical degrees of freedom. This is due to the fact that the constraints are second class i.e., they do not commute and then the constraint algebra is not closed [30]. The strong imposition of the constraint was indeed proposed in the Barrett-Crane model [67] which for many years had a leading role in Spin foam models. As of today, this role is taken by the EPLR-FK model that we are reviewing.

2The case for $\gamma > 1$ is only marginally more complicated, and we do not expect one were to find qualitatively different results in that case. Nonetheless, this is something to be checked eventually. In the case $\gamma = 1$ the constraint algebra closes and the constraints (2.75) can be imposed ‘strongly’ (see footnote in the previous page). In such case they reduce to the condition of setting all the $j_4^\pm$-spins to zero in the state sum and the partition function reduces to that of SU(2) BF theory, which is not a good model for quantum gravity [39].
The prototype of SU(2) coherent intertwiner $|\iota\rangle \in \text{Inv}_{\text{SU}(2)} \bigotimes_i V_{j_i}$ described in (3.66), can be lifted to a Spin(4) coherent intertwiner $|\Phi\iota\rangle \in \text{Inv}_{\text{Spin}(4)} \bigotimes_i V_{(j^+_i,j^-_i)}$ by a boosting procedure which sends

$$\Phi : \text{Inv}_{\text{SU}(2)} \bigotimes_i V_{j_i} \longrightarrow \text{Inv}_{\text{Spin}(4)} \bigotimes_i V_{(j^+_i,j^-_i)}.$$

In particular the boosting map $\Phi$ consists in the joint action of a map $\beta^\gamma_{j_i}$ for each spin $j_i$ such that

$$\beta^\gamma_{j_i} : V_{j_i} \longrightarrow V_{(j^+_i,j^-_i)}, \quad (4.7)$$

and a projector $P$

$$P : \bigotimes_i V_{(j^+_i,j^-_i)} \longrightarrow \text{Inv}_{\text{Spin}(4)} \bigotimes_i V_{(j^+_i,j^-_i)}.$$

In the rest of the paper we will focus on the specific case of Barbero-Immirzi parameter $\gamma < 1$. In this case the spins $j_i^\pm$ are related to $\gamma$ and $j_i$ via the relation (4.6) and the map (4.7) is defined by embedding the space $V_j$ isometrically into the highest weight space of the Clebsh-Gordan decomposition (4.3), namely $V_{j^+_i+j^-_i}$. Thus, If at each edge there are $F$ faces attached we can write

$$\Phi = P \circ (\beta^\gamma_{j_1} \otimes \cdots \otimes \beta^\gamma_{j_F}),$$

and the boosted coherent intertwiner factorizes in terms of SU(2) coherent intertwiners $|\iota^\pm\rangle$ as

$$|\Phi\iota\rangle = |\iota^+\rangle \otimes |\iota^-\rangle = \int dg^+ \, g^+ \bigotimes_i |j^+_i, \vec{n}_i\rangle \otimes \int dg^- \, g^- \bigotimes_i |j^-_i, \vec{n}_i\rangle. \quad (4.8)$$

We also refer to $|\Phi\iota\rangle$ as Spin(4) coherent intertwiner and we are going to use it to build the transition amplitudes in our spin foam model.

Finally, let us write the resolution of the identity for the boosted coherent intertwiners in the form

$$\mathbb{1}_{\text{Inv}_{\text{Spin}(4)} \bigotimes_i V_{(j^+_i,j^-_i)}} = \sum_{\Phi\iota} \frac{1}{\|\Phi\iota\|^2} |\Phi\iota\rangle \langle \Phi\iota| = \sum_{\iota^\pm} \frac{1}{\|\iota^+\|^2\|\iota^-\|^2} (|\iota^+\rangle \langle \iota^+|) \otimes (|\iota^-\rangle \langle \iota^-|). \quad (4.9)$$

This is the analogue of (3.67) where we have substituted the integration over the 2-sphere with a sum normalized by the squared norm of the coherent intertwiner $\|\Phi\iota\|^2 = \langle \Phi\iota|\Phi\iota\rangle$. 
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4.1.4 The EPRL-FK partition function

A resolution of the identity of the form (4.9) is inserted at each edge \( e \subset K \). The ‘bra’ and ‘ket’ parts are respectively sent to the two vertices at the opposite ends of the edge. Then, the vertex amplitudes contracts the five boosted coherent intertwiners coming from the edges with the information of spins and intertwiners. In analogy with (3.47), it is defined as the trace of the boosted coherent intertwiners

\[
\mathcal{A}_v \equiv \text{tr} \left( \bigotimes_{e \rightarrow v} |\Phi_{te}\rangle \bigotimes_{e \leftarrow v} \langle \Phi_{te}| \right),
\]

where we recall that the boosting map \( \Phi \) is required to enforces the simplicity constraints (2.75) at the quantum level and to lift the SU(2) coherent intertwiners to elements of \( V_{j^+}^{+} \) invariant under Spin(4) transformations. Thanks to the factorization (4.8) for \( \gamma < 1 \), also the vertex amplitude factorizes as

\[
\mathcal{A}_v(\{ j_f \}_v, \{ \iota_e \}_v) := \mathcal{A}_v^+ (\{ j_f^+ \}_v, \{ \iota_e^+ \}_v) \cdot \mathcal{A}_v^- (\{ j_f^- \}_v, \{ \iota_e^- \}_v),
\]

where \( \mathcal{A}_v^\pm \) have the SU(2) form (3.72).

Eventually, we can write the partition function for the 4d Euclidean EPRL-FK model with Barbero-Immirzi parameter \( \gamma < 1 \) as

\[
Z_{BF}^\gamma = \sum_{j^\pm \in \mathbb{R}^\infty} \prod_f \mathcal{A}_f \prod_e \mathcal{A}_e \prod_v \mathcal{A}_v,
\]

where \( \mathcal{A}_f, \mathcal{A}_e \) and \( \mathcal{A}_v \) are respectively the face-, edge- and vertex-amplitudes associated to each element of the 2-complex. Explicitly,

\[
\mathcal{A}_f = [(2j^+ + 1)(2j^- + 1)]^\alpha,
\]

\[
\mathcal{A}_e \equiv \frac{1}{||\iota^+||^2||\iota^-||^2},
\]

\[
\mathcal{A}_v = \mathcal{A}_v^+ \mathcal{A}_v^-,
\]

\[
\mathcal{A}_v^\pm = \int_{\text{SU}(2)^5} \text{d}h_a^\pm e^{S_{\pm}}, \quad S_{\pm} = \sum_{(ab)} 2j_{ab}^\pm \ln \langle \vec{n}_{ab}^\pm | (h_a^\pm)^{-1} h_b^\mp | \vec{n}_{ab}^\pm \rangle.
\]

In other words, for \( \gamma < 1 \) one obtains a full factorization of the \( \pm \) labels and the EPRL-FK partition function becomes the ‘square’ of the SU(2) partition function (3.74).

The choice of the face amplitude is not unique and influences the convergence of the state sum [69, 70]. We choose the definition (4.13) depending on a parameter \( \alpha \). For \( \alpha = 1 \) one gets the standard definition \( d_j^+ d_j^- \). The parameter \( \alpha \) will play the role of a coupling constant, in that it is a free parameter in the path integral measure.
It is important to mention that there exists a generalization of spin foam model to arbitrary polyhedral discretization \[71\]. Therefore, a part for details in the implementation of the simplicity constraints \[72\], the validity of the formulas obtained up to this point can be extended to discretizations different from the simplicial one.

### 4.2 Semiclassical limit

The semiclassical limit of a spin foam model is defined through the large spin limit of the amplitudes written in the coherent state representation. The asymptotic limit is taken by rescaling by a parameter \( \lambda \) each spin simultaneously,

\[
j \to \lambda j \quad (4.16)
\]

and then taking the limit \( \lambda \to \infty \).

Notice that each factor \( \pm \) of the vertex amplitude \((4.15)\) corresponds to an oscillatory integral and the phase of the oscillation, given by the function \( S_{\pm} \), allows for complex values. The asymptotic limit of these kind of integrals is performed through a so-called extended stationary phase approximation. Let us briefly explain how this method works and give an algorithm to use in the upcoming calculations.

#### 4.2.1 The extended stationary phase approximation

The extended stationary phase method provides a tool to compute the asymptotic approximation of oscillatory integrals whose phases are smooth complex valued functions \( S \) defined over a closed \( D \)-dimensional manifold \( X \) and such that \( \text{Re} S \leq 0 \). Let us consider the following scalar function

\[
f(\lambda) = \int_X dx \ a(x) \ e^{\lambda S(x)}, \quad (4.17)
\]

being \( \lambda \) a positive real parameter and \( a(x) \) a smooth complex test function. In the extended stationary phase approximation the asymptotic limit \( \lambda \to \infty \) is dominated by the points \( x_0 \) such that \( \partial_x S|_{x_0} = 0 \) and \( \text{Re} S(x_0) = 0 \). These are the stationary and critical points. The leading term in the large-\( \lambda \) expansion of \((4.17)\) is given by

\[
f(\lambda) \sim \sum_{x_0} \left[ a(x_0) \left( \frac{2\pi}{\lambda} \right)^{n/2} e^{\lambda S(x_0)} \right]. \quad (4.18)
\]

The \( n \times n \) Hessian matrix \( H \) is given by the second-order partial derivative of \( S \) and encodes the informations about the stationary points, which are assumed
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to be isolated and non-degenerate i.e., $\det H \neq 0$.

Summarizing, in order to compute the asymptotic limit of an oscillatory integral:

- we find the critical and stationary points, i.e. those satisfying $\text{Re} S = 0$ and $dS = 0$.
- we compute the Hessian of $S$ in these points and calculate its determinant
- we use equation (4.18) to find the leading term of the large-$\lambda$ limit

Using this method, it was shown in [73] that the asymptotic limit of the Euclidean EPRL-FK vertex amplitude (4.15) for $\gamma < 1$ contains the Regge action (2.59) as

$$A_v \rightarrow \frac{e^{i\lambda S_R}}{-D} + \frac{e^{-i\lambda S_R}}{-D^*} + \frac{2\cos(\lambda \gamma S_R)}{\sqrt{DD^*}},$$

(4.19)

where $D$ is the determinant of the Hessian of $S_{\pm}$. We then see that the amplitude contains both the exponential of the Regge action and its sign-reversed part (commonly referred to as the cosine problem), as well as other, non-geometric terms (colloquially called weird terms)

$$W = \frac{e^{i\lambda S_R}}{-D}.$$  (4.20)

In this work, we are going to perform this calculation explicitly in two situations: in the next section we apply the stationary phase method to the case of a vertex amplitude deformed at the quantum level to include a cosmological constant term. There, we will show that in the semiclassical limit the deformation has the sole effect of adding the right cosmological constant term in the Regge action, and it does so without altering the determinant function $D$ of the undeformed setting. Then, in the next Chapter we are going to apply the same approximation in the case of a path integral state sum reduced to certain symmetric configurations, so that a finite number of spin variables are required to describe the partition function. The advantage of this setting is that, differently from the most general case, the determinant $D$ appearing in (5.45) will become an explicit function of the spins. Relying on the results from the deformed amplitude, we can also couple a cosmological constant term to the

---

3The calculation in the reference is also performed for the case $\gamma > 1$. Furthermore, in [68] the calculation is performed also in the Lorentzian setting.

4Here there are some caveats e.g., on the number of solutions of the critical point equation. We return on the subject in the next chapters.
Regge action of the reduced model, without further changes of the asymptotic formulas. Both calculations are an original work of the author and collaborators, published in \[41, 42\]. These will provide the required ingredients that in Chapter 6 allows us to study the renormalization properties of our reduced spin foam model.

4.3 Spin foams with cosmological constant

There are several ways to include a non-zero cosmological constant into spin foam models e.g. using Chern-Simons theory \[74\]. The most technically clean one is probably a deformation of the underlying group SU(2) to a quantum group SU(2)_q, with \( q = e^{\frac{2\pi i}{k}} \) a root of unity, where \( \Lambda = \frac{6\pi}{(\ell_p^2)^k} \). \[75, 76, 77, 78\]. One of the earliest deformations of the model, however, was still on the level of classical groups, by deforming \( A_\Gamma \), keeping \( H_\Gamma \) unchanged. The definition was given by Han \[76\], for the case of a 4-simplex, and a partial analysis of the asymptotic regime was given, which demonstrated the emergence of the Regge action plus a cosmological constant term.

While this deformation of the EPRL-FK model shows no obvious connection to the later definitions with quantum groups, it is a useful tool for calculations. In particular, in recent calculations concerning the RG flow of the EPRL-FK model (see \[79, 42, 80\]), it turned out to be desirable to have a running cosmological constant. The boundary graphs are more complicated in that case, so a generalization of Han’s deformation to more complicated graphs is needed. Also, the analysis should include the explicit treatment of the Hessian matrix in the asymptotic analysis of the deformed model. This is what is going to be undertaken in this chapter.

4.3.1 Deformation of the EPRL-FK model

Given the definition of the vertex amplitude \( A_{\Gamma_v} \), the deformation is given in terms of a parameter \( \omega \in \mathbb{R} \). It is constructed as follows: The graph \( \Gamma_v \) needs to be projected down to the 2d plane, where it can be depicted with crossings. See for example Figure 4.1 representing in a ‘minimally braided’ form the boundary graph of a 4-simplex, which has a unique crossing. We anticipate that the result does not depend on how we project the graph on the 2d plane. For each crossing \( C \) in the graph between two links \( \ell, \ell' \) with spins \( k_\ell, k_{\ell'} \), define the crossing operator

\[
R_C := e^{i\omega(C)\mathcal{N}_C},
\]  

(4.21)
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Figure 4.1: The graph dual to the boundary of a 4-simplex. Instead of the standard pentacle-shape of Figure (3.5), we represent it by minimizing the number of crossings.

Figure 4.2: The two types of crossings $C$ get assigned different numbers $\sigma(C) = \pm 1$.

were $\omega \in \mathbb{R}$ is the deformation parameter, $\sigma(C) = \pm 1$ is the type of crossing (over- or under-crossing, see Figure 4.2), and with

$$V_C := \sum_{\epsilon = \pm} \frac{\epsilon^4}{(1 \epsilon \gamma)^2} \sum_{l=1}^{3} D_{(j_l \ell)'}(X_l^\gamma) \otimes D_{(j_l \ell l)'}(X_l^\gamma),$$

(4.22)

where the $X_l^+(X_l^-)$ are an orthonormal basis of the self-dual (anti-self-dual) $\mathfrak{su}(2)$.

The operator $R_C$ acts as endomorphism on the base spaces $V_{(\cup_{l} j_{l} \ell)}(\otimes V_{(\cup_{l} j_{l} \ell)}''(\otimes \mathcal{H}_v)$ (4.3). By tensoring $\otimes R_C$ with the identity operator for all links in $\Gamma_v$ which do not appear in a crossing, we obtain an endomorphism on $\mathcal{H}_v$. The deformed

---

5Technically, by this definition, the graph has to be such that each link in the graph $\Gamma$ is part of at most one crossing. This is of course not the most general case, but our definition can be straightforwardly extended to a graph with arbitrarily many crossings per link, by trivially subdividing that link with 2-valent vertices, onto which one places the unique (by Schur’s lemma) normalized intertwiner.
vertex amplitude $A_{v}^{\omega}$ is then defined as

$$A_{v}^{\omega} := \text{tr} \left( \bigotimes_{N} \bigotimes_{\Gamma} \left( 1 \otimes \bigotimes_{C} R_{C} \right) \right).$$  \hspace{1cm} (4.23)

Note that while $R_{C}$ depends on the choice of orthonormal basis, the amplitude $A_{v}^{\omega}$ does not, due to the gauge-invariance of each boosted Livine-Speziale intertwiner.

4.4 Large-$j$ asymptotics of the deformed amplitude

In the case of $\gamma < 1$, the undeformed amplitude $A_{v} = A_{v}^{+} A_{v}^{-}$ factorizes over the two sectors (selfdual and anti-selfdual). Since the respective generators $[X_{I}^{+}, X_{I}^{-}] = 0$ commute, so do the $R_{C} = R_{C}^{+} R_{C}^{-}$, of course. Hence, also the deformed amplitude factorizes:

$$A_{v}^{\omega} = A_{v}^{\omega,+} A_{v}^{\omega,-}.$$  \hspace{1cm} (4.24)

First we note that, due to the factorization property, it is enough to look at only the $+$-part. To simplify notation, in what follows we omit the vector symbol on the variables $\vec{n}_{ab} \rightarrow n_{ab}$ and we abbreviate $j_{i}^{+} \rightarrow j$, $j_{i}^{-} \rightarrow j'$, $D_{j_{i}}(X_{I}^{\pm}) \rightarrow X_{I}$, $g_{a}^{+} \rightarrow g_{a}$, etc.

In particular, we have that the (undeformed) $+$-amplitude (4.15) is given by

$$A_{v}^{+} = \int_{SU(2)^{N_{v}}} d g_{a} \prod_{b \rightarrow a} \langle j_{ab}, n_{ab} \mid (g_{a})^{-1} g_{b} \mid j_{ab}, n_{ba} \rangle,$$

where the product ranges over all links, where in the formula $b$ is the starting point (source) of the link, and $a$ is the end point (target).

Now assume that there is a crossing between the link $b \rightarrow a$ and $b' \rightarrow a'$. Then, in the deformed amplitude, the two corresponding factors in the product (4.25) are replaced by

$$\langle \Psi \mid \exp \left( \frac{4i \omega \sigma(C)}{(1 + \gamma)^{2}} \sum_{I=1}^{3} X_{I} \otimes X_{I} \right) \mid \Phi \rangle $$  \hspace{1cm} (4.25)

with

$$\langle \Psi \rangle = \langle j_{ab}, n_{ab} \mid (g_{a})^{-1} \otimes \langle j_{a'b'}, n_{a'b'} \mid (g_{a'})^{-1} ;$$

$$\langle \Phi \rangle = g_{b} \mid j_{ab}, n_{ba} \rangle \otimes g_{b'} \mid j_{a'b'}, n_{a'b'} \rangle.$$
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The expression \((4.25)\) can be expanded to

\[
\sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{4i\omega}{(1+\gamma)} \right)^n \sum_{I_1, I_2, \ldots, I_n=1}^3 \langle j_{ab}, n_{ab} \rangle (g_a)^{-1} X_{I_1} X_{I_2} \cdots X_{I_n} \cdot g_b \cdot j_{ab}, n_{ba} \rangle \\
\times \langle j_{a'b'}, n_{a'b'} \rangle (g_{a'})^{-1} X_{I_1} X_{I_2} \cdots X_{I_n} \cdot g_{b'} \cdot j_{a'b'}, n_{b'a'} \rangle.
\]

\((4.26)\)

To consider the stationary phase of an individual term, we use the resolution of identity

\[
(2j + 1) \int_{S^2} d^2 n \langle j, n \rangle \langle j, n \rangle = 1_{V_j},
\]

\((4.27)\)

\(n - 1\) times, and write

\[
\langle j_{ab}, n_{ab} \rangle (g_a)^{-1} X_{I_1} X_{I_2} \cdots X_{I_n} \cdot g_b \cdot j_{ab}, n_{ba} \rangle =
\]

\[
= (2j + 1)^{n-1} \int_{(S^2)^{n-1}} d^2 n_i \langle j, n_{ab} \rangle (g_a)^{-1} X_{I_1} \cdot j, n_1 \rangle \\
\times \langle j, n_1 \rangle X_{I_2} \cdot j, n_2 \rangle \cdots \langle j, n_{n-1} \rangle X_{I_{n-1}} \cdot g_b \cdot j, n_{ba} \rangle.
\]

The \(X_I\) are the generators of the \(su(2)\) Lie algebra \([X_I, X_J] = i\epsilon_{IJK} X_K\), which is why, in the spin-\(\frac{1}{2}\)-representation, we have \(X_I = \sigma_I/2\) in terms of the Pauli matrices \(\sigma_I\). We have therefore

\[
\langle j, n \rangle X_I \cdot j, n' \rangle = j \langle n \rangle \sigma_I \langle n' \rangle \langle n \rangle \langle n' \rangle^{2j-1},
\]

\((4.28)\)

where \(|n\rangle := |\frac{1}{2}, n\rangle\). \(\Box\) With this, we can write

\[
\langle j_{ab}, n_{ab} \rangle (g_a)^{-1} X_{I_1} X_{I_2} \cdots X_{I_n} \cdot g_b \cdot j_{ab}, n_{ba} \rangle =
\]

\[
= \int_{(S^2)^{n-1}} d^2 n_i \cdot a(n_i, g_a, g_b) e^{S(n_i, g_a, g_b)},
\]

\((4.29)\)

with

\[
a(n_i, g_a, g_b) = (2j + 1)^{n-1} j^{n-1} \langle n_{ab} \rangle (g_a)^{-1} \sigma_{I_1} \langle n_1 \rangle \sigma_{I_2} \langle n_2 \rangle \cdots \langle n_{n-1} \rangle \sigma_{I_{n-1}} \cdot g_b \cdot n_{ba} \rangle,
\]

\[
S(n_i, g_a, g_b) = 2j \left( \ln \langle n_{ab} \rangle (g_a)^{-1} \langle n_1 \rangle + \ln \langle n_1 \rangle \langle n_2 \rangle + \cdots + \ln \langle n_{n-1} \rangle \langle g_b \rangle \cdot n_{ba} \rangle \right).
\]

\(\Box\) One can show \((4.28)\) easily by using \(X_I = -i \frac{\partial}{\partial \gamma} e^{-i \gamma X_I}\) and the product rule.
This is now in a form where one can perform the (extended) stationary phase approximation, applying the algorithm given in section 4.2.1. Note that this is for one term in the sum (4.26) only, and the variables are all the $g_a$, and, for every crossing, $n_i$ and $n'_i$ with $i = 1, \ldots, n - 1$ (the $n'_i$ vectors come from the term similar to (4.29), with the dashed nodes $a', b'$). First, we note that the criticality condition $\text{Re} S = 0$ (where we consider the whole action for $A^c_\omega$ now), is equivalent to

$$g_a n_{ab} = g_b n_{ba}, \quad (4.31)$$

and

$$n_i = g_b n_{ba}, \quad n'_i = g_b' n_{b'a'} \forall i. \quad (4.32)$$

One should note that the criticality equations (4.31) for the group elements $g_a$ are precisely the ones for the undeformed amplitude [73]. The criticality equations for the unit vectors $n_i$, $n'_i$ (remember that, per crossing, there are $2(n - 1)$ unit vectors), are such that, on each edge which participates in some crossing, all vectors have to be equal, and coincide with the two normal vectors $g_a n_{ab} = g_b n_{ba}$. This shows that, using the same gauge symmetry as in the undeformed case, setting one $g_a = 1$, all critical points are isolated, when they are also isolated in the undeformed case.

The stationary points are equally easily identified, and they are, as in the undeformed case, the closure condition for each node, and $n_i = g_b n_{ba}$, $n'_i = g_b' n_{b'a'}$ for all $i$.

In particular, this means that, after gauge-fixing, the critical and stationary points of the deformed and the undeformed amplitude are in one-to-one correspondence. Furthermore, it is easy to see that the value of the respective actions, evaluated at corresponding critical stationary points, coincide.

### 4.4.1 The Hessian matrix

To make the notation easier, we assume that there is only one crossing. The general case with many crossings can be treated similarly, though. We also assume that there is at least one critical, stationary point $g_a^{(c)}$ for the undeformed (gauge-fixed) amplitude. Before we continue, we perform a coordinate transformation on the $g_a, n_i, n'_i$ variables, via

$$g_a \rightarrow g_a', \quad n_i \rightarrow g_b n_i', \quad n'_i \rightarrow g_b' n'_i. \quad (4.33)$$

---

7This is, indeed, the generic case, e.g in the case of the $n_{ab}$ forming a Regge boundary geometry at the 4-simplex [73], in all cases of the hypercuboid [81], or the hyperfrustum, if $\alpha \in (\pi/4, 3\pi/4)$ (see next chapter and reference [42]).
Since SU(2) acts via rotations on $S^2$, the Jacobi matrix for this transformations is equal to unity. The action after the coordinate transformation is then given by

$$S(g_a, n_i, n_i') = \sum_{cd \neq ab, a'b'} 2j_{cd} \ln\langle n_{cd}|(g_c)^{-1}g_d|n_{dc}\rangle$$

$$+ 2j_{ab}\left(\ln\langle n_{ab}|(g_a)^{-1}g_b|n_1\rangle + \ln\langle n_1|n_2\rangle + \cdots + \ln\langle n_{n-1}|n_{ba}\rangle\right),$$

$$+ 2j_{a'b'}\left(\ln\langle n_{a'b'}|(g_{a'})^{-1}g_{b'}|n'_1\rangle + \ln\langle n'_1|n'_2\rangle + \cdots + \ln\langle n'_{n-1}|n'_{ba'}\rangle\right).$$

Note that the first two lines in (4.34) are the same as in the undeformed case, while the remaining two come from the deformation due to the crossing. We compute the Hessian matrix for the deformed amplitude, at the critical stationary point

$$g_a = g_a^{(c)}, \quad n_i = n_{ba}, \quad n_i' = n_{b'a'}.$$

In particular, we introduce coordinates around this point via

$$g_a = e^{ix_i\sigma_1}g_a^{(c)}$$

and

$$n_i = g_{nba}\left(\begin{array}{c}
\sin \theta_i \\
\sin \phi_i \cos \theta_i \\
\cos \phi_i \cos \theta_i 
\end{array}\right), \quad n_i' = g_{n'a'}\left(\begin{array}{c}
\sin \chi_i \\
\sin \xi_i \cos \chi_i \\
\cos \xi_i \cos \chi_i 
\end{array}\right),$$

where the angles take values in $\phi_i, \xi_i \in (\pi, 0)$ and $\theta_i, \chi_i \in (-\pi, \pi)$. The critical and stationary point is assumed at $x_i = 0, \phi_i = \xi_i = \theta_i = \chi_i = 0$. The vectors $|n_i\rangle$ are then given by

$$|n_i\rangle = g_{nba} \exp\left(i\phi_i/2 \sigma_1\right) \exp\left(-i\theta_i/2 \sigma_2\right) |e_z\rangle$$

$$= g_{nba} \left[\left(\cos \phi_i/2 \cos \theta_i/2 + i \sin \phi_i/2 \sin \theta_i/2 \right) |\uparrow\rangle + \left(\cos \phi_i/2 \sin \theta_i/2 + i \sin \phi_i/2 \cos \theta_i/2 \right) |\downarrow\rangle\right],$$

where $|e_z\rangle = |\uparrow\rangle$ is the highest weight vector in the spin $1/2$ representation. A similar formula holds for $|n'_i\rangle$. This leads to

$$\frac{\partial}{\partial \phi_i} \langle n_i|n_{i+1}\rangle_{\text{crit, stat}} = 0,$$

and similar relations for the other angles. Also,
Therefore, for all second derivatives which have at least one derivative w.r.t. one of the angles, the logarithm can be left out, e.g.:

\[
\frac{\partial^2}{\partial \phi_i \partial \phi_{i+1}} \ln \langle n_i | n_{i+1} \rangle_{\text{crit, stat}} = \frac{\partial^2}{\partial \phi_i \partial \phi_{i+1}} \langle n_i | n_{i+1} \rangle_{\text{crit, stat}},
\]

and similar relations for all other varying types of angles. Thus we get, at the stationary and critical points:

\[
\frac{\partial^2 S}{\partial \phi_i^2} = \frac{\partial^2 S}{\partial \theta_i^2} = -j_{ab},
\]

\[
\frac{\partial^2 S}{\partial \xi_i^2} = \frac{\partial^2 S}{\partial \chi_i^2} = -j_{a'b'}.
\]

Also, we get

\[
\frac{\partial^2 S}{\partial \theta_i \partial \theta_{i+1}} = \frac{\partial^2 S}{\partial \phi_i \partial \phi_{i+1}} = \frac{1}{2} j_{ab}, \quad \frac{\partial^2 S}{\partial \phi_{i+1} \partial \theta_i} = -i \frac{j_{ab}}{2}.
\]

All other mixed \(\phi, \theta\) angle derivatives are zero. For \(\xi, \chi\) angles similar relations hold. Furthermore, we have

\[
\langle n_{ab} | (g_a)^{-1} g_b | n_1 \rangle_{\text{crit, stat}} = e^{i\psi}.
\]

Using this and \(g_b g_{n_b} = g_b g_{n_b} e^{-i\psi_3}\), we get on the critical and stationary point that

\[
\frac{\partial^2 S}{\partial x^I \partial \phi_1} = 2j_{ab} \frac{\partial^2}{\partial x^I \partial \phi_1} \ln \langle n_{ab} | (g_a)^{-1} e^{ix^I \sigma_j} g_b g_{n_b} e^{i\phi_1 \sigma_1/2} e^{-i\theta_1 \sigma_2/2} | \uparrow \rangle = 2j_{ab} e^{-i\psi} \frac{\partial^2}{\partial x^I \partial \phi_1} \langle n_{ab} | (g_a)^{-1} e^{ix^I \sigma_1} g_b g_{n_b} e^{i\phi_1 \sigma_1/2} e^{-i\theta_1 \sigma_2/2} | \uparrow \rangle = j_{ab} \left(i V_2^I - V_1^I\right),
\]

where in the end we have taken all angles \(\phi_i = \theta_i = 0\). Also, \(V_j^I\) is the \(I\)-th component of the image of the \(J\)-th unit vector under the rotation \(G := (g_b g_{n_b})^{-1}\), i.e.

\[
G \sigma_j G^{-1} = V_j^I \sigma_I.
\]
Furthermore, we have
\[ \frac{\partial^2 S}{\partial x'_I \partial \phi_1} = - \frac{\partial^2 S}{\partial x'_I \partial \phi_1}, \quad (4.43) \]

and
\[ \frac{\partial^2 S}{\partial x'_I \partial \theta_1} = j_{ab} \left( iV_1^I + V_2^I \right) \]
\[ = - \frac{\partial^2 S}{\partial x'_I \partial \theta_1} = \frac{1}{i} \frac{\partial^2 S}{\partial x'_I \partial \phi_1}, \quad (4.44) \]

Also, there are, again, equivalent relations for the $\xi_1$ and $\chi_1$ angles, where $a \rightarrow a'$, $b \rightarrow b'$.

Finally, it is not hard to see that the matrix of second derivatives of $x_a'$
\[ \tilde{H}_{IJ} := \frac{\partial^2 S}{\partial x'_I \partial x'_J}, \quad (4.45) \]

at the critical and stationary point coincides precisely with the matrix in the undeformed case - even if $(cd) = (ab)$ or $(a'b')$. The determinants of the Hessian matrix $H$ of the whole integral evaluates to
\[ \det(H) = (j_{ab}j_{a'b'})^{2(n-1)} \det(\tilde{H}). \quad (4.46) \]

This is shown in Appendix B.

From the analysis, it is clear that that the case of more than one crossing is treated in complete analogy, since each link is allowed to partake in at most one crossing. Therefore, the Hessian matrix for the case of more than one crossing can simply be computed by an induction over the number of crossings $C$, and reduced to
\[ \det(H) = \det(\tilde{H}) \prod_C (j_{ab}j_{a'b'})^{2(n-1)}. \quad (4.47) \]

### 4.4.2 Putting everything together

We now replace $j_{cd} \rightarrow \lambda j_{cd}$, and consider the asymptotic expression for $\lambda \rightarrow \infty$.

Using the normalized measure on $S^2$ in $\phi, \theta$-coordinates $\frac{1}{4\pi} d\phi_i d\theta_i \cos \theta_i$, we get
\[ dn_i = \frac{1}{4\pi} d\phi_i d\theta_i \cos \theta_i, \quad dn'_i = \frac{1}{4\pi} d\chi_i d\xi_i \cos \chi_i. \quad (4.48) \]

Denote by $B$ the large-$j$-expression for the undeformed $+$-amplitude $4.25$, and by $B^\omega$ its deformation. Then, because the critical and stationary points
are in one-to-one correspondence, and the Hessian matrix \( \det(\tilde{H}) \) for the undeformed case can be pulled out of the sum, we have \( B^\omega = B C \) with

\[
C = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{4i\omega \sigma(C)}{(1 + \gamma)^2} \right)^n \left( \frac{1}{4\pi} \right)^{2(n-1)} \left( \frac{2\pi}{\lambda} \right)^{2(n-1)} \\
\times \sum_{I_1, I_2, ..., I_n=1}^3 4^{n-1} \frac{(\lambda j_{ab})^{2n-1}(\lambda j_{a'b'})^{2n-1}}{\sqrt{(\lambda j_{a'b'})^{2n-1}}} \\
\times \prod_{i=1}^n (\tilde{n}_{ba})^{I_i} (\tilde{n}_{b'a'})^{I_i} \\
= \sum_{n=0}^{\infty} \frac{\lambda^{2n}}{n!} (\lambda j_{ab} j_{a'b'})^n \left( \frac{4i\omega}{(1 + \gamma)^2} \right)^n \left( \sum_{I=1}^3 (\tilde{n}_{ba})^I (\tilde{n}_{b'a'})^I \right)^n \\
= e^{i\omega \lambda^2 \sigma(C) \vec{X}_{ab} \cdot \vec{Y}_{a'b'}}, \tag{4.49}
\]

with the vectors \( \tilde{n}_{ab} = g_a n_{ab} \), and

\[
\vec{X}_{ab} = k_{ab} \tilde{n}_{ab}, \quad \vec{Y}_{a'b'} = k_{a'b'} \tilde{n}_{a'b'}, \tag{4.50}
\]

with \( \frac{1+\gamma}{2} k_{cd} = j_{ab}^+ = j_{ab} \). This stays finite if, additionally to scaling \( j_{cd} \) up by \( \lambda \), one scales the deformation parameter as \( \omega \to \omega \lambda^{-2} \) at the same time.

This is the computation of the \( + \)-part, i.e. \( C^+ \). It is noteworthy that \( C^- \) is the same expression, just with a minus sign in the exponential, i.e. \( C^- = (C^+)^{-1} \).

Expression (4.49) is for one crossing. The case of many crossings is straightforward, since we demanded that each edge is part of at most one crossing. For many crossings, one gets

\[
C = e^{i\omega \sum C \sigma(C) \vec{X}_{ab} \cdot \vec{Y}_{a'b'}} \tag{4.51}
\]

4.4.3 Relation to the cosmological constant

We now relate our final result (4.49) to the cosmological constant. For this, we assume an amplitude in which there are two distinct solutions to the stationary phase equations (4.31). We denote these as \( g^{(i)}_a \), with \( i = 1, 2 \).

We denote the asymptotic expression for the undeformed amplitude by

\[
\mathcal{A}_n^{(i)} \longrightarrow B_n^{(1)} + B_n^{(2)}, \tag{4.52}
\]

This seems to be the case whenever the boundary data allows for a unique, non-degenerate 4-geometry [81, 82, 42].
and from this and (4.49) one gets that
\[
A_{\Gamma_{\nu}} \longrightarrow \left( B_{(1)}^+ C_{(1)}^+ + B_{(2)}^+ C_{(2)}^+ \right) \left( B_{(1)}^- C_{(1)}^- + B_{(2)}^- C_{(2)}^- \right)
= B_{(1)}^+ B_{(1)}^- + B_{(2)}^+ B_{(2)}^-
\]
\[+ B_{(1)}^+ B_{(2)}^- C_{(1)}^+ C_{(2)}^- + B_{(2)}^+ B_{(1)}^- C_{(2)}^+ C_{(1)}^-.
\]

The terms $B_{(1)}^+ B_{(1)}^-$ and $B_{(2)}^+ B_{(2)}^-$ evaluated on the same solution, have been called “weird terms”, and one can see that they remain unchanged under the deformation of the model. The mixed terms however do get changed, and one has
\[
C_{(1)}^+ C_{(2)}^- = \left( C_{(2)}^- C_{(1)}^+ \right)^{-1}
= \exp \left( i\omega \sum_C \sigma(C) \left( \vec{X}_{ab}^{(1)} \cdot \vec{Y}_{a'b'}^{(1)} - \vec{X}_{ab}^{(2)} \cdot \vec{Y}_{a'b'}^{(2)} \right) \right)
= \exp \left( 12i\omega \sum_C \sigma(C) \ast (B_{ab} \wedge B_{a'b'}) \right).
\]

Here $\ast$ denotes the Hodge dual, $B_{ab} = (\vec{X}_{ab}^{(1)}, \vec{X}_{ab}^{(2)})$ and $B_{a'b'} = (\vec{Y}_{ab}^{(1)}, \vec{Y}_{ab}^{(2)})$ are the bivectors in $\mathbb{R}^4 \wedge \mathbb{R}^4 \simeq \mathfrak{so}(4) \simeq \mathbb{R}^3 \oplus \mathbb{R}^3$ associated to the edges $(ab)$ and $(a'b')$, which are constructed from the two distinct solutions $g_a^{(i)}$. See Appendix A for details.

In the case of a 4-simplex, the expression in (4.54) has been shown to be proportional to the 4-volume of such a simplex, given by the boundary data \[76\]. In the case of a hypercuboid, a similar calculation can be carried out. With the notation from \[72\] and the conventions in Appendix A, one finds
\[
\sum_C \sigma(C) \ast (B_{ab} \wedge B_{a'b'}) = \frac{j_1j_6 + j_2j_5 + j_3j_4}{3},
\]
which coincides with $V_{\text{hypercuboid}}$ if the geometricity conditions $j_1j_6 = j_2j_5 = j_3j_4$ are satisfied. See \[72\] for a closer discussion of this point, and the relation to the volume simplicity constraints within the EPRL-FK model.

In the next chapter we study a new geometry, whose main building block is a so-called hyperfrustum. In that case, the critical and stationary equations are solved, and the solution can be shown to be
\[
\sum_C \sigma(C) \ast (B_{ab} \wedge B_{a'b'}) = V_{\text{frustum}},
\]
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where $V_{\text{frustum}}$ is the 4-volume of the hyperfrustum (see Chapter 5 and Appendix C or \[42\]).

One can show, indeed, that for convex 4-dimensional polyhedra $P$ one has in general that \[83\]

$$V_P = \sum_C \sigma(C) \ast (B_{ab} \wedge B_{a'b'}).$$ \hspace{1cm} (4.57)

Thus eventually we have

$$C_\times^+ C_\times^- = \exp (12i\omega V_P).$$ \hspace{1cm} (4.58)

Summarizing, we can write the deformed amplitude as

$$\mathcal{A}_{\Gamma_v}^\omega \to W + W^* + \frac{2}{|D|} \cos (S_{\text{Regge}} - \Lambda V),$$ \hspace{1cm} (4.59)

calling $W$ the ‘weird terms’ in \[4.20\]. This way, the deformation provides, in a straightforward way, a generalization of the EPRL-KKL model to include a non-zero cosmological constant $\Lambda$.

There are two points of note in this analysis:

1. There are cases in which the boundary data does not describe a vector geometry (in that there are two critical and stationary points), while not describing a 4d polyhedron. These “non-geometric” configurations have been discussed in \[81, 82\], and their presence can be attributed to the insufficient implementation of the volume simplicity constraint. The expression $V$, however, still exists and is non-zero. It is unclear what its geometric interpretation is in that case.

2. The original EPRL-KKL amplitude $\mathcal{A}_{\Gamma_v}$ is defined on a graph $\Gamma_v$, but does not depend on its knotting class. As a consequence, the physical inner product therefore also does not \[84\]. Interestingly, the deformation $\mathcal{A}_{\Gamma_v}^\omega$, however, does depend on the knotting of $\Gamma$. This is a property it shares with the quantum group deformations of the model. One can conjecture that this would lead to a physical Hilbert space in which graphs with different knotting classes are not equivalent. This could have interesting physical ramifications. \[85\]

It should also be noted that, while the expression $V$ \[4.54\] is a knotting invariant in the asymptotic limit, i.e. does not depend on the way in which the graph $\Gamma_v$ is presented on the plane \[72\], it is unknown whether the same is true for the quantum amplitude.
Chapter 5

Reduced Spin Foam Model

In general, one major obstacle towards progress, and also from allowing to use the model to make actual, testable, predictions, is the complexity of SFM, and in particular of the EPRL-FK amplitude. A possible strategy to tackle this issue consists in restricting state sum to certain symmetric configurations. On one hand this approach limits the range of physical systems that can be described by the model, on the other hand it greatly simplifies the expressions of the transition amplitudes. Provided that one can restrict the analysis to a subset of states which dominate the path integral, the sum over such domain would tell us something about the continuum limit of spin foams, expectation values and renormalization group flow of the model.

In the canonical framework, a similar line of thinking has been introduced in [88]. In the covariant setting, this approach has recently been investigated in [81] in the context of 4d Euclidean EPRL-FK Spin Foam model. Here spacetime is described by a hypercuboidal lattice and the state sum is restricted to coherent intertwiners [63] that in the large-spin limit resemble a cuboidal geometry. Despite the drastic reduction of the degrees of freedom the model presents several interesting features. In particular it has been shown that in the semiclassical limit the parameters of the theory tune the restoration of the diffeomorphism symmetry and provide a classification of the dominant states in the path integral. Under the imposed restrictions, such results open the path to a preliminary analysis of the renormalization properties of spin foams. Recent analysis based on this reduced model have in fact shown numerical evidences of a phase transition in the RG flow [79, 80].

A first clear limitation of such a model is the absence of curvature due to

\footnote{Numerical tools for performing such tasks are under development. For example, in [86] it is provided a C-coded library for the evaluation of the Lorentzian EPRL-FK vertex amplitude. Using these tools, in [87] the transition amplitudes between two spin networks with dipole graphs are evaluated in the Lorentzian framework of the EPRL-FK model with up to two (non-simplicial) vertices.}
vanishing dihedral angles between the cuboidal blocks. In this chapter we take
the next step along this path by including an elementary form of curvature.
In particular we focus on a discretization in which spacetime is chopped into
*hyperfrusta* $F_n$ i.e., the four dimensional generalization of a truncated regular
square pyramid (to which we will in short refer as *frustum*). The state sum
is reduced to coherent intertwiners that in the large-spin limit describe the
geometry of a frustum. The emergent curvature is a function of the angle
variable that defines the slope of the frustum itself. This extension of degrees
of freedom will allow us to go beyond the features of the cuboid model and to
forward some cosmological considerations.\footnote{The reader familiar with spin foam models might be puzzled by our setup, where we claim
to allow for discrete geometries with curvature while using spin foam amplitudes in the large-$j$-limit. Indeed, this limit is the context in which the so-called “flatness-problem” was discovered and
discussed in great detail [89, 90]. It states that in this limit, no matter the boundary state of the spin
foam, the bulk geometry is flat and accidental curvature constraints occur. In our case, where we
only study a subset of the full spin foam path integral, the configurations that we permit in principle
allow for curvature, in particular compared to the previously studied cuboid configurations. From
our numerical studies, which we report in this article, we do not observe that this subset of the path
integral is dominated by flat, i.e. cuboid, geometries. Due to the restrictiveness of the path integral
studied here, this finding is by no means a proving that the flatness problem is non-existent, yet it
hints towards its intricacies that we need to understand better}

The results presented in this chapter are part of an original work of the
author and collaborators and is published in [42].

5.1 Isotropic and homogeneous reduction

We define the model on a 2-complex $K$ (as described in section[2.2.2] which
is the dual skeleton of our particular discretization of the manifold. The combinatorics of vertices $v$, edges $e$ and faces $f$ in $K$ is the same of a hypercubic
lattice in which all the vertices are 8-valent. In particular each vertex $v$ in $K$
is dual to a 4d hyperfrustum, and the eight edges meeting at $v$ are dual
to the eight 3d hexahedra (two cubes and six pyramidal frusta) which bound
the hyperfrustum (see figure 5.1). The faces $f$ of the 2-complex are dual to
squares or to regular trapezoids, which in turn form the 2d boundary of cubes
and frusta.

The hyperfrustum geometry arises by equipping every face $f$ with a spin $j_f$
and every edge $e$ with an intertwiner $\iota_e$. A 2-complex colored by such specific
labeling describes a spacetime configuration in the state sum. Varying the
values of the labels in the bulk while keeping fixed the boundary ones amount
to consider different ‘paths’ in the path integral. The physical information is
deduced from the transition amplitudes between fixed boundary states which
belong to the kinematical Hilbert space of LQG (see Chapter 3).
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Figure 5.1: The figure shows the 3d boundary of a hyperfrustum, obtained by unfolding it into six equal frusta and two cubes of different size. This is the analogue, one dimension higher, of the unfolding of a 3d pyramidal frustum into four trapezoids and two squares.

The use of the hyperfrustum as the fundamental grain of spacetime is justified by a number of advantages:

- A regular hyperfrustum is defined by using just three spins. Consequently, all the formulas that we obtain depend on a quite restricted set of variables. This feature makes the analysis of the model more easy to manage.

- The geometry of a hyperfrustum allows a simple and intuitive interpretation as a time-evolving homogeneous and isotropic flat space. Therefore we can use it to model the evolution of a Friedmann universe (see the next sections). Varying the values of the spins one obtains hyperfrusta with different shapes representing spacetime with different curvature.

- Taking the flat spacetime limit of an hyperfrustum i.e., choosing the spin variables so that the two boundary cubes have the same size, one degenerates into a hypercuboid. Thus, as a double check on our computations, we can use the results of [81] where the semiclassical limit of a reduced spin foam built on a hypercuboidal geometry is carried out.

- The analysis in this chapter is ultimately a setup to the extension of the renormalization computations performed with hypercuboidal geometries in [79, 80], in that also states with 4d curvature are included in the
path integral. In fact, as in the hypercuboid setting, the handiness of
the hyperfrustum formulas makes possible the numerical analysis of the
dynamics of more complex lattices made of hundreds of vertices. This
represents a crucial requirement to access the renormalization sector of
a spin foam model given that the RG flow is precisely defined by the
comparison of the expectation values of observables on finer and coarser
lattices. This is studied in details in Chapter 6.

In our model the spin network associated to the boundary of a vertex con-
sists of eight 6-valent nodes (see figure 5.2), reflecting the fact that a hyper-
frustum is bounded by eight hexahedra: two cubes and six regular pyramidal
frusta.

Following the prescriptions in Chapter 4, to each node \( a = 0, \ldots, 7 \) we
assign a boosted coherent intertwiner \( \Phi_\iota^a \) and two SU(2) group elements \( (g^-_a, \ g^+_a) \) which account for the group averaging in (4.8). Each link \( ab \) is oriented
and is labeled by a spin \( j_{ab} \). All the links are automatically endowed with
two other spins \( j^-_{ab} \) and \( j^+_{ab} \) which are related to \( j_{ab} \) via the Barbero-Immirzi parameter \( \gamma \) as in (4.6). The allowed values for \( j_{ab} \) are such that \( j^-_{ab} \) and \( j^+_{ab} \)
are half integers. For consistency we also require that \( j_{ab} = j_{ba} \).

\[ \text{Figure 5.2: The figure shows the spin network associated to a vertex boundary. This is the dual representation of the 3d boundary in figure 5.1. All the links attached to the node 0 are labeled by the spin } j_n, \text{ the links attached to node 7 carry a spin } j_{n+1} \text{ and the remaining ones have spin } k_n. \]

The colored spin network just described admits a dual representation in
terms of hexahedra \( \varepsilon_a \) which are associated to the nodes \( a \) (Figure 5.1). We
call \( \vec{n}_{ab} \in S^2 \subset \mathbb{R}^3 \) the normalized outgoing normal to the face \( \square_{ab} \subset \varepsilon_a \) in the
direction of the neighboring hexahedron \( \varepsilon_b \). The area of \( \square_{ab} \) is given by the
spin \( j_{ab} \). The high degree of symmetry chosen ensures that a boundary state is
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defined by using just three independent values of the spins \( j_{ab}, \forall a, b, = 0 \ldots 7 \). We call such values \( j_n, j_{n+1}, k_n \) and they correspond to the top, bottom and side face areas of any one of the boundary pyramidal frusta represented in Figure 5.1. The previous labeling defines the boundary state and the geometry in our lattice up to a phase factor.

5.1.1 **A note on the boundary data**

Particular attention needs to be paid in defining the initial configuration of the vectors \( \vec{n}_{ab} \) at the boundary of a vertex. In fact this choice influences the semiclassical limit of the theory. In order to clarify this point let us start from the definition of the single vertex amplitude. Usually we build it by forming a closed spin network tensoring together the eight intertwiners \( \Phi_i \) at the nodes and joining pairwise the free ends of the links according to the combinatorics (see equation (4.10)) and figure 5.2. In our case the outcome of this operation depends on the initial choice of the vectors \( \vec{n}_{ab} \), which are used to define the coherent intertwiners \( \Phi_{ia} \). For example, embedding the vertex boundary depicted in figure 5.1 into a coordinate space and defining the vectors \( \vec{n}_{ab} \) accordingly to the oriented axes, one finds out that the asymptotic expression of the vertex amplitude carries a phase factor. Nonetheless, a change of the boundary data can set such phase to zero. However, at the level of one vertex there are no preferred criteria to chose such initial configuration of the vectors \( \vec{n}_{ab} \). The situation changes if one takes into account the symmetry of a larger structure \( K \) in which many vertices are glued together to form a regular hypercubic lattice. For the sake of clarity let us refer to the example in figure 5.3 in which the two vertices \( v, v' \subset K \) meet along an oriented common edge.

![Figure 5.3](image)

Figure 5.3: The figure shows the gluing of two eight-valent vertices \( v \) and \( v' \) and their respective boundaries graphs \( \Gamma_v \) and \( \Gamma_{v'} \) (represented for simplicity as closed lines). In this picture the coherent intertwiners are sitting in the intersections between the boundaries and the edges (straight lines).

Here the circles \( \Gamma_v \) and \( \Gamma_{v'} \) surrounding the vertices represent their respec-
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Figure 5.4: The figure shows a specific configuration of the boundary of a vertex. The hexahedra drawn using continuous lines are oriented by relying on the axes $\hat{e}_1, \hat{e}_2, \hat{e}_3$. The remaining hexahedra are defined from the first by applying the condition (5.1).

The intertwiners are placed at the marked intersection points to mean that each of them is associated to an edge $e \subset \mathcal{K}$ and is also an element of a vertex boundary. Let us notice that the intertwiner sitting at the shared edge can be ‘seen’ as an element of $\Gamma_v$ as well as of $\Gamma_v'$. In the bra-ket notation adopted in figure (5.3) it is denoted by $|\iota\rangle$ or by $\langle \iota|$ depending whether the edge is outgoing or ingoing w.r.t. the associated vertex. In a regular lattice the proper gluing of the vertices is such that, given a fixed node $a \subset \Gamma_v$, the associated intertwiner $\Phi_{\iota_a}$ is contracted to the intertwiner $(\Phi_{\iota_{7-a}})^\dagger$ in $\Gamma_v'$. Such (nonlocal) condition must be imposed at all the edges in the lattice. We can however translate this operation in the following (local) constraint on the boundary data of a single vertex

$$
(|\vec{n}_{ab}\rangle)^\dagger \equiv \langle -\vec{n}_{(7-a)} |_b, \quad \forall a = 4, 5, 6, 7. \quad (5.1)
$$

In the dual representation, the example in figure (5.3) shows two hyperfrusta meeting along a shared hexahedron. Such object lives independently in the boundaries of $\Gamma_v$ and $\Gamma_v'$ and it must be identified as the unique hexahedron shared by the two hyperfrusta. In the general case in which the lattice is regular in all the directions, equation (5.1) ensures the proper identification of the boundary hexahedra shared by neighboring hyperfrusta.

With this purpose in mind we can depict the boundary state starting from representing the first four nodes 0, 1, 2, 3 as in figure 5.4, and then build the remaining nodes 4, 5, 6, 7 (dashed lines) respecting the imposition (5.1).

Remarkably, once the lattice symmetry is taken into account by imposing (5.1) at the local level, the asymptotic expression of the single vertex amplitude shows no dependence on the choice of phase for the boundary states.
5.1.2 Quantum frustum

The first step towards the definition of the local amplitudes is finding the expressions of the coherent intertwiners. The quantum frustum is a coherent intertwiner that in the large-spin limit describe the geometry of a regular frustum (see figure 5.5). It depends on three spins $j_n, j_{n+1}$ and $k_n$ corresponding to its face areas and in the symmetric case $j_n = j_{n+1} = k_n = j$ it reduces to a quantum cube. Thus, this object furnishes a prototype for the description of all the intertwiners appearing in our model.

\[ t_{j_n,j_{n+1},k_n} = \int dg \ g \left( |j_n, \hat{e}_3\rangle \otimes |j_{n+1}, -\hat{e}_3\rangle \otimes \bigotimes_{l=0}^{3} |k_n, \hat{r}_l\rangle \right), \tag{5.2} \]

where $\hat{r}_l \equiv e^{-i \frac{l\pi}{4} \sigma_3} e^{-i \frac{\phi}{2} \sigma_2} \sigma_3$ ($l = 0, 1, 2, 3$) are the four vectors perpendicular to the side faces of the frustum. It is possible to express the slope angle $\phi$ of the frustum in terms of the face areas (i.e., the spins) as

\[ \cos \phi = \frac{j_{n+1} - j_n}{4k_n}. \tag{5.3} \]

Using the invariance of the Haar measure to remove one group integration and applying the coherent states property (3.64), the norm of the coherent intertwiner (5.2) can be put in the form

\[ \|t_{j_n,j_{n+1},k_n}\|^2 = \int_{SU(2)} dg \ e^{S_c[g]}, \tag{5.4} \]

with

\[ S_c = 2j_n \ln(\hat{e}_3|g|\hat{e}_3) + 2j_{n+1} \ln(-\hat{e}_3|g| - \hat{e}_3) + 2k_n \sum_{l=0}^{3} \ln(\hat{r}_l|g|\hat{r}_l). \tag{5.5} \]
In the next section we derive the expression of the edge amplitudes in the large-spin limit starting from the above sample description. In terms of the coherent states also the vertex amplitude takes the simple and compact form \((4.15)\). In particular, for \(\gamma < 1\) it factorizes as \(A_v = A_v^+ A_v^-\) being

\[
A_v^\pm = \int_{SU(2)^8} dg_a e^{S_{\pm}[g_a]},
\]

and

\[
S_{\pm}[g_a] = \frac{|1 \pm \gamma|}{2} \sum_{ab \supset a} 2j_{ab} \ln \langle -\vec{n}_{ab} | g_a^{-1} g_b | -\vec{n}_{ab} \rangle \equiv \frac{|1 \pm \gamma|}{2} S_v[g_a],
\]

where we are using the general notation introduced at the beginning of this section to feature the boundary data \(^3\).

### 5.2 Semiclassical Limit

The semiclassical limit of the probability amplitude described by a spin foam model corresponds to the large-spin limit of the partition function \((4.12)\). Let us redefine all the spins \(j_i \rightarrow \lambda j_i\) so that the asymptotic limit is obtained by sending \(\lambda \rightarrow \infty\). The limit of the face amplitude is straightforward. From formula \((4.13)\) we obtain

\[
A_f \xrightarrow{\lambda \rightarrow \infty} (8\pi \Omega j_n)^{2\alpha},
\]

where we have defined the function

\[
\Omega \equiv \sqrt{1 - \gamma^2} / 8\pi.
\]

For edge and vertex amplitudes the task is instead not trivial. Notice that the norm of the coherent intertwiner \((5.4)\) and the vertex amplitude \((5.6)\) possess a similar form. To find their large-\(\lambda\) limit we will make use of the extended stationary phase approximation presented in section \(4.2.1\) and already used to carry out the asymptotics of the deformed amplitude in Chapter 4. Now, the high degree of symmetry will allow us to explicitly evaluate the amplitudes, and in particular the determinant of the Hessian, as functions of the spins.

\(^3\)The minus sign appearing in the 'bra' part of \((5.7)\) depends on the fact that, from Figure \(5.6\) we are using the convention \((3.65)\) with all vectors \(\vec{n}_i\) pointing outward, which disagrees with the orientation of the links in Figure \(5.1\). See \([73]\) for details.
5.2. **Sem Classical Limit**

5.2.1 The asymptotic norm of the coherent intertwiner

In order to describe the sem classical behavior of the edge-amplitude $A_{e}$ associated to a quantum frustum we study the large-spin limit of the norm of the coherent intertwiner (5.2). As a first step we look for the critical points of the action $S_{e}$ in (5.5). In our case the manifold carries the structure of a group and the critical points will be $SU(2)$ group elements. The condition $ReS_{e} = 0$ that they have to satisfy can be rephrased in the requirement $|e^{\lambda S_{e}(x_{0})}| = 1$. Using the general formula for coherent states

\[
|\langle \vec{n}|\vec{m} \rangle| = \left( \frac{1 + \vec{n} \cdot \vec{m}}{2} \right)^{1/2},
\]

one finds

\[
\left( 1 + \hat{e}_{3} \cdot (g \triangleright \hat{e}_{3}) \right)^{j_{n}} \times \left( 1 + (-\hat{e}_{3}) \cdot (g \triangleright (-\hat{e}_{3})) \right)^{j_{n}+1}
\]

\[
\times \prod_{l} \left( 1 + \hat{r}_{l} \cdot (g \triangleright \hat{r}_{l}) \right)^{k_{n}} \equiv 1.
\]

Since the scalar products in the parentheses have real values in the set $[-1, 1]$, the above condition is satisfied only for $g = \pm 1$. It is easy to check that in these two points the function $S_{e}$ vanishes. Let us now assign a set of coordinates $x^{K}$, $K = 1, 2, 3$ to the $SU(2)$ group elements as follows

\[
g \rightarrow g_{c} e^{x_{K} \sigma_{K}}, \quad g_{c} = \pm 1,
\]

being $\sigma_{K}$ the standard Pauli matrices. In these variables $x^{K}$, the Haar measure is normalized as

\[
\frac{1}{(4\pi)^{2}} \int_{\|x\|<\pi} d^{3}x \left( \frac{\sin(\|x\|/2)}{\|x\|/2} \right)^{2} = 1. \quad (5.10)
\]

This operation allows to perform the partial derivative of the action $S_{e}$ w.r.t. the group elements. The first derivative of $S_{e}$ evaluated in $x = 0$ reads

\[
\left. \frac{\partial S_{e}}{\partial x^{K}} \right|_{x=0} = i \left( j_{n} e_{3}^{(K)} - j_{n+1} e_{3}^{(K)} + \sum_{l} k_{n}^{(K)} \right),
\]

where we have used the coherent states property $\langle \vec{n}|\sigma_{K}|\vec{n} \rangle = \vec{n}^{(K)}$ and the expression $\vec{n}^{(K)}$ indicates the $K$-th component of the vector $\vec{n}$. The above expression is always vanishing since it corresponds to the closure condition. Thus, we deduce that $g_{c} = \pm 1$ are the critical and stationary points that
dominate the asymptotic limit of the norm of the coherent intertwiner. The components of the Hessian matrix evaluated at the \( g_c \) read
\[
H_{KL} = \frac{\partial^2 S_e}{\partial x^L \partial x^K} \bigg|_{x=0} = \frac{j_n + j_{n+1}}{2} (\hat{e}_3^{(K)} \cdot \hat{e}_3^{(L)} - \delta_{KL}) + \sum_{l=0}^{3} \frac{k_n}{2} (\hat{r}_l^{(K)} \cdot \hat{r}_l^{(L)} - \delta_{KL}).
\]

From the above matrix elements one can derive the determinant of the Hessian
\[
\det(-H) = \frac{k_n \sin^2 \phi}{2} \left( j_n + j_{n+1} + 2k_n(1 + \cos^2 \phi) \right)^2,
\]
where the slope angle \( \phi \) is given by \( (5.3) \).

Now that we have all the ingredients we can use equation \( (4.18) \) to find the leading term of the norm of the coherent intertwiner \( (5.2) \) in the large-\( \lambda \) expansion. Inserting the result into equation \( (4.14) \) we finally obtain the asymptotic limit of the edge amplitude for a quantum frustum
\[
A_{c\text{-frustum}}^{j_n, j_{n+1}, k_n} \rightarrow \frac{Q^3 k_n^3}{2(4\pi)^4} (1 + K^2)(1 + K^2 - 2Q)^2,
\]
where we have used the functions
\[
Q \equiv 2 + \frac{j_n + j_{n+1}}{2k_n}, \quad K \equiv \sqrt{-\cos 2\theta}, \quad \theta \equiv \arccos \frac{1}{\tan \phi}, \quad (5.12)
\]

to guarantee a compact expression. From equation \( (5.11) \) we can easily deduce the large-spin limit of the edge amplitude associated to a quantum cube of side area \( j \). By setting \( j_n = j_{n+1} = k_n \rightarrow j \) we find
\[
A_{c\text{-cube}}^{j} \rightarrow \frac{1}{16\pi^4} \left( \frac{\lambda \sqrt{1 - \gamma^2}}{8\pi} \right)^3 j^3. \quad (5.13)
\]

### 5.2.2 Asymptotics of the vertex-amplitude

The factorization of the vertex amplitude \( A_v \) for \( \gamma < 1 \) allows us to study its semiclassical limit by focusing on the asymptotic expression of equation \( (5.6) \). We will make our considerations ignoring the \( \pm \) indices and working with the function \( S_v \) defined in \( (5.7) \). The invariance of the Haar measure \( dg \) allows to discard one of the eight integrations by fixing one of the critical points \( g_a \). In particular, we choose to fix \( g_0 = 1 \). The first condition that the critical points have to satisfy is
\[
|e^{\Lambda_{S_v}(x_0)}| = 1 \Rightarrow g_a \triangleright \vec{n}_{ab} = -g_0 \triangleright \vec{n}_{ba}, \quad (5.14)
\]
In the geometric picture introduced in the previous section, this condition corresponds to glue the eight boundary hexahedra by properly rotating the vectors $\vec{n}_{ab}$ and $\vec{n}_{ba}$ so that in the end they will point in relative opposite directions $\forall a,b$. Modulo the symmetry $g_a \rightarrow -g_a$ of the action $S_v$ the critical points equation (5.14) has two sets of solutions which we list in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>$\Sigma_1$</th>
<th>$\Sigma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1$</td>
<td>$\exp(i \frac{\theta}{2} \sigma_1)$</td>
<td>$\exp(-i \frac{\theta}{2} \sigma_1)$</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$\exp(i \frac{\theta}{2} \sigma_2)$</td>
<td>$\exp(-i \frac{\theta}{2} \sigma_2)$</td>
</tr>
<tr>
<td>$g_3$</td>
<td>$\exp(i \frac{\theta}{2} \sigma_3)$</td>
<td>$\exp(-i \frac{\theta}{2} \sigma_3)$</td>
</tr>
<tr>
<td>$g_4$</td>
<td>$\exp(i \frac{\pi}{2} - \frac{\theta}{2} \sigma_3)$</td>
<td>$\exp(-i \frac{\pi}{2} - \frac{\theta}{2} \sigma_3)$</td>
</tr>
<tr>
<td>$g_5$</td>
<td>$\exp(i \frac{\pi}{2} - \frac{\theta}{2} \sigma_2)$</td>
<td>$\exp(-i \frac{\pi}{2} - \frac{\theta}{2} \sigma_2)$</td>
</tr>
<tr>
<td>$g_6$</td>
<td>$\exp(i \frac{\pi}{2} - \frac{\theta}{2} \sigma_1)$</td>
<td>$\exp(-i \frac{\pi}{2} - \frac{\theta}{2} \sigma_1)$</td>
</tr>
<tr>
<td>$g_7$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: The two sets of critical points which are solutions of equation (5.14). We will see that the dihedral angles between the boundary hexahedra are functions of the angle $\theta$ in the exponentials.

The rotation angle $\theta$ can be expressed in terms of the slope angle $\phi$ of the frustum as

$$\cos \theta = \frac{1}{\tan \phi}. \quad (5.15)$$

The equation (5.15) poses a consistency condition on the allowed values of $\phi$ i.e.,

$$\frac{\pi}{4} \leq \phi \leq \frac{3\pi}{4}.$$  

Using equation (5.3) it is easy to check that the allowed values of the spins in our system are

$$-\frac{1}{\sqrt{2}} \leq \frac{j_{n+1} - j_n}{4k_n} \leq \frac{1}{\sqrt{2}}, \quad (5.16)$$

which correspond to a restriction of the phase space. The action in the two
sets of critical points listed in Table 5.1 reads

\[ S_v(\Sigma_1) = +6i(j_n - j_{n+1})\left(\frac{\pi}{2} - \theta\right) + 12ik_n\left(\frac{\pi}{2} - \arccos(\cos^2 \theta)\right), \]

\[ S_v(\Sigma_2) = -6i(j_n - j_{n+1})\left(\frac{\pi}{2} - \theta\right) - 12ik_n\left(\frac{\pi}{2} - \arccos(\cos^2 \theta)\right). \]

The Hessian is a 21 × 21 matrix and is constructed with the second derivatives of the action (5.7). Defining the vectors \( \tilde{n}_{ab} \equiv g_{ab}\tilde{n}_{ab} \), its components evaluated on the critical points are

\[ H_{aa,KL} = \left. \frac{\partial^2 S_v}{\partial x^a_L \partial x^K_a} \right|_{x=0} = \sum_{(ab)\cap a} \frac{\dot{J}_{ab}}{2} \left( -\delta_{KL} + \tilde{n}_{ab}^{(K)} \tilde{n}_{ab}^{(L)} \right), \]

\[ H_{ab,KL} = \left. \frac{\partial^2 S_v}{\partial x^a_b \partial x^K_a} \right|_{x=0} = \frac{\dot{J}_{ab}}{2} \left( \delta_{KL} - i\epsilon_{KLI} \tilde{n}_{ab}^{(I)} - \tilde{n}_{ab}^{(K)} \tilde{n}_{ab}^{(L)} \right). \]

Using a computer algebra program it is possible to calculate the exact expression of the determinant of the Hessian matrix \( D \equiv \det H \), which is a homogeneous function of the spins. Finally, computing the leading order (4.18) for both \( A_v^+ \) and \( A_v^- \) and taking their product one obtains the leading order of the vertex amplitude \( A_v \) in the large-\( \lambda \) limit

\[ A_{j_n,j_{n+1},k_n} \to \left( \frac{1}{8\pi\Omega} \right)^{21} \left( e^{\frac{(1+2)\lambda S_v(\Sigma_1)}{\sqrt{-D}}} + e^{\frac{(1+2)\lambda S_v(\Sigma_2)}{\sqrt{-D}}} \right) \left( e^{\frac{(1-2)\lambda S_v(\Sigma_1)}{\sqrt{-D}}} + e^{\frac{(1-2)\lambda S_v(\Sigma_2)}{\sqrt{-D}}} \right) \]

\[ \to \left( \frac{1}{8\pi\Omega} \right)^{21} \left( e^{\lambda S_R} \frac{1}{-D} + e^{-i\lambda S_R} \frac{1}{-D^*} + 2e^{i(\lambda S_R)} \frac{\cos(\lambda S_R)}{\sqrt{DD^*}} \right), \]

(5.17)

where \( D = D(j_n, j_{n+1}, k_n) \) is the determinant of the Hessian which in terms of the functions defined in (5.12) reads

\[ D = \frac{j_n^3 j_{n+1}^3}{16} K(K - 3i)^2 (K - iK^2 + iQ)^3 (1 + K^2 - 2Q)^3 (1 + 3K^2 - 2Q - 2iK(Q - 1))^3 (K + i)^6. \]

(5.18)

The function \( S_R = S_R(j_n, j_{n+1}, k_n) \) reads

\[ S_R = 6(j_n - j_{n+1})\left(\frac{\pi}{2} - \theta\right) + 12k_n\left(\frac{\pi}{2} - \arccos(\cos^2 \theta)\right), \]

(5.19)

and is interpreted as the Regge action describing the dynamics of the classical model. Let us observe that it has indeed the form

\[ S_R \sim \sum_h A_h \delta_h, \]
5.2. SEMICLASSICAL LIMIT

being $A_h$ the area of the hinge $h$ (i.e., a 2-dimensional face) to which is associated a spin $j_h$ and $\delta_h = \pi/2 - \Theta_h$ the contribution of the analyzed vertex to the deficit angle at the hinge. The 24 dihedral angles $0 < \Theta_{ab} < \pi$ can be computed by performing the scalar product between all the couples $N_a, N_b \in \mathbb{R}^4$ of outward pointing normals to the boundary hexahedra $\varepsilon_a$ and $\varepsilon_b$ (see Appendix C). We find six dihedral angles $\Theta = \theta$ associated to hexahedra which meet along $j_n$ faces, six dihedral angles $\Theta' = \pi - \theta$ associated to hexahedra meeting along $j_{n+1}$ faces and twelve dihedral angles $\Theta'' = \arccos(\cos^2 \theta)$ corresponding to boundary frusta meeting along $k_n$ faces.

Notice that for the allowed values (5.16) of the spins, the function $K$ is real and has values in the set $[0, 1]$. In particular $K = 1$ corresponds to the flat cuboid case while $K = 0$ corresponds to a degenerate frustum with $\phi = \pi_1, \pi_3$. The full expression (5.18) of the determinant $D$ is relative to the first set $\Sigma_1$ of critical points. The solution for the second set of critical points $\Sigma_2$ is simply given by its complex conjugate.

Let us also notice that both the determinant function (5.18) and the Regge action (5.19) are invariant under exchange $j_n \leftrightarrow j_{n+1}$. In the light of the physical interpretation which we propose in the next section, a consequence of this symmetry is that the full transition amplitude does not distinguish locally between space expansions or contractions at the same rate.

Finally, we can absorb the expressions (5.8), (5.11) and (5.13) of $A_f$ and $A_e$ in the vertex amplitude (5.17) in order to write the generating functional (4.12) in terms of a dressed vertex amplitude $\hat{A}_v$. Since every edge $e$ is bounded by two vertices, we split the contribution of the corresponding edge amplitude by assigning to each vertex sitting at the extremes of $e$ the square root of $A_e$. In the same fashion, since a face is shared by four vertices (corresponding to the fact that four hyperfrusta meet in a 2d trapezoid) we multiply each vertex amplitude with the fourth root of $A_f$. Summarizing, for a generic vertex $v$ we have

$$\hat{A}_v \equiv \prod_{f \supset v} A_f^{1/4} \prod_{e \supset v} A_e^{1/2} A_v,$$  \hspace{1cm} (5.20)

and the generating functional (4.12) takes the compact form

$$Z_\Gamma = \sum_{j_f, \nu_e} \prod_v \hat{A}_v.$$  \hspace{1cm} (5.21)

As we have already mentioned in Chapter 3, the spin foam sum can be written in terms of boundary amplitudes in the following way: For each vertex $v$ and configuration $j_f, \nu_e$, a $SU(2)$-spin network function $\psi_{\Gamma(v), j_f, \nu_e}$ is induced on the corresponding boundary graph $\Gamma(v)$. The boundary amplitude $A_{\Gamma_v}$ is then an operator on $\mathcal{H}_{\Gamma_v}$, which is defined by

$$A_{\Gamma_v}(\psi_{\Gamma_v, j_f, \nu_e}) := \hat{A}_v.$$  \hspace{1cm} (5.22)
5.2.3 Coupling to the cosmological constant

Following the instructions of Chapter 4, we can also couple a cosmological constant term to the Frustum model. The spin network around a vertex which is depicted in Figure 5.1 can be flattened with a minimal number of crossings as in Figure 5.6.

Then for each crossing we can assign a quantum operator (4.21) to the vertex amplitude (5.6). Eventually, in the semiclassical limit the right discrete cosmological constant term appears together with the Regge action (5.19). Also, the determinant of the Hessian (5.18) will remain unchanged as we have shown in the general case. The final set of asymptotic deformed amplitudes is explicitly reported in the summary section at the end of this chapter.

This concludes the semiclassical analysis of the EPRL-FK spin foam model in the reduced state sum approximation. Starting from these results, we will study in Chapter 6 the renormalization properties of this model.

In the next section we continue the analysis of the Frustum model, this time at the classical level i.e., by focusing only on the (Regge-type) action (5.19) (and not on the partition function). We will see how the restricted set of geometrical configurations considered carries enough information to reproduce the standard cosmological dynamics of a flat FLRW universe in the limit of fine discretization of the lattice as well as in the small deficit angles limit.
5.3 Discrete Classical Cosmology

The action (5.19) encodes the classical properties of the system under study. It is the generalization of the Regge action (2.59) to the case of hyperfrusta, instead of triangulations, where the areas (instead of edge lengths) are the free variables. Nonetheless, we will refer to (5.19) as “Regge action” in what follows, and show that, in the limit of large lattices, classical cosmology is obtained. To this end, we investigate the dynamics of the spin variables described by the equations of motion, which we are going to derive in the next section. Here we consider a spacetime manifold $\mathcal{M} \sim T^3 \times [0,1]$ given by the product of the 3-torus and a closed interval. In particular we define homogeneous and locally isotropic states on $T^3$ and let them evolve. Such states are represented by a Daisy graph (see figure 5.7 on the left) in which the node is dual to a cube and all the links are labeled by the same spin value. A similar construction has been studied in the context of spin foam cosmology where the transition amplitudes between holomorphic coherent states are calculated [91]. The dressed vertex amplitude defined in the previous section can be interpreted as the transition probability between two space-like hypersurfaces $\Sigma_i$ and $\Sigma_f$ at different time steps $t_i$ and $t_f$ as it is shown in figure 5.7 on the right.

In particular, we regard the two cubes at the boundary of a hyperfrustum as isotropic and homogeneous space-like hypersurfaces. The evolution occurs in the bulk region bounded by the six boundary frusta, which in our setup are time-like hypersurfaces. The characteristic size of space at a fixed time is then encoded by the spin values associated to the cube faces. The peculiar choice of reducing the state sum to hyperfrusta makes possible the variation in size of the boundary cubes at successive time steps. Thus, from an intuitive perspective the model allows a basic concept of expansion and contraction of a

---

**Figure 5.7:** The figure on the left shows a Daisy graph which corresponds to the spin network graph associated to a boundary cube. On the right we represent a hyperfrustum as the time evolution of its space-like boundary cubes $\Sigma_i$ and $\Sigma_f$.\n
Figure 5.8: The figure shows a chain obtained by gluing together many hyperfrusta. In particular, the $n$-th node in the chain represents the ‘past’ cube $c_n$ in the boundary of the hyperfrustum $F_n$. The $(n+1)$-th cube $c_{n+1}$ is the ‘future’ cube in the boundary of $F_n$. The line connecting these two cubes is associated to the remaining six boundary frusta $f_n$.

5.3.1 Classical Dynamics of the Frustum

In order to describe the classical dynamics of the space slices let us consider the chain in figure 5.8 obtained by gluing together a series of hyperfrusta $F_n$ and representing the time evolution of their boundary cubes $c_n$ having areas $j_n$. At each step the evolution occurs in the bulk region bounded by the six boundary frusta $f_n$ with bottom faces $j_n$, top faces $j_{n+1}$ and side faces of area $k_n$. Let us observe that such construction resembles a so-called CW skeleton (Collins-Williams), which is a discrete structure specifically designed to approximate a FLRW universe in the context of Regge calculus [92, 93]. The Cauchy surfaces of a CW skeleton are discretized by regular polytopes (in our case cubes) and, as in the FLRW approximation, they are identical to each other apart from an overall scaling factor. This analogy allows us to interpret the spin $j_n$ associated to the $n$-th cube as a discrete surrogate of the scale factor at a fixed time. Therefore, we define the scale factor at the $n$-th step as

$$a_n \equiv \sqrt{j_n}.$$  \hspace{1cm} (5.23)

Let us also define the time step of the evolution between the cubes $c_n$ and $c_{n+1}$ to be the distance between their centers or, equivalently, the height $H_n$ of $F_n$ i.e.,

$$t_{n+1} - t_n \equiv H_n.$$

Let $\theta_n$ be the dihedral angle between $c_n$ and $f_n$ and let $h_n$ be the height of $f_n$. From the results of the last section and using arguments of classical geometry

---

4 A similar construction is investigated in [94] and [95] to model the flat FLRW and the Kasner solutions of general relativity.

5 The scale factor here is dimensionless. In order to give the right dimensions to $a_n$ one should insert physical fundamental constants such as $G$ Newton. However this operation does not change the results of the present analysis and we will omit these details for the sake of clarity.
one can show that their values in terms of the spins are
\[
\begin{align*}
\theta_n &= \arccos(\cot \phi_n), \\
h_n &= \frac{2k_n}{\sqrt{J_{n+1}} + \sqrt{J_n}} \sin \phi_n, \\
\end{align*}
\]
being \(\phi_n\) the slope angle of the frustum \(f_n\) such that (in analogy with (5.3))
\[
\cos \phi_n = \frac{j_{n+1} - j_n}{4k_n}.
\]

In terms of these variables we find the expression for the \(n\)-th time step
\[
H_n = h_n \sin \theta_n = \frac{2k_n}{\sqrt{J_{n+1}} + \sqrt{J_n}} \sqrt{1 - \frac{(j_{n+1} - j_n)^2}{8k_n^2}}.
\]

Before proceeding to the explicit computation of the equations of motion, let us find out how the vacuum Friedman equations look like in the reduced model under study by performing a qualitative analysis. From the above definitions we can compute the discrete time derivative of the scale factor as a function of the spin variables
\[
\dot{a}_n = \frac{a_{n+1} - a_n}{t_{n+1} - t_n} = \frac{2}{\sqrt{\tan^2 \phi_n} - 1}.
\]

Using the first equation in (5.24) it is easy to check that, in terms of the dihedral angle \(\theta_n\) between \(c_n\) and \(f_n\), the expression above reads
\[
\dot{a}_n = 2 \cot \theta_n.
\]

The first vacuum Friedman equation \(\dot{a}_n = 0\) would then tell us that locally the classical evolution happens for \(\phi_n = \frac{\pi}{2}\) i.e., on a hypercubic lattice in which all the dihedral angles are \(\theta_n = \frac{\pi}{2}\). Since at each square in the lattice the contribution to the deficit angle is given by four hypercuboids, then the sum of the angles vanishes at all the hinges, which corresponds to flat space. The second derivative of the scale factor is easily derivable and reads
\[
\ddot{a}_n = -\frac{2}{\sin^2 \theta_n} \left( \frac{\theta_n - \theta_{n+1}}{t_{n+1} - t_n} \right).
\]

Since \(1/2 \leq \sin \theta_n \leq 1\) is constrained by the consistency condition (5.16) and is not vanishing, we deduce that the acceleration of the scale factor vanishes only when the dihedral angle does not vary with the time flow i.e., \(\theta_n = \theta_{n+1}\). Therefore, at the scale defined by the building blocks, the vacuum Friedman equations \(\ddot{a}_n = \dot{a}_n = 0\) are fulfilled only in the case of a flat reduced universe.
with vanishing deficit angles at the hinges. Let us note that in general an accelerated expansion (contraction) of the universe would be described by a growth (decrease) of the dihedral angles at successive steps.

The next step in our analysis is the explicit derivation of the equations of motion, that we obtain by deriving the discrete action with respect to the spins i.e., the area variables. In fact we want to verify that the expected results are obtained without imposing the Friedmann equations a priori as we just did.

An important remark: it is known that, given a generic triangulation, difficulties may arise in the context of Regge calculus when considering two-dimensional areas as independent variables instead of the edge lengths \[96\]. In particular, the information given by the areas of a four dimensional polyhedron is in general not enough to unambiguously reconstruct its geometry. For example, although a 4-simplex has the same number of edge lengths and faces, one can construct two 4-simplices with the same triangular areas but different edge lengths. The situation gets worse in the case of many four-dimensional blocks glued together. Another ambiguity is in the interpretation of the Regge equations where, for instance, the vanishing of the deficit angles (seen as functions of the areas) does not necessarily imply flatness. Various solutions to these issues have been studied in the literature \[97, 98, 99\], and extensions of the so-called area Regge calculus have been proposed \[100\]. These concerns, however, are not necessary in the context of our model where the spins are a priori constrained into a rigid symmetric configuration. In fact, the number of spins required to reconstruct the geometry of a regular hyperfrustum is equal to the number of independent edge lengths. Further, this result holds for arbitrary numbers of hyperfrusta glued together. As a consequence, one can freely invert the relationship between length and spin variables without affecting the accuracy of the geometrical description. Finally, as we will see, the equations of motion derived are equal to the standard Regge calculus ones.

We study the classical dynamics of the discrete model in three cases: pure gravity, in presence of a cosmological constant and in the case of dust matter coupling. The following analysis is inspired by a collection of works on cosmological models with Regge calculus \[92, 94, 93, 101, 102, 103, 104, 95\].

### 5.3.2 Flat vacuum FLRW universe

Let us refer once again to the chain model in figure 5.8. The full Regge action is given by a sum of terms of the form \((5.19)\) for each hyperfrustum \(F_n\)

\[
S_R(\{j_n\}, \{k_n\}) = \sum_n S_{R,n}(j_n, j_{n+1}, k_n)
= \sum_n \left( \frac{3}{2}(j_n - j_{n+1})\delta_n^{(j)} + 3k_n\delta_n^{(k)} \right),
\]

(5.28)
5.3. **DISCRETE CLASSICAL COSMOLOGY**

being the deficit angles

\[
\delta^{(k)}_n = 2\pi - 4 \arccos(\cos^2 \theta_n), \\
\delta^{(j)}_n = 2\pi - 4\theta_n, 
\]

and

\[
\cos \theta_n = \frac{j_{n+1} - j_n}{\sqrt{16k_n^2 - (j_{n+1} - j_n)^2}}. 
\]

(5.29)

(5.30)

Deriving the Regge action with respect to the spins \(k_n\) and \(j_n\) and setting the result equal to zero gives the equations of motion which solve the classical dynamics of the discrete model. A direct calculation shows that the contribution of the derivatives of the dihedral angles sum up to zero. Thus, a posteriori, one does not need to derive the deficit angles in the Regge action in order to obtain the equations of motion. This can be regarded as the analogue of the Schlafli identity [105]. The Regge equations of motion for the spins \(k_n\) and \(j_n\) are then

\[
\frac{\partial S_R}{\partial k_n} = 3 \delta^{(k)}_n = 0, \\
\frac{\partial S_R}{\partial j_n} = \frac{3}{2} \left( \delta^{(j)}_n - \delta^{(j)}_{n-1} \right) = 0. 
\]

(5.31)

Let us notice that these equations correspond respectively to the vanishing of (5.26) and (5.27). Indeed, the first equation of motion implies the vanishing of the dihedral angle \(\theta_n\), while the second equation tells us that the dihedral angle remains constant at successive time steps i.e., \(\theta_n = \theta_{n+1}\). Therefore, as it is illustrated in the previous subsection, the equations of motion (5.31) can be interpreted as a discrete version of the vacuum Friedmann equations.

Let \(m_n\) be the length of a ‘strut’ of the \(n\)-th frustum (i.e., the diagonal edge of its trapezoidal faces) and \(l_n\) the edge length of the \(n\)-th cube. One can show that the first equation in (5.31) is equivalent to the one obtained by deriving the Regge action w.r.t. the strut length, apart from an overall non-vanishing factor. Explicitly,

\[
\frac{\partial S_R}{\partial m_n} = \frac{\partial k_n}{\partial m_n} \frac{\partial S_R}{\partial k_n} = 0. 
\]

(5.32)

It has been noted that such equation can be interpreted as the analogue of the Hamiltonian constraint (2.39) of the ADM formalism studied in Chapter

\footnote{Such procedure is regarded as a global variation since the six spins \(j_n\) of \(c_n\), as well as the twelve spins \(k_n\) of the frusta \(f_n\), are first constrained to form a regular hyperfrustum and then they are all derived at once. A local variation would instead consider each spin separately and impose the constraints at the end. For more details see [93].}
\[ \frac{\partial S_R}{\partial l_n} = \frac{\partial j_n}{\partial l_n} \frac{\partial S_R}{\partial j_n} + \frac{\partial k_n}{\partial l_n} \frac{\partial S_R}{\partial k_n} + \frac{\partial k_{n-1}}{\partial l_n} \frac{\partial S_R}{\partial k_{n-1}} = 0. \]  

(5.33)

This coincides with the equation of motion for the spin \( j_n \) only when it is evaluated on the solution of the equations of motion for the variables \( k_n \) and \( k_{n-1} \). We will still refer to \( \frac{\partial S_R}{\partial k_n} = 0 \) as the Hamiltonian constraint and to \( \frac{\partial S_R}{\partial j_n} = 0 \) as the evolution equation. Such observations will be valid also in the next subsections where we study the Friedmann universe in presence of a cosmological constant and coupled to dust particles.

In order to remove any doubt about the connection between the Regge equations of motion (5.31) and the vacuum Friedmann equations, let us pass to the continuum time limit. From the time step formula (5.25) we get

\[ k_n^2 = \frac{(\sqrt{j_{n+1}} + \sqrt{j_n})^2 H_n^2}{4} + \frac{(j_{n+1} - j_n)^2}{8}. \]  

(5.34)

Substituting this expression into the dihedral angle (5.30), one can write the Regge equations (5.31) in terms of the spins \( j_n \)'s and the time steps \( H_n \)'s. Let us now perform the following replacement in the equations of motion

\[
\begin{align*}
H_n, H_{n-1} &\rightarrow dt, \\
j_n &\rightarrow j(t), \\
j_{n+1} &\rightarrow j(t) + j' dt + \frac{1}{2} j'' dt^2 + O(dt^3), \\
\end{align*}
\]

(5.35)

and find the continuum time limit by sending \( dt \rightarrow 0 \). Note that we have imposed that the time step \( H_n \) is constant in this limit \( \forall n \). This corresponds to a gauge fixing choice and it is justified by the fact that the equations of motion (5.31) do not impose constraints on the allowed values of \( k_n \) and \( H_n \).

At the leading order in \( dt \) the Regge equations read

\[
3 \left( 2\pi - 4 \arccos \frac{j'^2}{16j + j'^2} \right) = 0, \\
12 \frac{1}{\sqrt{j}} \frac{2jj'' - j'^2}{16j + j'^2} = 0. 
\]

(5.36)

Deriving the Hamiltonian constraint (first equation) one can easily check that it is a first integral of the evolution equation (second equation). Let us note
that we are still working in Euclidean signature. To argue a solution which
is comparable to the standard Friedmann cosmology we need to perform a
Wick rotation $t \rightarrow it$. This results in the replacements $j'' \rightarrow -j''$ and $j'^2 \rightarrow -j'^2$. One can check that the vacuum solutions remain unchanged. However,
this step will be fundamental when investigating the coupling to cosmological
constant and to dust particles. We stress the fact that the Wick rotation is
effective only because we are working on the classical action (5.28). Thus there
is no statement of relation between the Euclidean and the Lorentzian EPRL-
FK models nor among the semiclassical limit of their amplitudes.
The solutions of the Hamiltonian constraint and the evolution equation are
readily derived
$$j' = 0, \quad j'' = \frac{j'^2}{2j}. \quad (5.37)$$
In the interpretation given in the previous section in which the scale factor is
$a = \sqrt{j}$, the Regge equations correspond to
$$\frac{a'^2}{a_2} = 0, \quad \frac{a''}{a} = 0, \quad (5.38)$$
which are the standard vacuum Friedmann equations for a flat universe.

### 5.3.3 Flat $\Lambda$-FLRW universe

In Chapter 4 we have studied the coupling of a cosmological constant term to
the EPRL-FK model via a deformation of the quantum amplitudes. Taking
the semiclassical limit of the deformed vertex amplitude one obtains the Regge
action $S_R = S_R(J_n, \{k_n\}, \Lambda)$ in presence of a cosmological constant term
$\Lambda > 0$. Explicitly,
$$S_R = \sum_n \left( \frac{3}{2}(j_n + j_{n+1})\delta_n^{(j)} + 3k_n\delta^{(k)} - \Lambda V_n \right), \quad (5.39)$$
being $V_n$ the four dimensional volume of the $n$-th hyperfrustum. We can express it in terms of the spins as (see Appendix C)
$$V_n = \frac{k_n(j_n + j_{n+1})}{2} \sqrt{1 - \frac{(j_{n+1} - j_n)^2}{8k_n^2}}. \quad (5.40)$$
Let us notice that in the present notation all the spins, the volume and $\Lambda$
are dimensionless. In the last section of this chapter we will reintroduce the
dependence on $G$ Newton and with that also the physical dimensions of areas, volumes and cosmological constant. The new Regge equations are

$$\frac{\partial S_R}{\partial k_n} = 3 \delta_n^{(k)} - \Lambda \frac{\partial V_n}{\partial k_n} = 0,$$

$$\frac{\partial S_R}{\partial j_n} = 3 \left( \delta_n^{(j)} - \delta_n^{(j-1)} \right) - \Lambda \left( \frac{\partial V_n}{\partial j_n} + \frac{\partial V_{n-1}}{\partial j_n} \right) = 0. \quad (5.41)$$

Performing the continuum time limit as we did in the vacuum case, one can find the Hamiltonian constraint and the evolution equation for a flat $\Lambda$-FLRW universe. After a Wick rotation $t \rightarrow it$, $j'' \rightarrow -j''$, $j^2 \rightarrow -j^2$ they read

$$2\pi - 4 \arccos \frac{j''}{j^2 - 16j} = \frac{\Lambda}{3} j \sqrt{1 - \frac{j''^2}{8j}},$$

$$\frac{2jj'' - j^2}{j^2 - 16j} = \frac{\Lambda}{12} j \left( 1 - \frac{j^2}{16j} - \frac{j''}{8} \right). \quad (5.42)$$

As in the vacuum case, the Hamiltonian constraint (first equation) is the first integral of the evolution equation (second equation). Thus, we can use it to study the evolution of the model. Notice that the Hamiltonian constraint is only defined for

$$\frac{j^2}{8j} \leq 1, \quad (5.43)$$

which imposes a condition on the maximal rate of expansion of the space surfaces. Let us define the Wick-rotated dihedral angle associated to the time-like hinges

$$\Theta_W \equiv \arccos \frac{j^2}{j^2 - 16j}. \quad (5.44)$$

When evaluated in the range (5.43) this is a function with real values

$$\frac{\pi}{2} \leq \Theta_W \leq \pi, \quad -1 \leq \cos \Theta_W \leq 0. \quad (5.45)$$

From (5.44) we find

$$j^2 = -16j \frac{\cos \Theta_W}{1 - \cos \Theta_W}. \quad (5.46)$$

Using the above definitions the Hamiltonian constraint becomes

$$j^2 = \frac{9}{\Lambda^2} \frac{1 - \cos \Theta_W}{1 + \cos \Theta_W} \left( 2\pi - 4\Theta_W \right)^2. \quad (5.47)$$
Expressing the volume of the universe as $U = j^{3/2}$ we can find the equation describing its time evolution

$$\frac{dU}{dt} = \frac{3}{2} j^{1/2} j' = 6j \sqrt{-\cos \Theta W} \frac{-\cos \Theta W}{1 - \cos \Theta W}$$

$$= -\frac{18}{\Lambda} \sqrt{-\frac{\cos \Theta W}{1 + \cos \Theta W}} \left(2\pi - 4\Theta W\right).$$

where we have used the equations (5.44) and (5.46). Let us notice that also the square root of equation (5.47) is involved in the above derivation. Since it can assume both positive and negative values, one must carefully select the signs according to the angle range (5.45) in order to get a positive value of $j$.

The volume and its time variation form a set of parametric equations which can be solved using numerical methods.

Note that the use of a rigid hyperfrustum is not well suited to capture the degrees of freedom of a constantly curved spacetime such as in the case of a Friedmann universe in presence of a cosmological constant. Thus, in order to get a better approximation of the Friedmann dynamics one needs to refine the lattice discretization by describing the evolution of a larger number of cubes tessellating each Cauchy surface as in figure (5.9).

In the case we want to describe the evolution of $N^3$ identical cubes, the Hamiltonian constraint does not vary since the number of cubes factorizes in the action (5.39) and the continuum time limit procedure is not affected by the coarse graining. What changes is instead (modulo rescaling) the volume of the universe

$$U \rightarrow N^3 U.$$  \hfill (5.49)

In figure (5.10) we plot the time derivative of the volume (for some positive value of $\Lambda$) against the volume of the universe itself for different numbers of cubes tessellating a Cauchy surface. The results are compared to the analytic ones obtained from the Friedmann equations of a flat universe with cosmolog-

---

7Actually, one can also consider the use of constantly curved building blocks to discretize spacetime as in [106, 107].
Figure 5.10: Flat universe with cosmological constant $\Lambda = 0.5$, as approximated by the hyperfrustal evolution with $N^3$ cubes.

\[\text{Universe is a closed one.} \]

\[dU_{\text{analytic}} = e^{\sqrt{3}\Lambda t}, \quad \frac{dU_{\text{analytic}}}{dt} = \sqrt{3\Lambda} e^{\sqrt{3}\Lambda t}. \quad (5.50)\]

In many models which make use of the CW formalism the Cauchy surfaces analyzed are 3-spheres triangulated by using regular tetrahedra. Therefore the universe examined is a closed one. However a 3-sphere can be triangulated by using only 5, 16 or 600 regular tetrahedra (see for example [108]), thus there exists a geometric constraint which prevents from approaching the analytic limit at will. The advantage of the model studied in this article is that a flat 3-torus can be tessellated by an arbitrarily high number of cubes and there is no theoretical limit to the refinement steps that one can take to show the convergence to the analytic results.

Another way to solve the Hamiltonian constraint is by studying the limit in which the deficit angle at the hinges is small, corresponding to a slow (measured in Planck times) expansion or contraction of the universe. In fact, only in this regime the discrete lattice of Regge calculus approximates the continuous smooth manifold of general relativity [49]. In our case such limit is made explicit by the requirement

\[\Theta_W = \frac{\pi}{2} + \eta, \quad |\eta| \ll 1. \quad (5.51)\]

Intuitively this condition indicates that the boundary frusta $f_n$ in figure 5.8 present a small deviation from a cuboidal geometry. Substituting the above
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expression into equation (5.46) and taking the limit $\eta \to 0$ we find at the leading order of $\eta$ and $j''$, that

$$\eta = \frac{j'^2}{16j}. \quad (5.52)$$

Let us come back to the Hamiltonian constraint (5.47) and substitute the angle (5.52). We get

$$j^2 = \frac{9}{\Lambda^2} (-4\eta)^2 = \frac{9}{\Lambda^2} 16 \left( \frac{j'^2}{16j} \right)^2 \quad (5.53)$$

Finally, from the definition of the scale factor $a = \sqrt{J}$ we obtain the first Friedmann equation for a flat $\Lambda$-FLRW universe

$$a'^2 = \frac{\Lambda}{3} a^2. \quad (5.54)$$

The second Friedmann equation is simply given by the time derivative of the first and reads

$$a'' = \frac{\Lambda}{3} a. \quad (5.55)$$

Let us note that this is consistent with the fact that the evolution equation is the derivative of the Hamiltonian constraint in (5.42). In fact, one can check that the second Friedmann equation can also be derived from the evolution equation using the same arguments just presented.

5.3.4 Flat FLRW universe with dust

Let us place a test particle of mass $M$ at the center of each cube $c_n$ in the chain (5.8). Classically, the motion of a point particle in a gravitational field is found by applying the variational principle to the following action

$$S_M = -M \int ds, \quad (5.56)$$

being $ds$ the line element. We define the discrete analogue of the line element as the length $s_n$ of the trajectory joining the centers of the cubes $c_n$ and $c_{n+1}$. In fact the choice of placing the test particle at the center of the cubes guarantees that it is comoving and travels along geodesics [101]. Thus in our case the discrete line element is given by the time step (5.25) i.e., $s_n = H_n$ (remember that we are working in Euclidean signature). More general settings have been studied on a simplicial discretization of a closed universe. For example, in [101] it has been shown that the Hamiltonian constraint depends on the particle position inside the tetrahedra.
In order to describe a universe in which more than one dust particle is present, one can refine the lattice as in 5.9 and distribute $N^3$ particles, each of mass $M/N^3$, over the initial cubes, such that one particle sits at the center of each cube. The full action $S_R = S_R(\{j_n\}, \{k_n\}, M)$ becomes

$$S_R = \frac{N^3}{8\pi} \sum_n \left( \frac{3}{2} (j_n - j_{n+1}) \delta_n^{(j)} + 3k_n \delta_n^{(k)} \right) - M \sum_n H_n, \quad (5.57)$$

where we have rehabilitated the factor $1/8\pi$ in front of the Regge action and we are working in Plank units $c = G = 1$. The new Regge equations are

$$\frac{\partial S_R}{\partial k_n} = 3 \frac{N^3}{8\pi} \delta_n^{(k)} - M \frac{\partial H_n}{\partial k_n} = 0,$$

$$\frac{\partial S_R}{\partial j_n} = 3 \frac{N^3}{16\pi} \left( \delta_n^{(j)} - \delta_n^{(j-1)} \right) - M \left( \frac{\partial H_n}{\partial j_n} + \frac{\partial H_{n-1}}{\partial j_n} \right) = 0. \quad (5.58)$$

Performing the continuum time limit and the Wick rotation we get the Hamiltonian constraint and the evolution equation

$$2\pi - 4 \arccos \frac{j''^2}{j'^2 - 16j} = \frac{8\pi M}{3N^3 \sqrt{j}} \sqrt{1 - \frac{j'^2}{8j}},$$

$$\frac{2jj'' - j'^2}{j'^2 - 16j} = -\frac{\pi M}{3N^3 \sqrt{j}} \left( 1 - \frac{j'^2}{4j} + \frac{j''^2}{4} \right). \quad (5.59)$$

Once again, it is easy to check that the second equation is the time derivative of the first. Substituting equation (5.46) in the Hamiltonian constraint and applying the Wick rotation one gets

$$j = \left( \frac{8\pi M}{3N^3} \right)^2 \frac{1 + \cos \Theta_W}{1 - \cos \Theta_W} \frac{1}{(2\pi - 4\Theta_W)^2}, \quad (5.60)$$

where the Wick-rotated angle $\Theta_W$ is given in (5.44). From the above equation we can write the set of parametric equations describing the volume of the universe and its time variation

$$U = N^3j^2, \quad \frac{dU}{dt} = 6N^3j \sqrt{\frac{-\cos \Theta_W}{1 - \cos \Theta_W}}, \quad (5.61)$$

---

8 In the previous cases the factor $1/8\pi$ does not contribute to the dynamics since it factorizes in the action.
The Friedmann equations describing the evolution of the scale factor $a(t)$ in a flat space and in presence of dust are

$$\frac{\dot{a}^2}{a^2} = \frac{8\pi}{3} \rho,$$
$$\frac{\ddot{a}}{a} = -\frac{4\pi}{3} \rho,$$

being $\rho = M/a^3$ the density of the universe. Using the same arguments that we applied in the cosmological constant case, one can check that the above equations can in fact be obtained as the small deficit angle limit of the Hamiltonian constraint and the evolution equation. Their solution is

$$a(t) = (6\pi M)^{\frac{1}{3}} t^{\frac{2}{3}},$$  \hspace{1cm} (5.62)

thus the analytic expression for the volume of the universe and its time variation are

$$U_{\text{analytic}} = a^3 = 6\pi M t^2, \quad \frac{dU_{\text{analytic}}}{dt} = 12\pi M t.$$  

For some value of the mass $M$ we can plot the numerical result (5.60), (5.61) to find that the model converges quite rapidly to the analytic curve (see figure 5.11).
5.4 Summary and dimensional analysis

In this summary section the dependence on $G$ Newton of the asymptotic formulas derived in the first sections of this chapter is made explicit. Thus, the physical dimensions of areas, volumes, and cosmological constant are restored. We work in units in which $\hbar = 1$, so $[G] = \ell_{P}^2$ Planck has the dimension of an area. As we have shown in Chapter 4, the deformation of the vertex amplitude depends on an additional parameter $\omega$. In the asymptotic formula this parameter appears in the action in front of the dimensionless volume term (see (4.58)), i.e. the volume expressed in terms of spins. Thus $\omega$ is dimensionless and related to the cosmological constant via $\omega \sim \Lambda G$ so that one gets the correct dimension $[\Lambda] = 1/\ell_{P}^4$ Planck. The spins variables $j$ are instead related to areas by $A = Gj$. In order to keep in line with the majority of the literature, we will, from now on, substitute $Gj \rightarrow j$, and also change the corresponding notations. In other words we are giving the spins a physical dimension of areas i.e., $[j] = \ell_{P}^2$. For example, expressing equation (5.40) in terms of the functions (5.12) we can write the physical 4d volume of a hyperfrustum as

$$V = k_n^2 N K (Q - 2), \quad (5.63)$$

and it has already the right dimensions $[V] = \ell_{P}^4$ Planck. Also the Regge action $S_R$ in equation (5.19) is now expressed in terms of areas.

Finally, summing up all the contributions of the hyperfrustum amplitudes (5.8), (5.11) and (5.17), and arranging the determinant of the Hessian (5.18) as $D = |D| \exp(i\varphi)$ we can write the dressed vertex amplitude (5.20) with the correct dimensions as

$$\hat{A}_v \sim \frac{(j_n j_{n+1})^{3/2}}{B} \frac{k_n^{6(a-1)}}{6} \left( \cos\left( \frac{S_R}{G} + \varphi \right) + \cos\left( \frac{\gamma S_R}{G} - \frac{\Lambda}{G} V \right) \right), \quad (5.64)$$

being

$$B = \frac{|D|}{(1 + K^2)^3 (1 + K^2 - 2Q)^6}. \quad$$

The partition function (4.12) can be written in the compact form (5.21).

In the next sections we use the fact that in the large spin limit the sum over the spins is well approximated by an integral $\sum_j \rightarrow \int dj$ so that we can numerically integrate observables $O$ weighted with the dressed vertex amplitude (5.64) and thus evaluate their expectation values

$$\langle O \rangle = \frac{\int dj O \prod_v \hat{A}_v}{\int dj \prod_v \hat{A}_v}. \quad (5.65)$$

Again notice that, strictly speaking, one is actually integrating over areas $A$ rather than spins $j$. We also recall that the determinant $D$ is a homogeneous
function of the spins, thus the overall integration measure acquires additional powers of $G$ as a factor, which do not play a role in the path integral nor in expectation values of observables. Eventually the state sum will depend on the three parameters $\alpha$, $G$ and $\Lambda$ as they appear in (5.64).
Chapter 6

Renormalization of Spin Foam Models

6.1 Background independent renormalization

Renormalization in this work is understood in the Wilsonian sense [109]. A theory with infinitely many degrees of freedom can be formulated in terms of effective theories on only part of those degrees of freedom. This effective theory then depends on the scale, usually by scale-dependent parameters called coupling constants. In perturbative QFT for example, the cut of degrees of freedom introduces an energy scale $\mu$ which interpolates between the IR and the UV regimes.

$$\text{IR} \xleftarrow{\mu} \text{UV}$$

In lattice gauge theories a scale $g(a)$ is instead defined by the lattice spacing $a$.

These are all examples of background dependent theories. On the contrary, in the background independent setting of spin foam models, lengths or energy are encoded in the variables, not in any background structure. This prevents the use of e.g. a fixed lattice spacing to characterize the scale, and requires one to generalize the well-established renormalization group methods from e.g. lattice gauge theory. This has been achieved in recent years [110, 111, 112, 58, 59, 38, 113], and has led to a version of the RG flow in which space-time discretization
itself is regarded as scale. Hence the scale is taken to be the 2-complex $\mathcal{K}$ itself, or equivalently the set of graphs $\{\Gamma_i\}$ in the boundary of its vertices.

The regularization is understood as restricting the theory to only finitely many holonomies, i.e. those which are associated to $\{\Gamma_i\}$. On a technical level, this makes the RG flow procedure very similar to those employed e.g. in tensor network renormalization [114, 115], see also e.g. [116]. Of course, this begs the question how the results of this article compare to ones obtained in similar approaches, such as quantum Regge calculus, see e.g. [117, 118, 119], or causal dynamical triangulations [120]. We refer to the discussion in [81], although this is still an open question at this point.

In the background independent framework for renormalization we employ, the spin foam sum (4.12), is understood as an effective theory for the available degrees of freedom provided by the 2-complex. It can be seen as the result of integrating out all of the finer degrees of freedom, which are below the lattice resolution. The lattice itself, then, can be regarded as the result of successive coarse graining of a much finer lattice.

The question, then, is how the theories on different lattices, i.e. on different scales, are related. Mathematically, the amplitudes are given in terms of linear maps on the boundary graphs $\Gamma$ of vertices (5.22). However, several of them together can be made to a linear map onto a larger lattice, with refined boundary graph $\Gamma'$. This allows to rewrite the RG flow of bulk lattices into equations for boundary amplitudes. See also [113].

To relate the amplitudes on the original vertex, and the new effective one, one needs an identification of degrees of freedom. This can be realized by a projection of configuration spaces, or injection of boundary Hilbert spaces [113].

1Note that on a fixed geometry, refinement of the lattice is equivalent to shrinking of lattice length, while in the background independent setting of spin foam models, only the former can be defined, since the lattice spacing is a variable to be summed over in the path integral.

2For a definition of the partial Hilbert spaces $\mathcal{H}_\Gamma$ see section 3.1 and the subsection 3.1.2 therein.

3Notice that a similar embedding map was defined in (3.12) when we introduced the canonical formalism of LQG. Such an embedding map was acting at the kinematical level and was not tied to a dynamics. However, when refining a theory with a dynamics i.e., involving time evolution, the embedding maps should be able to separate among the mathematical refinement of a state and its
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\[ \iota_{\Gamma'} : \mathcal{H}_\Gamma \rightarrow \mathcal{H}_{\Gamma'} \]
\[ \psi_\Gamma \mapsto \psi_{\Gamma'} = \iota_{\Gamma'} \psi_\Gamma, \]  
(6.1)

such that \( \iota_\Gamma = \text{Id} \) and \( \iota_{\Gamma'} \circ \iota_{\Gamma''} = \iota_{\Gamma''} \) for \( \Gamma \leq \Gamma' \leq \Gamma'' \).

If the state sum (4.12) on the coarse lattice \( \Gamma \) is defined by a total amplitude \( \mathcal{A}_\Gamma : \mathcal{H}_\Gamma \rightarrow \mathbb{C} \), then on the fine boundary \( \Gamma' \) the dynamics is specified by a fine amplitude \( \mathcal{A}_{\Gamma'} : \mathcal{H}_{\Gamma'} \rightarrow \mathbb{C} \). We make the ansatz for the fine amplitude to be of the EPRL-FK type, i.e. a local expression over the vertices which gives a fine amplitude

\[ \mathcal{A}_{\Gamma'}(\psi_{\Gamma'}, j, \iota) := \sum_{j', \iota'} f_{j', \iota'} \hat{A}_v, \]  
(6.2)

where the sum ranges over all bulk spins and intertwiners \( j', \iota' \) of the fine lattice, while the boundary spins and intertwiners \( j_{\ell}, \iota_n \) \( (\forall \ell \subset f \text{ and } n \subset e) \) are kept fixed. Let us notice that the overall boundary geometry is the same in the coarse and in the fine settings i.e., we are basically describing the same physical process but with more or less degrees of freedom. The amplitude \( \mathcal{A}_{\Gamma'} \) contains all information of the fine theory, represented as amplitude on the fine boundary. Then we want to compare the amplitudes \( \mathcal{A}_{\Gamma'}(\psi_{\Gamma'}) \) and \( \mathcal{A}_{\Gamma}(\psi_\Gamma) \).

Here the amplitude operators are represented with outgoing lines to be imagined as plugs which can be inserted in the appropriate sockets (defined by the ingoing lines) in equation (6.1). To do so we relate the fine amplitude to the coarse boundary via the embedding map as

\[ \mathcal{A}_{\Gamma'}(\psi_{\Gamma'}) = \mathcal{A}_{\Gamma'} \iota_{\Gamma'}(\psi_\Gamma) = \mathcal{A}_R(\psi_\Gamma) \]  
(6.3)

time evolution. Using a quite cheap example, in Figure 3.3 the graph \( \Gamma_{K,B} \) could be thought as a refinement of \( \Gamma_{K,A} \), while it actually corresponds to its time evolution. Understanding the role of dynamical embedding maps is of pivotal importance. We will come back to this topic in the following.

\footnote{In what follows we adopt a schematic representation of the equations in order to help the visualization of the general reasoning.}
where we have defined the renormalized amplitude $A_{\Gamma}^R : \mathcal{H}_\Gamma \to \mathbb{C}$. The renormalization group flow equation is then defined on the amplitudes by requiring

$$A_{\Gamma} \overset{!}{=} A_{\Gamma}^R$$  \hspace{1cm} (6.4)

Notice that, even though these amplitudes describe a transition on the same boundary geometry, they do not necessarily coincide since $A_{\Gamma}^R$ is defined from the richer information of the fine graph $\Gamma'$. Practically, in order to satisfy (6.4) one has to carefully tune the parameters of the theory defined on the fine lattice. This is the essence of the concept of “running coupling” in the RG flow.

Mathematically, equation (6.4) is the notion of cylindrical consistency, which is required to define the continuum limit. Notably, assume one has solved the RG flow equations along all lattices, i.e. one has a collection of amplitudes $\{A_{\Gamma}\}_{\Gamma}$ which satisfy cylindrical consistency:

$$A_{\Gamma} = A_{\Gamma'} \iota_{\Gamma\Gamma'}.$$  \hspace{1cm} (6.5)

for all $\Gamma \leq \Gamma'$, i.e. whenever $\Gamma$ arises as a refinement of $\Gamma'$. Then, this is a necessary condition that the continuum amplitude $A_\infty : \mathcal{H}_\infty \to \mathbb{C}$ can be defined on the continuum Hilbert space

$$\mathcal{H}_\infty := \lim_{\Gamma \to \infty} \mathcal{H}_\Gamma,$$  \hspace{1cm} (6.6)

which is the inductive limit of all the $\mathcal{H}_\Gamma$. See [58] for details.

This shows a nice interplay between mathematical concepts and physical intuition. The notion of scale is here played by the choices of lattices, and their relation to one another, which provides a hierarchy among the degrees of freedom. Once again note that, even though in our case the lattices are regular hypercubic ones, there are no lengths or other geometric properties assigned to them. Rather, the sum (6.2) ranges over different geometries of the same lattice.

---

5 This should not be confused with the notion of cylindrical consistency of Chapter 3, employed in the construction of the Ashtekar-Lewandowski vacuum in loop quantum gravity, which is entirely kinematical (see e.g. [121], and the discussions in [111, 55, 38, 113]).
6.1.1 Observables

In this context, using the notation from section 3.1, an observable \( \mathcal{O} : \mathcal{U} \rightarrow \mathbb{C} \) is a continuous function acting on the generalized connections (3.3). In order to be adaptable to a graph structure \( \Gamma \), we require it to be cylindrical over such graph i.e., we demand the existence of a continuous function \( \mathcal{O}_\Gamma : \mathcal{U}_\Gamma \rightarrow \mathbb{C} \), which in the projective limit of infinite refinement corresponds to the continuous function \( \mathcal{O} \). In other words, using the projector \( \Pi_\Gamma : \mathcal{U} \rightarrow \mathcal{U}_\Gamma \) defined in (3.4), we can write

\[
\mathcal{O} = \mathcal{O}_\Gamma \Pi_\Gamma.
\]  

(6.7)

The expectation value of such observable, weighted by some amplitude function \( \mathcal{A}_\infty \) (which is also cylindrical over \( \Gamma \) and \( \Gamma' \)), is defined as

\[
\langle \mathcal{O} \rangle = \int d\mu_{AL} \mathcal{O} \mathcal{A}_\infty = \int d\mu_\Gamma \mathcal{O}_\Gamma \mathcal{A}_\Gamma = \langle \mathcal{O}_\Gamma \rangle_\Gamma,
\]

(6.8)

where \( d\mu_{AL} \) and \( d\mu_\Gamma \) are respectively the Ashtekar-Lewandowski measure and the partial measure defined in (3.10) and at the end of subsection 3.1.2.

Notice that, whenever \( \mathcal{O} \) is cylindrical over \( \Gamma \), then it is automatically cylindrical over all \( \Gamma' \geq \Gamma \), since

\[
\mathcal{O} = \mathcal{O}_\Gamma \Pi_\Gamma = (\mathcal{O}_\Gamma \pi_{\Gamma'\Gamma}) \Pi_{\Gamma'} = \mathcal{O}_{\Gamma'} \Pi_{\Gamma'},
\]

(6.9)

where we used the projector (3.1) and its properties listed in Chapter 3.

The RG flow equation (6.5) can be rephrased as a condition on the expectation values of observables

\[
\langle \mathcal{O}_\Gamma \rangle_\Gamma = \langle \mathcal{O}_{\Gamma'} \rangle_{\Gamma'}.
\]

(6.10)

6.1.2 On embedding maps

It should be noted that the coarse graining prescription depends on the way in which degrees of freedom are represented, and identified along different scales. In particular, the embedding map \( \iota_{\Gamma'\Gamma} \) depends on these choices, which are not unique. For instance, any family of unitary operators \( U_\Gamma \) on \( \mathcal{H}_\Gamma \) lead to an equivalent theory with

\[
\hat{\mathcal{A}}_\Gamma := \mathcal{A}_\Gamma U_\Gamma,
\]

\[
\hat{\iota}_{\Gamma'\Gamma} := U_\Gamma^{-1} \iota_{\Gamma'\Gamma} U_\Gamma.
\]

However, the freedom one has in this choice is much larger than this. The precise definition of \( \iota_{\Gamma'\Gamma} \) can make the actual problem of solving (6.5) harder
or easier. In particular, there are, in general, some choices which can work well – or not so well – in conjunction with certain approximation methods.

In [58], it is argued that the most beneficial way would be to use dynamical embedding maps, which in and of themselves already contain all the information of the dynamics of the theory. The reason for this is that one can interpret the embedding maps $\iota_{\Gamma'}$ as ways to identify and add degrees of freedom under refinement. Then (6.5) suggests that refining should be done with respect to the dynamics encoded in the amplitude $A_{\Gamma}$, i.e. degrees of freedom should be added in the dynamical vacuum state. This is a highly non-trivial condition on both $A_{\Gamma}$ and $\iota_{\Gamma'}$. A real-space coarse graining algorithm, called tensor network renormalization [115, 114, 122], aims exactly at implementing such a scheme: the partition function of the system is rewritten as the contraction of a (local) network of tensors, which does not refer to a background and does not require a notion of scale. This network is coarse grained by defining effective coarse degrees of freedom from fine ones and ordering them by dynamical relevance. Thus these variable transformations, given by the dynamics, are the inverse of embedding maps. To keep this algorithm numerically feasible, one usually has to truncate the maximum number of degrees of freedom kept in each iteration. In quantum gravity, this algorithm has been successfully applied to 2D analogue spin foam models for finite [116, 123] and quantum groups [124, 125, 126] and 3D lattice gauge theories [127, 126]. One of its main advantages is the applicability to oscillating amplitudes and fermionic systems [128]. However a main disadvantage is the exponential growth in numerical cost with growing number of degrees of freedom, which has prohibited a direct application to 4D spin foam models.

When using the physical embedding maps, the continuum Hilbert space is equivalent to the physical Hilbert space, in which time translation becomes trivial, i.e. scattering matrix elements are simply computed taking the inner product between in- and out-states.

Since we do not have the physical embedding maps at our disposal (indeed they would have to be found by solving the RG flow equations), we instead use an ad hoc choice for embedding maps, which identify (kinematical) geometric quantities among different scales, such as spins. The degrees of freedom here are added by $\iota_{\Gamma'}$ in such a way that e.g. fine areas add up to coarse areas. This condition is translated to a condition on the coupling of fine spins to coarse spins. Details can be found in [80].

6.2 Approximations

In order to solve the RG flow equation (6.10) we adopt a number of approximations
6.2. APPROXIMATIONS

6.2.1 1st approximation: Reduced state sum

The partition function (4.12) is hardly usable to carry out predictions about transition probabilities and expectation values of observables. This fact has roots in the complexity of its expression which involves a sum over all the possible geometric configurations \( \{j_f, \iota_e\} \). To overcome this issue we can restrict the state sum to a subset of symmetric configurations. A setting which has recently been proven successful in delivery the RG flow, consists of a discretization in terms of hypercuboids [81, 79, 80]. Using a set of approximations similar to the one described in this section, the highly symmetric hypercuboidal configuration allowed the evaluation of the RG flow of the parameter \( \alpha \) appearing in the face amplitude (4.13). Also, the detection of a UV-attractive fixed point \( \alpha_c \) showed an indication of invariance of the model under refinement. While opening the way to the numerical study of the continuum limit of restricted spin foams, the hypercuboid model stands on a severe restriction of d.o.f. which does not allow for curvature. The curvature is in fact vanishing everywhere and thus the theory is independent of other interesting parameters such as Newton’s constant \( G \) and the cosmological constant \( \Lambda \). This justifies the introduction of discrete structures able to support a basic concept of curvature and still simple enough to allow the exploration of the renormalization properties. The symmetric configurations studied in Chapter 5 and firstly introduced in the original work [42], provide such a working basis. To recap, they define a discretization of spacetime in which only a limited number of spins \( j_f \) is required to keep track of the geometric degrees of freedom, while all the intertwiners \( \iota_e \) are confined into the shape of a quantum frustum. The typical grain of spacetime, defining the spin foam vertex, is the so called hyperfrustum \( F_n \), i.e., the four dimensional generalization of a truncated regular square pyramid. In the limit of large refinements, this ‘pyramidal’ discretization provides a natural description of a foliated manifold \( M = \Sigma \times \mathbb{R} \) in which the spatial hypersurfaces \( \Sigma \sim T^3 \) have the topology of a 3-torus, are flat, isotropic and homogeneous and can grow or contract at successive times.

6.2.2 2nd Approximation: Semiclassical limit

In the large spin limit the EPRL-FK vertex amplitude (4.11) has been proven to be connected to discrete GR, when built on a simplicial discretization [73]. This result was confirmed in [41] and [42] by a saddle point approximation of the reduced amplitude. In particular, as we have shown in Chapter 5, unlike the case of a general simplicial decomposition, the thinning of the state sum leads to an explicit asymptotic expression of the vertex amplitude as a function of the spins (5.64). This allows us to numerically evaluate the expectation values (5.65) for some geometric observables \( \mathcal{O}_\Gamma \) on a given boundary graph \( \Gamma \). Although the error one makes by replacing the amplitude with its
large-\(j\)-asymptotic expression is hard to estimate, it can be expected that the approximation is quite good already for small values of the spins [129, 42]. Since for large parts of the phase space the multi-vertex-amplitude appears to be suppressed for small spins [81], the error might in fact not be that large. Still, this point warrants further study.

6.2.3 3rd Approximation: Projection of the RG flow

In general, the cylindrical consistency equations (6.10) are very hard to solve, even though we restrict ourselves to specific lattices. To simplify matters, one can instead consider amplitudes \(A_{\Gamma}^{(g_i)}\) on \(\Gamma\), which are given in terms of few parameters \(g_i\), called coupling constants. One then attempts to rewrite the flow of amplitudes in terms of a flow of coupling constants

\[
g_i \rightarrow g'_i.\tag{6.11}
\]

The question whether a parametrization in terms of few coupling constants is feasible, depends on its renormalizability, i.e. on whether the effect of the integrated out degrees of freedom in (6.3) can be absorbed by a shift in the \(g_i\). Whether quantum gravity is renormalizable or not, is still an open question. While it is often argued that the perturbative formulation is not [130], there are hints that there might exist a non-Gaussian fixed point, around which the flow might be renormalizable [131]. We have to leave this question open for now. To be able make computations, however, we truncate the flow to only finitely many parameters. That is, we make an ansatz for \(A_{\Gamma} = A_{\Gamma}^{(g_i)}\) in terms of the EPRL-FK model described in Chapter 4. The asymptotic formulas are in (5.64), and the model has three free parameters

\[
\{g_i\} = \{\alpha, G, \Lambda\},\tag{6.12}
\]

i.e. the parameter defined in the face amplitude (4.13), as well as Newton’s constant \(G\) and the cosmological constant \(\Lambda\). We specifically do not choose the Barbero-Immirzi parameter \(\gamma\) as a running coupling, since its connection to the allowed spins is rather pathological in the Euclidean EPRL-FK model. The precise range of allowed spins \(j_f\) sensitively depends on \(\gamma\), by the condition that \(j_f^+\) given by (4.6) are half-integers. In particular, changing \(\gamma\) by a tiny amount can make huge changes in the range. In particular, the chosen boundary data which works for one \(\gamma\) might not be allowed for another, which would spoil the RG flow equations. To avoid this complication, we fix the value to

\[
\gamma = \frac{1}{2}.\tag{6.13}
\]
6.2. APPROXIMATIONS

Since the same pathology does not appear in the Lorentzian signature model, we surmise that, in that case, it would be prudent to also choose $\gamma$ as a running coupling.

The projection of the flow will be achieved by requiring that the amplitudes $A_{\Gamma}$ and $A_{\Gamma'}$, weighting the expectation values (6.10) are of the EPRL-FK type (5.64).

6.2.4 4th Approximation: Numerical working point

If we truncate the theory space to amplitudes given in terms of few coupling constants $g_i$, we cannot expect (6.10) to hold for all observables any more exactly. Instead, we will only demand it to hold approximately, for a subset of all observables. In particular, we choose a finite set of observables $O_\Gamma^{(i)}$ (in general, as many as the number of coupling constants that are allowed to run), which we call reference observables, and demand that the error

$$\Delta_{\Gamma,\Gamma'}^{g,g'} := \sum_i |\langle O_\Gamma^{(i)} \rangle_{\Gamma} - \langle O_{\Gamma'}^{(i)} \rangle_{\Gamma'}|^2,$$

(6.14)

is minimal. This truncation of the RG flow obviously depends on the choice of observables, and a good flow requires that one finds observables which capture the dynamics of enough interesting degrees of freedom.

In this work, we choose a specific set of observables, depending on the situation we are in. We will describe these in more detail in the next chapter. In particular, we will, in some instances, truncate the flow further and keep some of the parameters in (6.12) fixed. Depending on which and how many, the choice for reference observables will be adapted.

6.2.5 Resolution algorithm

In order to deal with the resolution of the RG flow in the reduced setting, we developed in [83] a novel resolution strategy which eventually has been proven successful.

Let us choose a quantum gravity model which can be described by the EPRL-FK partition function on a coarse graph $\Gamma$ or on a finer one $\Gamma'$. Also, suppose that we explicitly know the asymptotic expression of the respective amplitudes. Call $\{j\}$ and $\{j'\}$ the respective sets of free variables in the two systems. Then, we evaluate expectation values of $i$ observables $O^{(i)}$ by numer-

---

7To simplify notation we refer to all parameters by $g = (\alpha, G, \Lambda)$ and drop the subscript $i$. 
ically integrating over these variables

\[
\langle O^{(i)}_{\Gamma} \rangle_{\Gamma}^g = \frac{1}{Z_{\Gamma}} \int d\gamma \ O^{(i)}_{\Gamma} \ A_{\Gamma},
\]

\[
\langle O^{(i)}_{\Gamma'} \rangle_{\Gamma'}^{g'} = \frac{1}{Z_{\Gamma'}} \int d\gamma' \ O^{(i)}_{\Gamma'} \ A_{\Gamma'},
\]

where \( g \) and \( g' \) are sets of parameters defining the theory. Observables should be cylindrically consistent, written as:

\[
\langle O^{(i)}_{\Gamma} \rangle_{\Gamma}^g = \langle O^{(i)}_{\Gamma'} \rangle_{\Gamma'}^{g'} \quad \forall n.
\] (6.16)

This defines the RG flow equation for our model. In fact, if one can solve it, for any point \( g' \) the equation returns a point \( g \) and we can connect them with an arrow \( A^{g'\rightarrow g} \) to draw the flow in the parameter space. The existence of an exact solution to equation (6.16) depends on many factors. We already discussed the relevance of the choice of \( \Gamma \) and \( \Gamma' \) as well as the various approximations that may spoil the solution. A further technical obstacle is represented by the fact that the solution of (6.16) would require the knowledge of the values \( \langle O^{(i)}_{\Gamma} \rangle_{\Gamma} \) and \( \langle O^{(i)}_{\Gamma'} \rangle_{\Gamma'} \) in all the points of the parameter space. However, in our case these observables are evaluated numerically for every couple \((g, g')\). Therefore we must consider a finite number of points in the parameter space in order to perform a finite number of integrations. The solution of the flow equation is then approximated whereas for a point \( g' \) we cannot access all the points in its neighbor with infinite accuracy and, consequently, the point \( g \) cannot be defined exactly. In the light of this observations we impose the cylindrical consistency condition in (6.14) in the weak form

\[
\Delta^{g,g'}_{\Gamma,\Gamma'} \overset{1}{=} \text{min}.
\] (6.17)

Our plan consists in considering an adequate number of points in a ‘large’ region of the parameter space, draw the flow accordingly to the weak cylindrical consistency condition (6.17) and finally, for each arrow \( A^{g'\rightarrow g} \), check how small is the relative error

\[
R^{g,g'}_{\Gamma,\Gamma'} \equiv \frac{\Delta^{g,g'}_{\Gamma,\Gamma'}}{O^{g,g'}_{\Gamma,\Gamma'}},
\] (6.18)

\[^8\text{In analogy with the RG flows generated in the Asymptotic Safety scheme, where the arrows point from high to low energy, here the arrows start at } g' \text{ associated to the fine observables, and point at } g \text{ which is related to coarse observables. We recall that, in our context of background independent renormalization, there are no continuous labels tracing the energy scale. Instead, the shift of resolution happens in discrete steps and is associated to a change of discretization. This also equates to a change in the number of degrees of freedom that we keep when describing a physical process. Thus, in a ‘Wilsonian’ sense, the refinement of a discretization can be interpreted as a shift towards high energy regimes.}\]
being

\[
\overline{\mathcal{S}}^{\gamma,\gamma'}_{\Gamma,\Gamma'} \equiv \sum_i \left| \frac{\langle \mathcal{O}^{(i)}_{\Gamma} \rangle_{\Gamma} + \langle \mathcal{O}^{(i)}_{\Gamma'} \rangle_{\Gamma'}}{2} \right|.
\]  

(6.19)

Eventually we will aim for an improved accuracy by zooming further into some regions of the parameter space where the arrows show the lowest relative errors and an overall ‘interesting behavior’. During our analysis we encountered many regions of the parameter space where the cylindrical consistency condition is in fact violated and the RG flow cannot be trust. We concentrate on those regions where the error is small, and cylindrical consistency is satisfied up to only small errors.

### 6.3 Renormalization of reduced spin foam model

We are finally ready to apply the renormalization techniques introduced in the first part of this chapter to the asymptotic limit of the deformed and symmetry reduced Euclidean EPRL-FK model studied in Chapter 5. Refer to the summary section 5.4 for the important formulas. In what follows we are going to use these results to define and numerically solve the RG flow equation (6.17).

At this point, it is worthwhile to recap which degrees of freedom we are summing over when evaluating the expectation values of observables (6.15). Originally, the spin foam model depends on spins $j$ and intertwiners $\iota$. The truncation leaves us with a subset of variables $j_n$ and $k_n$ of spins (i.e. areas), which are assigned to space-like and time-like faces in the 4d lattice, where the first ones describe the geometry of the isotropic and homogeneous space-like Cauchy-surfaces, while the latter describe the transitions between hypersurfaces, i.e. time-steps.

By going over to continuous areas, and because of the equivalence to length variables, this describes essentially a subsector of the state space of quantum Regge calculus. There are a few differences though: Firstly, the factor coming from the Hessian of the asymptotic formula induces a different measure. Secondly, the amplitude is not of the form $\exp(-S)$, but rather (5.64), i.e. $\cos(\tilde{S}) + \cos(S)$.

Also, it should be noted that the RG flow is defined slightly differently here, since we do not introduce a correlation length, but use, as ordering parameter, a different observable, usually certain volume fluctuations. These will be described in more detail in the following section. How to define a correlation length, other than in the pure combinatorial sense, is not obvious, but intriguing to explore in future research.

\[\text{Remember though, that the choice of time-direction is somewhat arbitrary at this point, since we deal with Riemannian geometries in this article.}\]
In principle, the integral over degrees of freedom is unbounded, which could lead to divergences of the integral in the limit of large spins \( j, k \to \infty \). However, depending on the value of the coupling constant \( \alpha \) appearing in (5.64), the integrand goes to zero sufficiently fast in that limit, so the integral stays finite. This has been discussed for hypercuboids in [81], and a similar calculation is true for the frustum case, which we consider in this work. In particular, we only consider a flow of \( \alpha \) well inside the region in which the large-\( j \)-region is not a problem.

The Hessian matrix which occurs in the measure factor of the path integral goes to zero in the limit of vanishing spins, which might a priori lead to divergences in the \( j, k \to 0 \) region as well. However, this is an artifact of the asymptotic formula, which does not hold for the small spin case. Indeed, the actual amplitude stays finite in that region, where the integral would have to be replaced by the sum anyway. Indeed, our numerical investigations show that there is usually only a very small region around \( j, k \approx 0 \) in which the amplitude diverges. Figure (6.4) is an example for this behavior, in which we find that the integrand itself tends to zero as spins approach small values, and only suddenly diverges very close to \( j, k = 0 \). We attribute this behavior to the breakdown of validity of the asymptotic formula, and remove it by introducing a small spin cutoff. As long as one does not enter the region in which the asymptotic formula breaks down anyway, the results appear not to be influenced by the precise position of the cutoff.

### 6.3.1 Renormalization setup

We work on a system \( \Phi \) describing the time evolution of an isotropic and homogeneous universe. Such process is studied on a discretization given in terms of hyperfrusta. Thus, among all the possible paths in the state sum we are just focusing on those such that, at fixed time, the spatial geometry and its quantum fluctuations are represented by cubes.

Let us focus on the table in Figure 6.1 which catalogs some possible discretizations of \( \Phi \) preserving the symmetries of the system. Each slot \((X, Y)\) represents a discretization \( \Phi(X, Y) \) of \( \Phi \) in terms of \( n = X^3 Y \) vertices.

In what follows we are considering the initial and final slices as our disconnected boundary. There exists a unique embedding map (6.1) which allows for using only and solely the hyperfrustum vertex at each refinement step. This is such that it maps a coarse boundary cube into the unique configuration of \( X^3 \) smaller cubes, all of the same size. A posteriori, the interpretation that derives from the use of our special vertex can be summarized as follows: we are modeling a symmetry restricted quantum dynamics which is not allowed to fluctuate in a direction violating the Friedmann symmetries. In particular it does so not only globally, but also in any local region of space.
At the coarsest level the process is described by a single vertex i.e., a hyperfrustum $\Phi_{(1,1)}$ with boundary cubes of areas $j_i$ and $j_f$. These labels fix the boundary geometry of $\Phi_{(1,1)}$ and determine the coarsest scale where there is a single degree of freedom available e.g., the height $H$. Shifting to the right in the picture (i.e. along $X$) corresponds to a homogeneous split of the spatial discretizations, dictated by the embedding map. Thus, in the slot $(X,1)$ each spatial edge is split into $X$ equal pieces. Correspondingly, each of the coarsest boundary cubes of areas $j_i$ and $j_f$ is respectively subdivided into $X^3$ cubes of areas $j_i/X^2$ and $j_f/X^2$. Stepping down in the picture (i.e. along $Y$) corresponds instead to refining the discretization in the time direction. As an example, at the slot $(1,Y)$ of Table 6.1 one has the transition of a single cube in $Y$ time steps which is represented by a chain of $Y$ hyperfrusta of heights $H_1, \ldots, H_Y$ with $\sum_{i=1}^{3} H_i = H$. The variables of a discretization $\Phi_{(X,Y)}$ are the bulk spatial spins $j_n$ and the time-like spins $k_m$, where $n = 1, \ldots, Y-1$, $m = 1, \ldots, Y$.

The flow is extrapolated from the comparison of the dynamics of two discretizations $\Gamma = \Phi_{(X,Y)}$ (coarse) and $\Gamma' = \Phi_{(X',Y')} \ (fine)$ defining a coarse graining step. One can choose whatever couple $(\Gamma, \Gamma')$ in Table 6.1 with the condition that $X \cdot Y < X' \cdot Y'$. In general, the flow will depend on such a choice. However we expect that for highly discretized $\Gamma$ and $\Gamma'$ the dependence of the flow becomes negligible since the discretization is fine enough to capture the dynamics of the system.

Let us notice that all the configurations shown in Table 6.1 give rise to real

![Catalog of some possible discretizations of $\Phi$ which preserve the homogeneity of the spatial hypersurfaces. The labels $X$ refer to the number of links used to discretize each spatial direction. The labels $Y$ refer to the number of time steps in which the transition occurs.](image-url)
transition amplitudes in view of the fact that they are built as a product of real amplitudes $\hat{A}_v$ of the form (5.64). The discretizations laying in the even columns have positive amplitudes while the odd columns can take negative values since each time step comes with an odd power of vertex amplitudes. In what follows we restrict ourselves to discretizations with positive amplitudes only. This ensures in general a faster numerical evaluation of the expectation values of the observables.

6.3.2 One dimensional isochoric RG flow

First, we consider a restricted flow where all coupling constants are kept fixed, except for $\alpha$. The RG flow in $\alpha$ is computed in the isochoric setting i.e., keeping fixed the total 4-volume of space-time. This is a generalization of a previous work, in which the discretization has been restricted to hypercuboids, and where it has been observed that the RG flow of $\alpha$ is intimately connected to the vertex displacement symmetry of the model [79].

In particular, in [81], it was observed that the EPRL-FK model breaks vertex displacement symmetry, which is the manifestation of diffeomorphisms on the lattice [132 106 133 134 81 135]. While this breaking of symmetry is well-known in classical Regge calculus, where it appears whenever curvature is involved, the quantum theory breaks it even in the case of flat metrics.

If one restricts the state sum to only these flat metrics, by using hypercuboids, then it could be shown that the RG flow has an UV-attractive fixed point, on which vertex displacement symmetry is roughly restored. Since one only considers flat configurations, only the coupling constant $\alpha$ plays a role. Depending on the boundary state, the fixed point lies around $\alpha \approx 0.63$ [80]. In the following, we extend the RG flow to frusta geometries which also allow for curvature.

We consider the coarse-graining step of $\Gamma = 2 \times \Phi_{(1,2)}$ into $\Gamma' = 2 \times \Phi_{(2,4)}$ which are respectively discretizations with $n_\Gamma = 1^3 \times 2 \times 2 = 4$ and $n_{\Gamma'} = 2^3 \times 4 \times 2 = 64$ vertices (Figure 6.2). The lattice is doubled in one of the spatial directions, so that the amplitude is always positive. The initial and final boundary spins are fixed and equal $j_i = j_f = j_b$.

The RG flow is then evaluated in the isochoric regime, i.e. summing over all configurations which have identical total 4-volume $V_{\text{tot}}$. This is achieved by performing a transformation of the integral over spins $(j_n, k_m)$ to an integral over $(j_n, V_m)$, with the 4-volumes $V_m$ of a vertex at time-step $m$. This adds a Jacobian determinant to the integration, after which the total volume is fixed by including a $\delta(\sum_m V_m - V_{\text{tot}})$ into the integral, which allows to express one of the volumes by the others and $V_{\text{tot}}$. For the coarse lattice $\Gamma$ this results in two variables $j_1, V_1$, while for the fine lattice $\Gamma'$ one has six variables $j'_n, V'_n$, with $n = 1, 2, 3$. 
Figure 6.2: Coarse graining step used to generate the one-dimensional flow in the isochoric setting i.e., keeping the total 4-volume fixed.

We use the amplitude (5.64) and equation (5.65) to compute the expectation values of an observable corresponding to the fluctuation of half of the volume, i.e.

\[ \langle O_{\Gamma} \rangle_{\Gamma} \equiv \langle (V_1 - V_{\text{tot}}/2)^2 \rangle, \tag{6.20} \]

\[ \langle O_{\Phi'} \rangle_{\Phi'} \equiv \langle (V'_1 + V'_2 - V_{\text{tot}}/2)^2 \rangle. \tag{6.21} \]

To compare to the computation in [80], we fix \(1/G = 1.5, \Lambda = 0.1\), and consider the amplitude depending only on the coupling constant \(\alpha\). For a given \(\alpha'\) on the fine lattice, we compute the fine observable (6.21), and look for the value \(\alpha\) on the coarse lattice, which leads to the same value for (6.20), i.e., the RG flow \(\alpha' \to \alpha\) is given by the condition (6.10) i.e.,

\[ \langle O_{\Gamma} \rangle_{\Gamma} \overset{!}{=} \langle O_{\Phi'} \rangle_{\Phi'}^{\alpha'}. \tag{6.22} \]

The result can be seen in Figure 6.3. The intersection with the line of \(\alpha = \alpha'\) lies at about

\[ \alpha^* \approx 0.69, \tag{6.23} \]

which marks an unstable (i.e. UV-attractive) fixed point of this flow. This value is slightly above the one found in [80], but only differs by about 10%.

A plot of the path integrand for the coarse lattice (depending on the two free variables \(j_1, V_1\)) is depicted in Figure 6.4. It can be seen that for \(\alpha\) at the fixed point, there is a plateau in the integrand, indicating that some symmetry among the variables is approximately realized in the path integral. This can be regarded as some vertex displacement symmetry. It should be noted, however, that in this case the connection to the diffeomorphisms is much less clear, due to the presence of non-trivial deficit angles. Numerical tests show indeed that the plateau depicted in Figure 6.4 vanishes, as soon as one moves \(\alpha\) away from the fixed point \(\alpha^*\). All of this is in agreement with what has been found previously in the case of hypercuboids [80, 79].
Figure 6.3: RG flow $\alpha \to \alpha'$ in the isochoric case. The intersection with the dashed line ($\alpha \alpha'$) lies at about $\alpha \approx 0.69$, while the other coupling constants are fixed to $1/G = 1.5$, $\gamma = \frac{1}{2}$, and $\Lambda = 0.1$.

Figure 6.4: Path integrand $\widehat{A}_1 \cdot \widehat{A}_2$ for the coarse lattice at $\alpha = \alpha^*$, depending on the two variables $j_1, V_1$. The plateau indicates the presence of vertex displacement symmetry.
6.3. The isotemporal gauge

Let us now go beyond the one dimensional analysis and generate higher dimensional RG flow diagrams. In fact, the theory is also defined by the parameters $G$ and $\Lambda$. We first look at a two dimensional flow in the space $(\Lambda, G)$ while keeping fixed the value of $\alpha$. Such analysis reveals a partial information being a projection of the three dimensional flow. Nonetheless we will see that it carries the traces of non trivial regions. We then extend this result to the entire parameter space generating a more detailed flow diagram in the space $(\alpha, G, \Lambda)$. As we will show, the flow has a fixed point with one attractive and two repulsive directions.

Here we relax the constraint which keeps fixed the total 4-volume and instead we fix the total height $H$. Furthermore, we work in an isotemporal gauge i.e., we demand that all the hyperfrusta in a given discretization have the same height. As an example, the slot $(1, \mathcal{Y})$ of Fig.6.1 is now interpreted as the transition of a single cube into the same cube in $\mathcal{Y}$ time steps which is represented by a chain of $\mathcal{Y}$ hyperfrusta of same height $H/\mathcal{Y}$.

In our analysis we consider the case of $\Gamma = \Phi(3,2)$ and $\Gamma' = \Phi(4,3)$ which respectively correspond to discretizations of $\Phi$ in terms of $n_\Gamma = 3^3 \times 2 = 54$ and $n_{\Gamma'} = 4^3 \times 3 = 192$ hyperfrusta (Figure 6.5). We also choose a fiducial set
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Figure 6.5: Coarse graining step used to generate the two- and three-dimensional flows in the isotemporal gauge, i.e. keeping fixed the height of the vertices in each discretization and imposing the total height $H$ to be fixed of boundary conditions $j_i = j_f = 1$ and we fix $H = 6$.

Let us note that the total amplitude of $\Gamma'$ is always positive being given as a product of an even number of identical dressed vertex amplitudes for each time step. The coarse lattice $\Gamma$ has instead an odd number of vertices contributing to each time step. However, thanks to the symmetry $\hat{A}_v(j_n, j_{n+1}, k_n) = \hat{A}_v(j_{n+1}, j_n, k_n)$ of (5.64), the chosen boundary conditions and the isotemporal gauge setting guarantee the positivity of the total amplitude as both time...
steps carry the same amplitude.

In the large spin limit the partition functions associated to these two systems are respectively

\[ Z_\Gamma = \int dj_1 dk_1 dk_2 \hat{A}_v(\frac{j_1}{9}, j_1, k_1)^{27} \hat{A}_v(j_1, \frac{j_2}{9}, k_2)^{27}, \]

\[ Z_{\Gamma'} = \int dj'_1 dj'_2 dk'_1 dk'_2 dk'_3 \hat{A}^6_{v}(\frac{j'_1}{16}, j'_1, k'_1) \times \hat{A}^6_{v}(j'_2, \frac{j'_3}{16}, k'_3), \]

where \( j_1, j'_1, j'_2 \) are internal space-like spins associated to square areas while \( k_1, k_2, k'_1, k'_2, k'_3 \) are internal ‘time-like’ spins associated to trapezoidal faces.

To implement the isotemporal gauge we first perform a change of variables

\[ k_1 \rightarrow H_1, \quad k_2 \rightarrow H_2, \]

\[ k'_1 \rightarrow H'_1, \quad k'_2 \rightarrow H'_2, \quad k'_3 \rightarrow H'_3. \]

Each of these substitutions generates a Jacobian factor. For an hyperfrustum \( F_n(j_n, j_{n+1}, k_n) \) the Jacobian \( J \equiv J(j_n, j_{n+1}, H_n) \) reads

\[ J = \frac{\partial H_n(j_n, j_{n+1}, k_n)}{\partial k_n} = \frac{H_n(\sqrt{j_n} + \sqrt{j_{n+1}})^2}{\sqrt{4H_n(\sqrt{j_n} + \sqrt{j_{n+1}})^2 + 2(j_n - j_{n+1})^2}}, \]

and refers to the change of variables \( k_n \rightarrow H_n \), the height \( H_n \) being given in terms of (5.12) by

\[ H_n = \frac{2k_n}{\sqrt{j_{n+1} + \sqrt{j_n}}} K. \]

As a second step we insert in the coarse and fine partition functions respectively

\[ \delta(H - H_1 - H_2)\delta(H_1 - H_2), \]

\[ \delta(H - H'_1 - H'_2 - H'_3)\delta(H'_1 - H'_2)\delta(H'_1 - H'_3). \]

The partition functions then become

\[ Z_\Gamma = \int dj_1 A_\Gamma, \]

\[ Z_{\Gamma'} = \int dj'_1 dj'_2 A_{\Gamma'}. \]
where we have defined
\[ A_{\Gamma} = J\left(\frac{j_i}{9}, j_1, \frac{H}{2}\right) J\left(\frac{j_i}{9}, j_1, \frac{H}{2}\right) \times \hat{A}^{27}\left(\frac{j_i}{9}, j_1, k_1\right) \hat{A}^{27}\left(j_1, \frac{j_i}{9}, k_2\right), \]
\[ A_{\Gamma'} = J\left(\frac{j_i}{16}, j'_1, \frac{H}{3}\right) J\left(j'_1, j'_2, \frac{H}{3}\right) J\left(j'_2, \frac{j_i}{16}, \frac{H}{3}\right) \times \hat{A}^{64}\left(\frac{j_i}{16}, j'_1, k'_1\right) \hat{A}^{64}\left(j'_1, j'_2, k'_2\right) \hat{A}^{64}\left(j'_2, \frac{j_i}{16}, k'_3\right). \]

(6.30)

The ‘time-like’ spins in the expressions above must be understood as functions
\[ k_n \equiv k_n\left(j_n, j_{n+1}, H_n\right). \]
Thus, in the coarse case we remain with a system with a single d.o.f. given by the intermediate spatial spin \( j_1 \in [0, \infty) \). In the fine case there are two d.o.f. corresponding to the two intermediate spins \( j'_1, j'_2 \in [0, \infty] \).

### Two dimensional isotemporal RG flow

Let us look at the projection of the RG flow on the two dimensional parameter space \((\Lambda, G)\). To do so we fix the value of \( \alpha = 0.68 \). We recall that the choice of \( \alpha \) influences the convergence of the amplitude for large spins. In particular, the chosen value for \( \alpha \) favors small spins. This allows us to set an upper spin cutoff during the Monte Carlo integrations so that the results will be independent of it. Furthermore, this value of \( \alpha \) stands out in our analysis as a point where an interesting and consistent dynamics takes place.

In order to draw a flow diagram we proceed as follows
- Select a domain in the parameter space \((\Lambda, G)\) and identify \( n = 32 \times 32 = 1024 \) points homogeneously distributed in this domain.
- In each point of the domain evaluate numerically the coarse and fine expectation values of three operators:
  1. the 3-volume at middle height \( \langle O^{(1)} \rangle \equiv \langle V_3 \rangle \)
  2. its variance \( \langle O^{(2)} \rangle \equiv \langle V_3^2 \rangle - \langle V_3 \rangle^2 \)
  3. the total 4-volume \( \langle O^{(3)} \rangle \equiv \langle V_4 \rangle \).
- Starting from each \( g' = (\Lambda', G') \) draw an arrow \( A^{g' \rightarrow g} \) pointing at \( g = (\Lambda, G) \) such that, following the notation of (6.17), the distance \( \Delta_{\Gamma' \to \Gamma}^* \) is minimal for \( g^* = g \), where \( g^* \) is a point in the selected domain. This defines an RG flow diagram\(^{10}\).

\(^{10}\)In the first plots we fix a maximum length for the arrows since we are interested in getting an idea about where to zoom next to satisfy equation (6.17) at best. Later, when we are in a region that we can trust, we will allow the arrows to have any length.
Assign a color to the arrows depending on the value of the relative errors $R_{c,g,c'}^{g,g'}$, where we have used the notation as in (6.18). Namely, draw in red the arrow that violates the most the cylindrical consistency condition (6.17) (w.r.t. the other arrows in the plot). On the contrary, color in blue the one which satisfies at best the condition. Report the corresponding values $R_{red}$ and $R_{blue}$ of the relative errors. Accordingly to the above classification, draw the other arrows in a tonal progression from red to blue.

The resulting RG flow in the region $\Lambda = (-0.04, 0.04)$ and $G = (-0.02, 0.02)$ is shown in Figure 6.6.

As the relative errors suggest, at the analyzed resolution the flow is hardly reliable in some regions. Still we notice that the arrows drawn in dark blue have a small relative error $R \sim 0.017$. Most notably, those in the first quadrant, close to $(\Lambda, G) = (0, 0)$, show an interesting behavior whereas they have a vanishing length (represented by dots). This is exactly what we would expect to happen at a fixed point. Let us then zoom into such region. The result for $\Lambda = (-0.01, 0.01)$ and $G = (-0.004, 0.004)$ is shown in Figure 6.7.

A first clear observation is that the overall relative errors have improved, reaching a top precision $R \sim 0.008$. In an angular region around $G = 0$ the flow is still unreliable. However, in correspondence to the interesting region (blue arrows), the relative errors are fairly small and the flow shows a more coherent behavior. In particular there are still some arrows with null distance.
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Figure 6.7: RG flow with cylindrical consistency condition maximally and minimally violated with the respective relative errors $R_{\text{red}} = 4.0675$, $R_{\text{blue}} = 0.0169$.

We then want to zoom further into the top right region of Figure 6.7. We do so by also unlocking the parameter $\alpha$ and let it vary slightly around $\alpha = 0.68$.

6.3.5 Three dimensional isotemporal RG flow

Using the same strategy as in the two dimensional case, it is possible to generate an RG flow in the space defined by the three couplings ($\alpha, G, \Lambda$). Figure 6.8 shows the RG flow in the region $\Lambda = (0.006, 0.01)$, $G = (0.003, 0.0045)$ and $\alpha = (0.6765, 0.6775)$ in which we have selected $32 \times 32 \times 32$ points. All the arrows in the plot satisfy with a fine precision the cylindrical consistency condition, the smallest relative error being $R \sim 0.00017$.

Remarkably, nestled at the center of this region there is the indication of a fixed point showing one attractive and two repulsive directions. At this order of precision, both the relevant and irrelevant directions seem to be associated with linear combinations of all three parameters. A better precision can be reached by further zooming. Our research suggests that this is a rare point of the parameter space. Whether this point is unique needs further analysis.

6.3.6 Expanding and contracting universes

We now investigate the dynamics described by the amplitudes, in order to gain an insight into the interpretation of the RG flow.

\[11\] For practical graphical reasons, we only draw the most reliable arrows in blue and green.
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Figure 6.8: Three dimensional RG flow with cylindrical consistency condition maximally and minimally violated with the respective relative errors $R_{\text{green}} = 0.004$, $R_{\text{blue}} = 0.00017$.

Frusta geometries are geared towards studying cosmological transitions. The spatial cubes essentially encode the scale factor $a$ of the universe at a certain ‘time step’, and the ‘time-like’ frusta mediate between spatial cubes of different size.\footnote{The cuboid intertwiners we use are sharply peaked on the cuboid shape, yet they are undetermined in the extrinsic curvature, i.e. how the 3D cubes are embedded in a 4D geometry. In this sense the states are sharply peaked in $a$, but $\dot{a}$ is maximally uncertain.} Naturally the question arises which configurations are preferred in the path integral given by the EPRL-FK amplitudes. In particular we intend to examine how the parameters of the model, e.g. the cosmological constant $\Lambda$, influence the dynamics and whether familiar features of the classical theory emerge as well. In the case of our simple model this could be whether the universes expansion is accelerating or slowing down, depending on the sign of the cosmological constant.

To this end, we study again the expectation values of observables that we have used before to define and compute a renormalization group flow. More precisely, we consider the 3D volume for the coarse transition investigated before, as it essentially gives the intermediate scale factor between an initial and final state of the same size. Furthermore, studying an observable used for the renormalization group flow in more detail may reveal a few insights as to the form of the flow. We show its expectation value in fig. 6.9.

As a first striking feature, we recognize the ‘X’-shape in the values of the observables similar to the 2D scans of the renormalization group flow. Inside this region, the 3D volume fluctuates significantly and can reach quite high values. These peaks appear to be slightly larger for negative cosmological
constant, but there also exist regions for positive $\Lambda$, in which the intermediate 3D volume is significantly larger compared to the initial / final state. Note that this is also the region in which the cylindrical consistency conditions for the observables of the RG flow are strongly violated, which implies that a similar behavior does not exist in a similar region for the fine observable. Judging from the plot, this behavior is due to the small size of $|G|$ and it appears to extend slightly as $|\Lambda|$ is increased. A possible explanation is that both parameters enhance the oscillatory behavior of the integral, resulting in a highly fluctuating expectation value.

Outside that region, more precisely for larger $|G|$, we observe a rather uniform behavior, where the 3D volume is around or slightly larger than 1, which is also the volume at the initial and final slice. There is only little dependence on the sign of the cosmological constant: For negative $\Lambda$, we observe a slightly larger intermediate 3D volume already for smaller $|G|$. Thus, $\Lambda < 0$ appears to favor a larger intermediate 3D volume compared to $\Lambda > 0$, however in both cases we observe an intermediate volume that is larger than the initial and final one. Hence, we generically observe a transition in which the universe first expands and then contracts, or at most remains constant. A transition to a contracting and then expanding universe is not observed numerically.

Naturally, one would like to compare this behavior to classical dynamics.
However it is not clear to which discrete action we should compare our results to. In the vertex amplitude several oscillating terms appear, containing different actions. While the cosine contains the (area) Regge action and a volume term times the cosmological constant, the other oscillating terms only contain the Regge action. Clearly the former term is the desired one, we will briefly compare our results to the classical, discrete dynamics.

Since we consider the transition for fixed heights, with $j_{\text{in}} = j_{\text{fin}} = 1$. There is one discrete equation of motion to solve depending on $\Lambda^{13}$. For $\Lambda = 0$ the equations of motion are solved by $j = 1$, so there is no expansion or contraction as one would expect. For $\Lambda > 0$ we find $j < 1$ as the solution, while for $\Lambda < 0$ we find $j > 1$. So we see a first contracting, then expanding universe for positive cosmological constant and the opposite for negative cosmological constant. Something similar can be seen in the continuum, where $\Lambda > 0$ implies $\ddot{a} > 0$. Hence in order to arrive at the same scale factor $a$ at a later time, the universe first contracts before expanding again. The behavior is reversed as $\Lambda < 0$ implies $\ddot{a} < 0$.

It seems that the behavior of the truncated SFM does not reproduce the classical dynamics. Instead we usually see $\langle j^{\frac{3}{2}} \rangle > 1$, no matter the sign of the cosmological constant. Nevertheless, we do observe generically larger expectation values $\langle j^{\frac{3}{2}} \rangle > 1$ for negative $\Lambda$ compared to positive $\Lambda$. There are a few plausible explanations for these deviations: The vertex amplitude contains several oscillating functions, some contain the cosmological constant term, some do not. Moreover, the ‘proper’ action appears in the cosine, which might lead to unwanted interference of different bulk solutions. Additionally, the whole spin foam does not oscillate with the sum of Regge actions assigned to hyperfrusta, as the cosine is not additive. Another possible deviation might stem from the face amplitudes, which favor small or large spins depending on the value of the parameter $\alpha$. If $\alpha$ is large, it puts emphasis on large spins, which generically results in larger expectation values for spins or volume etc.

A possibility to overcome the ‘cosine’ problem would be to consider states which are not just peaked on the shape of cuboids or frusta, but which are also peaked in the extrinsic curvature. This would roughly correspond to prescribing both $a$ and $\dot{a}$ at the initial and final time. As a result, one of the two stationary and critical points in the asymptotic expansion might be suppressed, resulting in a quantum dynamics closer to its classical counterpart. We leave this for future research.

### 6.3.7 Free theory

In this chapter we consider the limit of the RG flow equations $G \to 0$ and $\Lambda \to 0$. This can be understood as the free theory, as the gravitational coupling

\footnote{As $G$ is an overall constant, only $\Lambda$ determines the classical dynamics in the absence of matter.}
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G, which governs the strength of the perturbative interaction in the linearized theory, vanishes. It should be noted that, due to its non-perturbative nature, the EPRL-FK model does not exist for G = 0 (Λ = 0 is no problem, though). We therefore approach this point in theory space asymptotically.

Considering the RG step of a lattice with \(4 \times 4 \times 4 \times 3 = 192\) to one with \(3 \times 3 \times 3 \times 2 = 54\) vertices, as described in section 6.2. We compute the observables \(V_3\) and \(V_4\) for the isotemporal case, i.e. when the time-steps are gauge-fixed, for \(\Lambda = 0\) in the asymptotic limit \(1/G \to \infty\). The initial and final boundary spins are fixed to the same (but ultimately arbitrary) value \(j_i = j_f = j\).

We first consider not the full EPRL-FK model, but only its proper vertex, where the amplitude as replaced simply by the exponential of the Regge action. In that case, we have that

\[
Z_{54} = \int_0^{J_{\text{max}}} dj_1 \left(\hat{A}\right)^{54},
\]

with

\[
\hat{A} = F(j_1) e^{54i/G S_R} |D|^{-1},
\]

where \(D\) is the Hessian determinant, and \(S_R = S_R(j_1, j, H)\) is the Regge action for one hyperfrustum with initial/final spin \(j\), intermediate spin \(j_1\), and height \(H\). Also, \(F(j_1)\) is a function depending on \(j_1\) (and \(j\) and \(H\)), which are given by a collection of face- and edge-amplitudes.

To evaluate (6.31) in the limit \(1/G \to \infty\), we can perform a stationary phase approximation. For this we simply observe that the condition

\[
\frac{\partial S_R(j, j_1, k(j, j_1, H))}{\partial j_1} = 0
\]

has only \(j_1 = j\) as solution. To compute expectation values, we perform the same calculation, but include another function \(O(j, H, j_1)\) (in our case \(V_3\) and \(V_4\)) into the integral, which we evaluate at the respective stationary point as well. We can immediately conclude that

\[
\langle V_3 \rangle_{54}^{G \to 0, \Lambda = 0} = 27j^{2}, \quad \langle V_4 \rangle_{54}^{G \to 0, \Lambda = 0} = 54Hj^{2}.
\]

The computation for \(Z_{192}\) is only slightly more complicated. We have

\[
Z_{192} = \int d_j d_k \left(\hat{A}_1 \hat{A}_2 \hat{A}_3\right)^{64}.
\]
where the $\hat{A}_i$, $i = 1, 2, 3$ denote the vertex amplitudes for the $i$-th time step. We get

$$\hat{A}_1 \hat{A}_2 \hat{A}_3 = \frac{e^{i/G (S_1 + S_2 + S_3)}}{|D_1 D_2 D_3|},$$

(6.35)

with the Regge actions $S_i$ for the $i$-th time step, and $D_i$ the corresponding Hessian determinant. The variables for these are $j'_1$ and $j'_2$, and one can show that, again, the only solution to

$$\frac{\partial}{\partial j'_1}(S_1 + S_2 + S_3) = \frac{\partial}{\partial j'_2}(S_1 + S_2 + S_3) = 0$$

(6.36)
is $j'_1 = j'_2 = j'$. This immediately leads to

$$\langle V_3 \rangle_{G \to 0, \Lambda = 0} = 64(j')^{3 \over 2}, \quad \langle V_4 \rangle_{192, G \to 0, \Lambda = 0} = 192 H' (j')^{3 \over 2}.$$

With $H' = {2 \over 3} H$ and $\sqrt{j'} = {3 \over 4} \sqrt{j}$, we can conclude that

$$\langle V_3 \rangle_{192, G \to 0, \Lambda = 0} = \langle V_3 \rangle_{54, G \to 0, \Lambda = 0};$$

$$\langle V_4 \rangle_{192, G \to 0, \Lambda = 0} = \langle V_4 \rangle_{54, G \to 0, \Lambda = 0}.$$

This demonstrates that the point $G = 0, \Lambda = 0$ is a fixed point of the discussed RG flow of the reduced amplitude.

It is notable that this analysis rests on using the reduced amplitude, i.e. where only one term in the exponential expression for EPRL-FK amplitude (the one containing the exponential of the Regge action) is kept. As soon as this is replaced with the full EPRL-FK amplitude, the analysis does not hold any more. This can be traced back to the presence of the cosine, as well as the weird terms. Indeed, in the case where these terms are present, the path integral is a sum over different possibilities, in which different vertices contribute the same parts of the Regge action with different signs. This allows for several terms in which the individual contributions of vertices identically cancel, irrespective of the configuration. As a result, the stationary phase approximation is dominated by those terms, which do not only contribute the classical solutions, but many non-classical configurations as well. For instance, all transitions via arbitrary intermediate (bulk) spin $j$ contribute. Since the quantum theory is not dominated by the classical solutions in this case, it seems unlikely that the free theory is a fixed point in this case.

Incidentally, the problem, can be avoided when using only the cosine, as well as an odd number of vertices per time step. This is an indication that, for Lorentzian signature and an odd number of vertices, the free theory might indeed be a fixed point.
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Summary and conclusions

In this thesis we investigate the renormalization of a symmetry reduced spin foam model in its semiclassical limit. Let us recap each section and make a linear short story of this work.

7.1 A linear story

Many faces of classical General Relativity

In Chapter 2 we give a brief review about the classical (Action and Hamiltonian) formulations of GR. The most important for the development of the quantum theory are the Plebanski formulation, in which GR is described as a topological BF theory with constraints (Section 2.1.3), and the canonical formulation in terms of the Ashtekar variables (Section 2.1.5). Then we introduce to discrete gravity à la Regge, a theory that approximates GR on a simplicial discretization of spacetime. The Regge action (2.59) appears multiple times throughout the work e.g., in the semiclassical limit (4.19) of the quantum theory studied in later chapters. Eventually, we prepare the working basis of the quantum formulations by distributing the classical variables on discrete structures. To introduce the covariant quantum formulation we define BF theory on a 2-complex dual to a 4d triangulation. To prepare the canonical formulation, we distribute instead the Ashtekar variables on a graph dual to a 3d triangulation.

Canonical and Covariant Quantum Gravity

In Chapter 3 we give the quantization algorithms defining the Canonical theory, also called Loop Quantum Gravity (LQG), and the covariant theory which comes with different configurations called Spin Foam Models (SFMs). The two frameworks have many features in common.
Roughly speaking, LQG defines the kinematical Hilbert space of the theory, whose states \((3.8)\) are cylindrical functionals of the holonomy of the Ashtekar connection \((2.77)\). A basis in this space is given in terms of Spin Networks \((3.27)\), representable as (directed) graphs whose links are associated with irreducible representations of a compact Lie group and whose nodes are associated with intertwiners of the link representations adjacent to it.

A SFM defines the quantum dynamics in terms of a path integral over states. The partition function \((3.49)\) of a spin foam model is generated from a BF action \((2.63)\). This can be expressed as a product of amplitudes associated to each element of a 2-complex. The most important are the vertex amplitudes. A partition function ultimately defines the transition probabilities among different spin network states.

In the covariant approach we introduce the coherent state representation, fundamental in the study of the semiclassical (i.e., large spin) limit of SFMs.

**The 4d Euclidean EPRL-FK Spin Foam Model**

In Chapter 4, we define the EPRL-FK spin foam model which is used in its Euclidean formulation throughout this work \((4.12), (4.13), (4.14), (4.15)\).

One nice characteristics of this model is its link with discrete classical gravity in the semiclassical limit i.e., in the limit of large spins of the vertex amplitude where we recover the Regge action \((4.19)\). Although promising, the resulting formula is hard to handle given that it depends on complex functions of the spins, the first of which is a certain determinant \(D\) of a Hessian matrix.

In the final sections of Chapter 4, we have discussed a deformation of the Euclidean EPRL-FK model, so to introduce a cosmological constant term. This is an original work published in \([41]\) and generalizes Han’s formulation \([76]\) to arbitrary vertices i.e., not only those dual to a 4-simplex. The deformation amounted to introducing an operator for each crossing \(C\) of the graph \(\Gamma\) in the formula for the amplitude (see section \(4.3.1)\). Such operator depends on a parameter \(\omega\), and we have considered the definition for arbitrary graphs as well as the corresponding asymptotic expression of the deformed amplitude \(A^\omega_\Gamma\).

The main statement is that the deformed amplitude \(A^\omega_\Gamma\) has a close connection to \(A_\Gamma\), the undeformed one. Firstly, the equations for the stationary critical points in the asymptotic analysis are in one-to-one correspondence. Also, we could show that the Hessian determinant (the one appearing in the general formula \((4.18)\) so to speak) can be treated, and is just a multiple of the undeformed one. This led to an expression of the asymptotic expression in terms of the original Regge action. In particular, the original expression \((4.19)\) consists of the so-called weird terms \(W\) \((4.20)\), as well as the cosine of the Regge action. Our analysis \((4.59)\) shows that the weird terms remain un-
changed, while the Regge action is replaced by a term $\Lambda V$, where $\Lambda = -12\omega$, and $V$ is an expression which, if the boundary data is that of a convex, non-degenerate polyhedron, is equal to its volume.

**Spin Foam state sum reduced to Frustum geometries**

In Chapter 5 we present an original work in which we investigate the Euclidean EPRL-FK model by cutting off most degrees of freedom of the theory and leaving in only some very symmetric ones. In particular, we work on a hypercubic lattice in which all the vertices are dual to a 4d truncated pyramid with cubic bases (hyperfrustum). Furthermore we restrict the state sum by considering only coherent intertwiners which in the large-spin limit reproduce the geometry of a 3d pyramidal frustum. The reduced state sum allows us to investigate the semiclassical structure of the Euclidean EPRL-FK model and in particular to compute explicitly the asymptotic formula of the vertex amplitude $A_{\Gamma_v}$ (5.64). We show that the final expression contains the correct Regge action (5.19) describing the classical properties of our model. Starting from these results one can perform a numerical analysis of the semiclassical features of the model. This opens a path to study the renormalization of a symmetry reduced model of quantum gravity, which is notoriously difficult to access in the full state sum setting due to the intricacy of the formulas. Further developments are possible in studying the diffeomorphism symmetry which is usually broken by the discretization of the spacetime manifold. In fact, knowing the full analytic expression of the partition function (4.12) and gauging the parameters in the theory one can look for configurations in which this symmetry is restored. Such perspectives can potentially shed a new light on a sector of the EPRL-FK model which still has many unknown features. This research line has been originally paved by a series of works on hypercuboidal geometry and non-trivial results have been found in the case of flat spacetime [81, 79, 80]. Our analysis provides a step further in this direction. In particular, in the purely flat case only the parameter $\alpha$, as set in the face amplitude (4.13), is a running coupling constant, while the inclusion of hyperfrusta also offers Newton's constant and the cosmological constant as nontrivial coupling. This makes the renormalization computation more general.

In the second part 5.3 of Chapter 5, taking inspiration from a series of works on cosmological modeling with Regge calculus [92, 94, 93, 101, 102, 103, 104, 95], we have completed the study of our model by focusing on its classical description. We have first shown that the discretization of spacetime in terms of hyperfrusta have a clear classical interpretation. In fact, a hyperfrustum can be pictured as the time evolution of its boundary cubes, each of them tessellating a flat Cauchy surface. The regular geometry of the cubes and their
even distribution on the lattice reproduce an isotropic and homogeneous space. Moreover, the change in size of the cubes in the boundary of a hyperfrustum mimic an expansion of the universe. These facts enable us to compare the dynamics of our model to the FLRW one. We do it in three different cases: In vacuum, in presence of a cosmological constant and by coupling dust particles to the lattice. The simplicity of our model allows us to consider the spins as the main variables instead of the edge lengths which are usually adopted in Regge calculus. Notably, the results do not change and an analogue of the Schlaffli identity is proved to be satisfied. Indeed, with a numerical analysis of the Regge equations (for the spins), we show that in the continuum time limit the evolution of the model universe resembles the one predicted by the standard Friedmann dynamics in the case of fine discretization of the manifold. Furthermore, for small deficit angles this resemblance becomes exact and we find the Friedmann equations as the limit of the Regge equations.

A crucial open question is, of course, in what way this model can be used to perform actual quantum cosmological computations. Apart from the signature issues, the first quantum correction of this model comes from the Hessian matrix. This matrix is, in general, complex, such that its phase would give quantum corrections to the Regge action, while its modulus provides the path integral measure. It would be quite interesting to see whether these corrections have a classical limit which can be interpreted as higher order terms in the Einstein-Hilbert action. To probe the deep quantum regime in order to derive e.g. statements about singularity avoidance, however, one would have to depart from the large-$j$ asymptotics, and consider the full amplitude in the regime of small spins.

The last section 5.4 of Chapter 5 summarizes the results of the semiclassical limit of the deformed vertex amplitude and more in general of the EPRL-FK partition function. Here we also make a clarification on the physical dimensions of areas, volumes and coupling constants. Finally, all the asymptotic formulas used to evaluate the RG flow in Chapter 6 are listed in a compact form.

**Renormalization of the reduced model**

In chapter 6, we review the concept of background independent renormalization. This is a fundamental tool to deal with spin foams, given that the absence of a background metric makes the standard QFT and Lattice gauge theories techniques not usable. In fact, in standard Wilsonian renormalization one associates the scale of the flow with a value of maximal energy or minimal length, which are introduced as cutoff. Then, for a given background geometry, a finer and finer regular lattice leads to an ever-decreasing value of lattice spacing. However, in our background independence case these two notions (of
refinement and of lattice spacing) are disentangled, in that on coarse or fine lattices both small and large spins occur. The reason is that on both lattices the geometry is not fixed, but rather the path integral sums over all of them. Hence, the notion of refinement of lattices is the only one that remains in this particular way of dealing with the sum over geometries. As a consequence, notions of UV and IR limit are not associated to e.g., small and large spins, but rather to fine and coarse lattices.

In order to deal with actual calculations of the RG flow, several approximations and truncations are employed. First, we use the reduced state sum and semiclassical limit introduced in Chapter 5. Previous investigations only allowed for quasi-local geometric fluctuations which are, in the semiclassical limit, expected to turn to gauge degrees of freedom. It can be expected that these appear in theory as spurious degrees of freedom, since it is well-known that the gauge symmetry of GR is broken in the EPRL-FK model. The crucial innovation in our work (see also) is to relax previous truncations to allow for quantum frustal geometries. This allows, for the first time, to also treat some curved configurations, which are not just pure gauge. Also, the model restricted to frusta is an extension of previous settings, which allow for degrees of freedom which are local (in time).

Also, we project the RG flow so to use the same type of amplitudes at all scales. In fact, in general, given a theory defined by a set of couplings $g$, the dimension of the parameter space can grow or decrease when one looks at the physics at different scales. In other words, new parameters may arise during the coarse graining process. Here we truncate the RG flow by considering the system as self-similar at all the scales. Thus, at each renormalization step we project the amplitude down to the reduced Euclidean EPRL-FK model.

The interesting coupling constants of this model are the gravitational and cosmological constants $G$ and $\Lambda$, as well as a parameter in the path integral measure $\alpha$, which is connected to the 4-volume in the measure, and has been shown to play a crucial role in the restoration of broken diffeomorphism symmetry.

In our analysis, we have worked on hypercubic lattices, which provide discretizations of a torus universe. These are depicted in figure 6.1. The RG flow was considered for various coarse graining steps of finer to coarser discretizations.

To define a flow in terms of coupling constants $G$, $\Lambda$, $\alpha$, it was necessary to choose a couple of reference observables, which we compared on the coarse and the fine lattice. Here, we mostly restricted ourselves to 3- and 4-volumes, as well as their fluctuations. Different choices are possible, but we expect those to yield only qualitatively minor changes to the results, as long as one considers observables which are diverse enough as to separate the space of considered
path integral measures. See also discussion in [38].

Furthermore, we employed a novel system which made the RG flow much more accessible to us (see Section 6.2.5). By relaxing the condition for cylindrical consistency, but allowing only slight changes in the coupling constants, we were able to produce a much smoother flow. As a drawback, not all of the flow diagrams can be trusted, but with the deviation $R$ from cylindrical consistency (6.18), we had a control parameter to judge the quality of the resulting flow in that region. This allowed for quick scanning of parts of the phase space, since in the region of fixed points it can be expected that the value of $R$ has to be small. It is in the vicinity of these regions that one can trust the flow images the most.

7.2 Our findings

Our results are as follows:

- Firstly, the employed approximations (see Section 6.2) allow us to generate images of the RG flow. The introduction of the $R$-parameter allowed us to quickly decide which regions of the phase space are more likely to contain fixed points, and were worthwhile to concentrate our analysis around. This is in general very encouraging, and we believe that this method can also be used more generally in other RG applications, possibly even beyond the spin foam context.

- We have considered three main flows. One in the parameter $\alpha$, which was taken to be isochoric, i.e. with fixed total 4-volume. This was a direct generalization of the flow computed in [79], where the non-trivial fixed point was found. Our analysis revealed that the fixed point was still present, albeit with a slightly changed numerical value. We found that in the case of frusta, that the fixed point lies at

$$\alpha^* \approx 0.69,$$

which is slightly increased from $\alpha^* \approx 0.62$ in the case of hypercuboids.

- For considering the RG flow in more parameter, we considered a 2d flow in $G$ and $\Lambda$, keeping $\alpha \approx 0.67$ fixed. We used this to scan the parameter space for regions likely containing the fixed points, using the procedure describe above. We the considered a 3d flow in the parameters $(G, \Lambda, \alpha)$ within that region. This is one of the main results of this work and it is summarized by Figure 6.8.

We found that there appears to be a fixed point at

$$\alpha^* \approx 0.677, \quad G^* \approx 0.037, \quad \Lambda^* \approx 0.008.$$
Numerical evidence shows that the fixed point has one repulsive and two attractive directions.

- We also considered the free theory, i.e. the point on which the coupling constant $G = 0$. This point plays an important role in the perturbative renormalization of GR, which is defined by perturbations around it. The EPRL-FK model is defined non-perturbatively, which is seen as one of the strengths of the (loop) quantum gravity approach. This, however, makes it difficult to draw comparisons to more traditional forms of the analysis.

In particular, this point is not part of the range of EPRL-FK amplitudes. However, with our methods of defining the flow via observables, we can investigate this point at least asymptotically, since it sits on the infinite boundary of the EPRL-FK theory space, and expectation values of some observables converge when approaching this point.

In particular, we could approach this point both numerically and analytically by asymptotic methods. We found that, contrary to our assumptions, the free theory appears not to be a fixed point of the Riemannian EPRL-FK model. If we replace the EPRL-FK amplitude by the exponential of the Regge action, however (with measure factors from the asymptotic EPRL-FK amplitude), we however can show that the free theory is a fixed point.

7.3 Discussion

The main goal of our analysis was to learn more about the RG flow of the EPRL-FK model. Indeed, there are several lessons one might draw from our findings.

- The stability of existence of fixed point under extension of the parameters, and relaxing of truncations, fosters hope that this sort of fixed point is an actual feature of the model, rather than an artifact of the approximation. Of course, further study needs to be taken before this point can be settled decidedly. At this instance, it is unclear whether this fixed point is the only interesting one of its kind in the considered phase space. It is also not clear whether this point bears any relation to the non-Gaussian fixed point discussed in the Asymptotic Safety Scenario [131].

- The fact that the free theory (i.e. where $G = 0$, $\Lambda = 0$) is not a fixed point of the EPRL-FK model, but becomes one when replacing it with simply the exponential of the Regge action, was an unexpected feature (see Section 6.3.7). It can be understood by the form of the EPRL-FK
amplitude: Apart from the exponential of the Regge action, it also contains its sign-reversed part (commonly referred to as the \textit{cosine problem}), as well as other, non-geometric terms (colloquially called \textit{weird terms}).

It is the presence of these additional terms which spoil the fixed point properties. In the free theory, it should be expected that quantum fluctuations around the classical solution are suppressed, since the prefactor in front of the Regge action oscillates rapidly for even minor deviations from the classical trajectory. However, in the EPRL-FK amplitude, the situation changes, since terms with opposite signs can cancel each other in the action. Fluctuations in these directions are therefore not suppressed since they do not change the value of the amplitude. These highly curved contributions are quite different numerically on different lattices, which is why the fixed point properties are spoiled.

The main message one might take away from this is that the Riemannian EPRL-FK model can be expected, in general, to be quite a different theory from (Riemannian signature) quantum gravity. This in itself is not surprising, but, to our knowledge, this is the first instance where this fact has been observed explicitly. It should be noted that in the Lorentzian-signature version of the EPRL-FK model, the weird terms are absent. Also, there is work on the so-called proper vertex, which aims at resolving the cosine issue, even for the Lorentzian amplitude \cite{136, 137}.

The question of whether the two terms in the cosine interfere with one another has not been decisively settled by our analysis, but the question appears to be answered in the affirmative. There are, however, some caveats which might, in the long run, change this point of view:

Firstly, if the weird terms are absent (as happens in the Lorentzian theory), one can make the free theory into a fixed point by only considering lattices with an \textit{odd} number of vertices. This prevents precise cancellation of contributions from vertices with differing signs. Still, this restriction appears slightly artificial to us, but it illustrates an important point: the cancellations also happen because of the large amount of symmetries we consider, i.e. by using frusta. In the unrestricted theory where all fluctuations are considered, the states in which precise cancellation among all vertices happens might be dominated by those where it does not. This kind of entropic argument could resolve the issue for the Lorentzian amplitude.

Secondly, our choice of coherent states might influence the result as well. In general, it is expected that one can restrict to either sign of the action by prescribing the proper extrinsic curvature on the boundary. The Livine-Speziale intertwiners used in our analysis are maximally uncertain
in the extrinsic curvature, so that both signs of the Regge action are excited equally. It is feasible to assume that by choosing boundary states which suppresses one sign, one can effectively implement the proper vertex (with minor fluctuations), which would turn the free theory into a fixed point.

This point certainly warrants further investigations in the future.
Appendix A

Groups and Bivectors

A.1 The group SU(2)

The Lie group $SU(2)$ is the group of $2 \times 2$ complex valued unitary matrices with determinant 1. Its Lie algebra $su(2)$ is given by the set of three generators $J_i$, which satisfy the commutation relations

$$[J_i, J_j] = i\epsilon_{ijk} J_k. \quad (A.1)$$

A group element $g \in SU(2)$ is then given by

$$g = \exp(iX_i J^i), \quad (A.2)$$

where the coordinates $X_i$ are real. The condition $\det g = 1$ and the unitarity $g^\dagger g = 1$ are satisfied if the generators $J_i$ are Hermitian and traceless i.e.,

$$J_i^\dagger = J_i, \quad \text{Tr}(J_i) = 0. \quad (A.3)$$

Working in the fundamental representation, the generators are $J_i = \sigma_i/2$ where we use the Pauli matrices

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (A.4)$$

They satisfy the relation

$$\sigma_i \sigma_j = \delta_{ij} + i\epsilon_{ijk} \sigma_k. \quad (A.5)$$

Also, the following formula holds

$$e^{i\hat{n} \cdot \hat{\sigma}} = 1 \cos \alpha + i\hat{n} \cdot \hat{\sigma} \sin \alpha. \quad (A.6)$$

A generic element $g \in SU(2)$ has the form

$$g = \begin{pmatrix} p & -\bar{q} \\ q & \bar{p} \end{pmatrix} \quad (A.7)$$
with \( p, q \in \mathbb{C} \) such that \(|p|^2 + |q|^2 = 1\). Equivalently, we can write it in terms of the independent basis elements \((1, J_1, J_2, J_3)\) as

\[
g = a_0 \mathbb{1} + a_i J^i, \tag{A.8}
\]

with \( a_0, a_i \in \mathbb{R} \) such that \((a_0)^2 + \sum_i (a_i)^2 = 1\).

For all integers \( N \) there exists an irreducible representation of the algebra \( \mathfrak{su}(2) \) i.e., there is always a set of matrices \( N \times N \) satisfying (A.1). Since \( SU(2) \) is compact and simply connected, these are also all the representations of the group.

A generic irreducible representation \( \rho_j \) is labeled by an half-integer \( j \in \mathbb{N}/2 \) and has dimension \( N = 2j + 1 \). Since \( J_3 \) is Hermitian it can be diagonalized. Also, according to Schur’s lemma the unique \( SU(2) \) Casimir \( J^2 = \sum_i J_i^2 \), which by definition commutes with all the generators, has a diagonal form.

The corresponding basis of eigenvectors is given by the states \(|j \, m\rangle\) with \( m = -j, -j + 1, \ldots, j \) satisfying

\[
J_3 |j \, m\rangle = m |j \, m\rangle, \quad J_2 |j \, m\rangle = j(j+1) |j \, m\rangle. \tag{A.9}
\]

Let \( V_j \) be the base vector space on which the representation \( \rho_j \) is realized. The states \(|j \, m\rangle\) provide an orthonormal basis such that we can write the resolution of the identity acting on states of \( V_j \) as

\[
\mathbb{1}_j = \sum_j |j \, m\rangle \langle j \, m|.
\tag{A.10}
\]

In terms of the generators we can also write a 3d rotation operator as

\[
R(\alpha, \beta, \gamma) = e^{-ia_{3}J_{3}}e^{-ib_{2}J_{2}}e^{-ic_{1}J_{1}}, \tag{A.11}
\]

where \((\alpha, \beta, \gamma)\) are the Euler angles. Then we can define the Wigner matrices

\[
D_{mn}^{ij} = \langle jm | R(\alpha, \beta, \gamma) | jn \rangle. \tag{A.12}
\]

An \( SU(2) \) invariant state in the tensor product of \( L \) elements \(|j_{1}m_{1}\rangle \otimes \cdots \otimes |j_{L}m_{L}\rangle\) is called an intertwiner \(|\iota\rangle\). Let us take for example the tensor product of three states \(|j_{1}m_{1}\rangle \otimes |j_{2}m_{2}\rangle \otimes |j_{3}m_{3}\rangle \in \bigotimes_{i} V_{j_i}\), with \( i = 1, 2, 3 \). The invariant space \( \text{Inv}_{SU(2)} \bigotimes_{i} V_{j_i} \) is spanned by a unique intertwiner which is a tensor with three indices such that any invariant state is proportional to the following

\[
|\iota\rangle = \sum_{m_{1}, m_{2}, m_{3}} \epsilon_{m_{1}m_{2}m_{3}} |j_{1}m_{1}\rangle \otimes |j_{2}m_{2}\rangle \otimes |j_{3}m_{3}\rangle, \tag{A.13}
\]
where we use the Wigner 3j-symbols
\[
\ell_{m_1 m_2 m_3}^{j_1 j_2 j_3} = \binom{j_1 j_2 j_3}{m_1 m_2 m_3} = \frac{(-1)^{j_1 + j_2 - m_3}}{\sqrt{2j_3 + 1}} (j_1 m_1 j_2 m_2 | j_3 - m_3),
\]
(A.14)
written in terms of the Clebsch-Gordan coefficients. The invariant contraction of four Wigner 3j-symbols defines a Wigner 6j-symbol
\[
\{j_1 j_2 j_3 j_4 j_5 j_6\} = \sum_{m_1, \ldots, m_6} (-1)^{\sum_{k=1}^{6} (j_k - m_k)} \binom{j_1 j_2 j_3}{m_1 m_2 m_3} \binom{j_1 j_5 j_6}{m_1 m_5 m_6}
\times \binom{j_4 j_2 j_6}{m_4 m_2 m_6} \binom{j_4 j_5 j_3}{m_4 m_5 m_3}.
\]
(A.15)

In Chapter 3 a fundamental step, which realizes the first appearance of the spins in the quantum theory of gravity, is determined by the application of the Peter-Weyl theorem. It states that the Wigner matrix elements (A.12), seen as functions of $SU(2)$, are orthogonal with respect to the scalar product defined by the Haar measure
\[
\int dg = \frac{1}{16\pi^2} \int_0^{2\pi} d\alpha \int_0^\pi \sin \beta d\beta \int_0^{4\pi} d\gamma,
\]
(A.16)
which is an invariant measure such that for $g, h \in SU(2)$ and given a test function $F(g)$ the following relations hold
\[
\int dg F(g) = \int dg F(g^{-1}) = \int dg F(g \cdot h) = \int dg F(h \cdot g).
\]
(A.17)
Explicitly, the Wigner matrices satisfy
\[
\int dg D_{m' n'}^j(g) D_{m n}^j(g) = \frac{1}{2j + 1} \delta_{j' j} \delta_{m m'} \delta_{n n'}.
\]
(A.18)
Then they form an orthogonal basis in the Hilbert space
\[
\mathcal{H} = L_2[SU(2), dg],
\]
(A.19)
of square integrable functions of $SU(2)$ with the Haar measure $dg$. Given such Hilbert space, we can decompose it into finite dimensional subspaces of spin $j$ spanned by the matrix elements of $D^j(g)$. 


A.2 The group Spin(4)

This appendix extends the informations provided in section 4.1.1. The group of four dimensional rotations $SO(4)$ can be realized as $SU(2) \times SU(2)$ in the following way: given a vector $x^I \in \mathbb{R}^4$ one can build the matrix $\hat{x} \equiv x^I \tau_I$ with $\tau_0 = 1$ and $\tau_i = i \sigma_i$ (using the Pauli matrices) i.e.,

$$\hat{x} = \begin{pmatrix} x^0 + ix^3 & ix^1 + x^2 \\ ix^1 - x^2 & x^0 - ix^3 \end{pmatrix}.$$  (A.20)

We also require that

$$\det \hat{x} = ||x||^2.$$  (A.21)

Then, we can use two $SU(2)$ elements $(g_1, g_2)$ to act as a rotation in the following way

$$g_1 \hat{x} g_2^{-1} = \hat{y}, \quad \text{and} \quad \det \hat{x} = \det \hat{y}.$$  (A.22)

Since $(g_1, g_2)$ and $(-g_1, -g_2)$ have the same effect on $\hat{x}$, one has the isomorphism

$$SO(4) \simeq SU(2) \times SU(2)/\mathbb{Z}^2.$$  (A.23)

The group Spin (4) is the double cover of SO(4) and they have the same algebra.

Let us call $|j^+ j^- m^+ m^- \rangle$ a vector in the base space $V_{(j^+, j^-)}$ where the Spin(4) representations act. This vectors are eigenstates of the two Casimirs $C_1 = J_2^+ + J_2^-$, $C_2 = J_2^+ - J_2^-$ and of the two angular momenta operators $J_3$ such that

$$C_1 |j^+ j^- m^+ m^- \rangle = (j^+(j^+ + 1) + j^-(j^- + 1)) |j^+ j^- m^+ m^- \rangle,$$

$$C_2 |j^+ j^- m^+ m^- \rangle = (j^+(j^+ + 1) + j^-(j^- + 1)) |j^- j^- m^+ m^- \rangle,$$

$$J_{3,\pm} |j^+ j^- m^+ m^- \rangle = m^\pm |j^- j^- m^+ m^- \rangle.$$  (A.24)

The algebra of spin(4) can be completely described in terms of generators of the subgroups of rotations $L_i$ and of boosts $K_i$. Let us call $L_{\pm} = L_1 \pm i L_2$ and $K_{\pm} = K_1 \pm i K_2$. The algebra then is

$$[L_3, L_{\pm}] = \pm L_{\pm}, \quad [L_3, K_{\pm}] = \pm K_{\pm}, \quad [L_+, L_-] = 2L_3, \quad [K_+, K_-] = 2L_3,$$

$$[K_3, L_{\pm}] = \pm K_{\pm}, \quad [L_{\pm}, K_{\mp}] = \pm 2K_3, \quad [K_3, K_{\pm}] = \pm L_{\pm},$$

$$[L_+, K_+] = [L_-, K_-] = [L_3, K_3] = 0.$$  (A.25)

The Casimirs become $C_1 = L^2 + K^2$ and $C_2 = \vec{K} \cdot \vec{L}$. The action of the
generators on the basis $|j^+ j^- j m\rangle$ is

\begin{align*}
L_3 |j^+ j^- j m\rangle &= m |j^+ j^- j m\rangle, \\
L_\pm |j^+ j^- j m\rangle &= \sqrt{(j \pm m + 1)(j \mp m)} |j^+ j^- j m \pm 1\rangle, \\
K_3 |j^+ j^- j m\rangle &= \alpha_j \sqrt{j^2 - m^2} |j^+ j^- j - 1 m\rangle \\
&\quad - \alpha_{j+1} \sqrt{(j + 1)^2 - m^2} |j^+ j^- j + 1 m\rangle \\
&\quad + \gamma_j m |j^+ j^- j m\rangle, \\
K_\pm |j^+ j^- j m\rangle &= \pm \alpha_j \sqrt{(j \pm m)(j \mp m - 1)} |j^+ j^- j - 1 m \pm 1\rangle \\
&\quad \pm \alpha_{j+1} \sqrt{(j \pm m + 1)(j \mp m + 2)} |j^+ j^- j + 1 m \pm 1\rangle \\
&\quad + \gamma_j \sqrt{(j \mp m)(j \pm m + 1)} |j^+ j^- j m \pm 1\rangle.
\end{align*} 

(A.26)

having defined

\begin{align*}
\alpha_j &= \sqrt{(j^2 - (j^+ + j^- + 1)^2)(j^2 - (j^+ - j^-)^2)} \\
\gamma_j &= j^+(j^+ + 1) - j^-(j^- + 1). 
\end{align*} 

(A.27)

A.3 Bivector conventions

A bivector $B_{ab} = -B_{ba} \in \bigwedge^2 \mathbb{R}^4$, $a, b = 0, 1, 2, 3$, can be dualized via the Hodge operator

\begin{equation}
(*B)_{ab} := \frac{1}{2} \epsilon_{abcd} B_{cd},
\end{equation} 

(A.28)

where indices are raised and lowered with the Kronecker delta $\delta_{ab}$. The Killing form on $\bigwedge^2 \mathbb{R}^4$ is taken to be positive definite as

\begin{equation}
\langle B_1, B_2 \rangle := -\frac{1}{4} \text{tr}(B_1 B_2).
\end{equation} 

(A.29)

The isomorphism $\bigwedge^2 \mathbb{R}^4 \cong \mathbb{R}^3 \oplus \mathbb{R}^3$

\begin{equation}
B \leftrightarrow (\vec{b}^+, \vec{b}^-),
\end{equation} 

(A.30)

is given by

\begin{equation}
\vec{b}^{+,I} = \frac{1}{2} \left( B_{0I} \pm \frac{1}{2} \epsilon_{JK} B_{JK} \right),
\end{equation} 

(A.31)
with \( I = 1, 2, 3 \). The wedge product of two bivectors \( B \) and \( C \) is defined to be

\[
(B \wedge C)_{abcd} = \frac{1}{24} \epsilon_{abcd} \epsilon^{efgh} B_{ef} C_{gh}.
\]  

(A.32)

Acting with the Hodge dual on this yields a number which is

\[
*(B \wedge C) = \frac{1}{24} \epsilon^{efgh} B_{ef} C_{gh},
\]

\[
= \frac{1}{12} \left( \vec{b}^+ \cdot \vec{c}^+ - \vec{b}^- \cdot \vec{c}^- \right),
\]

and which can be regarded as the expression for the 4d volume in the volume simplicity constraint \[39, 72\].
Appendix B

Matrices and determinants of deformed amplitude

The Hessian matrix of a term at level $n$ of the expansion (4.26) is rather involved, and needs to be treated with care. Its matrix elements are given by (4.38), (4.39), (4.41), (4.43), (4.44), and (4.45). In all that follows, remember that the indices $a, b, a', b'$ are not free, but $(ab)$ and $(a'b')$ label the links in the graph which are crossing. If we need free indices from the beginning of the alphabet to indicate nodes, we’ll begin with $c, d, \ldots$.

With this, we get that the final Hessian matrix is of the form

$$H = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix},$$

(B.1)

where $C$ is the same Hessian matrix as in the undeformed case, $B$ is the matrix of mixed $X^I_c$ and angle variables, and $A$ is the quadratic matrix of two angle derivatives. We have

$$\det(H) = \det(A) \det(C - B^T A^{-1} B).$$

(B.2)

First, we consider the matrix $4(n-1) \times 4(n-1)$-dimensional matrix $A$. It is of the form

$$A = \begin{pmatrix} D & 0 \\ 0 & D' \end{pmatrix},$$

(B.3)

where the order of the indices is as:

$$\phi_1, \ldots, \phi_{n-1}, \theta_1, \ldots, \theta_{n-1}, \xi_1, \ldots, \xi_{n-1}, \chi_1, \ldots, \chi_{n-1}.$$
\[ D = \frac{j_{ab}}{2} \begin{pmatrix} E & F \\ -F & E \end{pmatrix}, \quad D' = \frac{j_{a'b'}}{2} \begin{pmatrix} E & F \\ -F & E \end{pmatrix}, \]

with \( E \) and \( F \) being \( (n - 1) \times (n - 1) \)-dimensional matrices, with
\[
E_{rr} = -2, \quad r = 1, \ldots, n - 1,
\]
\[
E_{r,r+1} = E_{r+1,r} = 1, \quad r = 1, \ldots, n - 2,
\]
\[
F_{r,r+1} = i, \quad r = 1, \ldots, n - 2,
\]
\[
F_{r+1,r} = -i, \quad r = 1, \ldots, n - 2,
\]
and all other entries being equal to zero. One readily computes
\[
\det(D) = j_{ab}^{2(n-1)}, \quad \det(D') = j_{a'b'}^{2(n-1)},
\]
as well as
\[
D^{-1} = \frac{1}{2j_{ab}} \begin{pmatrix} K & L \\ -L & K \end{pmatrix}, \quad \text{(B.6)}
\]
\[
(D')^{-1} = \frac{1}{2j_{a'b'}} \begin{pmatrix} K & L \\ -L & K \end{pmatrix},
\]
with
\[
K_{rs} = -\delta_{rs} - 1, \quad L_{rs} = \begin{cases} 
  i & r < s \\
  0 & r = s \\
- i & r > s 
\end{cases}
\]
(B.7)

with \( r, s = 1, \ldots, n - 1 \). With this, we get
\[
\det(A) = (j_{ab}j_{a'b'})^{2(n-1)},
\]
(B.8)

Next we are turning our attention to the part \( B^T A^{-1} B \). We note that the matrix \( B \) is of dimension \( 4(n - 1) \times 3N \), where \( 3N \) is the number of different values of the multi-index \( (cI) \), i.e. \( N \) is the number of nodes in the graph. Out of these \( 3N \) columns, only twelve contain (potentially) nonzero entries, namely \( aI, bI, a'I, \) and \( b'I, \) with \( I = 1, 2, 3 \). These columns are \( (u \) runs from 1 to \( 4(n - 1) \), in the order \( \text{[B.4]} \) given above):
\[
B_{u,(aI)} = x^I \delta_{u,1} - ix^I \delta_{u,n},
\]
\[
B_{u,(bI)} = -x^I \delta_{u,1} + ix^I \delta_{u,n},
\]
\[
B_{u,(a'I)} = y^I \delta_{u,2n-1} - iy^I \delta_{u,3n-2},
\]
\[
B_{u,(b'I)} = -y^I \delta_{u,2n-1} + iy^I \delta_{u,3n-2},
\]
with \( x' = j_{ab}(iV'_{2} - V'_{1}) \) and \( y' = j_{a'b'}(i(V')'_{2} - (V')'_{1}) \). Denote

\[
M := B^T A^{-1} B, \quad (B.9)
\]

then it is clear that \( M \) is a \( 3N \times 3N \) matrix, which has zero entries until both row and column index are equal to one of the twelve combinations \((aI), \ldots (bI)\) above. Now it is straightforward to show that also

\[
M_{(aI)(a'J)} = M_{(aI)(bJ)} = M_{(bI)(a'J)} = M_{(bI)(bJ)} = 0,
\]

and similarly for other mixed combinations. This is clearly the case, since \( A^{-1} \) is block-diagonal, as can be seen from \((B.3)\). The potentially nonzero entries are

\[
M_{(aI)(aJ)} = \sum_{u,v=1}^{2(n-1)} B_{u,(aI)} B_{v,(aJ)} (D^{-1})_{uv}
\]

\[
= \frac{1}{2j_{ab}} \left( x' x' K_{11} - 2i x' x' L_{11} + (i x'')(i x') K_{11} \right)
\]

\[
= 0,
\]

as can be seen from \((B.6)\) and \((B.7)\). We also get

\[
M_{(aI)(bJ)} = \sum_{u,v=1}^{2(n-1)} B_{u,(aI)} B_{v,(bJ)} (D^{-1})_{uv}
\]

\[
= \frac{1}{2j_{ab}} \left( -x' x' K_{11} + 2i x' x' F_{11} + (-i x'') (i x') K_{11} \right)
\]

\[
= 0.
\]

Similar relations hold for \( M_{(a'I')(a'J')}, \) etc., which lets us conclude that

\[
M = 0. \quad (B.10)
\]

With \((B.2)\) and \((B.8)\), this immediately leads to

\[
\det(H) = (j_{ab}j_{a'b'})^{2(n-1)} \det(C), \quad (B.11)
\]

where \( C \) is the Hessian matrix of the undeformed case.
APPENDIX B. MATRICES AND DETERMINANTS OF DEFORMED AMPLITUDE
Appendix C

Geometric properties of Hyperfrustum

Here we derive some geometric properties of the hyperfrustum introduced in Chapter 5. Although all the formulas that we are going to derive can be found by assigning a set of four dimensional coordinates to the elements in the boundary of the hyperfrustum, we will propose different solutions which do not require this labeling.

C.1 Dihedral angles

The dihedral angles $\Theta_{ab}$ between the couples of hexahedra in the boundary of a hyperfrustum (as depicted in figure 5.4) can be found from the critical points in table 5.1 using the following formula (see [73])

$$\cos \Theta_{ab} = \frac{N_a \cdot N_b}{2 \text{tr} \left[ g_a(\Sigma_1)g_a(\Sigma_2)^{-1}g_b(\Sigma_2)g_b(\Sigma_1)^{-1} \right]},$$

(C.1)

being $N_a$ and $N_b$ the four dimensional outward-pointing normals to the hexahedra $a$ and $b$ and

$$\chi_{ab} = \begin{cases} 
1 & \text{if } a, b \in [0, 3] \\
1 & \text{if } a, b \in [4, 7] \\
-1 & \text{if } a \in [0, 3] \land b \in [4, 7] \\
-1 & \text{if } a \in [4, 7] \land b \in [0, 3] 
\end{cases}$$

Notice that this prefactor is necessary since imposing the condition (5.1) we have chosen outward-pointing normals to describe the hexahedra $a = 0, 1, 2, 3$ and inward-pointing normals to describe the hexahedra $a = 4, 5, 6, 7$. We find six dihedral angles $\Theta = \theta$ associated to hexahedra which meet along the faces of the cube 0, six dihedral angles $\Theta' = \pi - \theta$ associated to hexahedra meeting
along the faces of the cube 7 and twelve dihedral angles $\Theta'' = \arccos(\cos^2 \theta)$ corresponding to boundary frusta meeting along their side faces. These angles are the four dimensional analogue of the one represented in figure C.1 on the left.

![Diagram](image)

Figure C.1: A 3d representation of a 4d hyperfrustum. The top and bottom square faces represent cubes. The side faces represent squared pyramidal frusta.

### C.2 Volume of a hyperfustum

For the following analysis we refer to figure 5.8. The volume $V_n$ of the hyperfrustum $F_n$ that appears in equation (5.40) can be computed as the difference of the volumes of two four dimensional pyramids with base cubes $c_n$ and $c_{n+1}$. A comparison with the three dimensional representation in figure C.1 on the right may be helpful to get an intuitive understanding. The volume of the four dimensional pyramids with base cubes $c_n$ and $c_{n+1}$ are

$$V_{p,n} = \frac{1}{4} H_{p,n} j_n^{3/2}, \quad V_{p,n+1} = \frac{1}{4} H_{p,n+1} j_{n+1}^{3/2}. \tag{C.2}$$

being $H_{p,n}$ and $H_{p,n+1}$ the heights of the pyramids. These have to be determined in order to ensure that the ‘slope’ of the hyperpiramidal sides is the same as for the hyperfrustum. Their values are

$$H_{p,n} = \frac{1}{2} \sqrt{j_n \tan \theta_n}, \quad H_{p,n+1} = \frac{1}{2} \sqrt{j_{n+1} \tan \theta_n}, \tag{C.3}$$

and they are constrained so that their difference gives the height of the hyperfrustum (5.25). Finally, the four dimensional volume of the hyperfrustum is given by

$$V_n = V_{p,n} - V_{p,n+1} = \frac{1}{8} (j_n^2 - j_{n+1}^2) \tan \theta_n. \tag{C.4}$$

Using equation (5.30) for the angle $\theta_n$, one can easily find the expression (5.40) of the volume of the hyperfrustum in terms of the spin variables.
Appendix D

Numeric integration method

The vital ingredient of this article is the calculation of expectation values of geometrical observables in the spin foam state sum. Since we are working in the large \( j \)-limit, we can replace the sums over irreducible representations by integrals and assume the spins to be continuous. However since the spin foam amplitudes are intricate functions of the spins \( j \), these integrations generically cannot be performed analytically. As in a similar analysis for cuboid-shaped spin foams REF, we will perform these integrations numerically.

We perform our numerical simulations in the programming language \texttt{Julia} and use algorithms suitable for higher-dimensional integration from the \texttt{Cuba} package REF. See REF for the package and documentation how to use these algorithms in \texttt{Julia}.

While the \texttt{Cuba} package contains several algorithms, most of which employ Monte Carlo techniques, we use a \textit{deterministic} algorithm called \texttt{Cuhre}. It roughly works as follows: Similar to Monte Carlo algorithms, the integrand is evaluated at several points. \texttt{Cuhre} then attempts to approximate the integrand by a polynomial in the integration variables and estimates the error. If the error is larger than requested, the region with the largest error gets subdivided and the algorithm is iterated. Once this procedure has sufficiently converged, or the maximum number of iterations has been reached, the polynomials are used to deterministically evaluate the integral.

For our purposes this algorithm is particularly useful since it is more efficient for integrating oscillatory integrands than ordinary Monte Carlo techniques, at least if the dimensionality of the integrand is not too high\[1\]. Indeed, as Frusta configurations allow for curvature, the vertex amplitude is a sum of several oscillating terms, which marks an important generalization compared to the pure cuboid case. Fortunately Hyperfrusta are prescribed by only three spins, compared to six of a hypercuboid, which. Together with the large

\[1\] To approximate higher dimensional regions by polynomials requires considerably more sample points rendering the algorithm less efficient.
amount of symmetry in these configurations, we can study discretizations containing many spin foam vertices, which only depend on a few spins. Indeed most of the integrations performed in this article are two dimensional, which can be efficiently performed.

Another generalization compared to the cuboid case is the necessity of introducing a cut-off on the spins. While in the cuboid case we implemented an embedding map fixing the total area of a coarse face, we a priori cannot enforce such a restriction onto the hyperfrusta. To efficiently perform the integrals, an upper cut-off on the spins is necessary. Usually one then has to carefully check that the result does not change under gradually increasing the cut-off. In our case this question is closely tied to the value of the parameter $\alpha$ as it determines whether large or small spins are preferred. Generically if $\alpha$ is too large the result is cut-off dependent as the amplitudes diverge for growing spins. We have performed our simulations in a regime of $\alpha$ where the results converge for relatively small cut-off $j_{\text{max}} \sim 10$. Fortunately this is also the regime of interesting dynamics.

Thus the difficulty of the numerics stems less from the integrand itself but from the fact that we have to scan a 3-dimensional parameter space. To quickly generate the results we have used the local HPC at Perimeter Institute, e.g. to perform 1024 one- and two-dimensional integrations took roughly 12 hours on a single core. This can be further accelerated as the Cuba package in Julia can be straightforwardly vectorized and parallelized.
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